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Abstract—In this paper, we address the conflict in the collection, use and management of Big Data at the intersection of security and privacy requirements and the demand of innovative uses of the data. This problem is exaggerated in the context of the Internet of Things (IoT). We propose a three-part decomposition of the design space, in order to clarify requirements and constraints. To reach this final analysis, we begin by clarifying the challenges in the design space: (1) there is little agreement on what is meant by IoT, and in particular the security and privacy implications of different definitions; (2) we then consider the requirement and constraints on the big data that result from various IoT system designs; (3) in parallel, we examine the intricacies of the demand for innovation from the both the legal and economic perspectives. In this context, we then can decompose the set of drivers and objectives for security/privacy of data as well as innovation into (1) the regulatory and social policy context, (2) economic and business context, and (3) technology and design context. By identifying these distinct objectives for the design of IoT Big Data management, we propose that more effective design and control is possible at the intersection of these forces, through an iterative process of review and redesign.
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I. INTRODUCTION

Innovation in the use of Big Data is the holy grail of the Internet of Things (IoT). It is often at the root of new or improved products, services and societal capabilities. Data is at the heart of the IoT, but in order to make it trustworthy enough for wide-spread acceptance, the security and privacy of that data must be insured. It is at this intersection of demand for innovation and the requirement for acceptable security and privacy of the data at the scale to be considered “Big Data” that we focus our attention in this paper.

Consider the following example, the use of mobile phone data to learn about population mobility and contact with health services during the Ebola epidemic. [1] [2] We will return to this example later, but the point here is that cell tower location of phones was to be used to understand both exposure of citizens to “infectious” regions and intensity of infection. The cell tower location information is metadata from the perspective of people communicating with each other on their phones. It is data from the perspective of the mobile phone operators. It is health data with respect to the Ministry of Health, and the usage by the Ministry of Health is an exceptional usage, not envisioned in the original collection of the data, hence an “innovative” use of the data with a set of potential management and policies issues. It is this set of challenges and potential contradictions that we address in this paper.

To make progress on this topic, we must examine the elements of the problem in depth. In Section II, we address the question of what is meant by “IoT”. There are several perspectives to consider in teasing this apart. We will begin by examining what is meant by an IoT system or application. It is most likely composed of a number of elements of different sorts, perhaps operated and controlled by different parties, with possibly differing policies and management practices. Understanding where the data is flowing is critical.

In that context, we then consider communications protocols, because again this will have policy implications. In many cases, “IoT” is defined by the layers of abstraction found in the communications protocols from very low level wireless such as MAC layer protocols [3], RFID [4], or the low-energy wireless of 802.15.4 [5], up through the protocol layers to CoAP [6] or HTTP, to the application layer framework of the Open Connection Foundation’s specifications [7]. These distinctions focus on how the communication occurs. One must also consider the question of with whom or what IoT communications occur; this is a question of organization and configuration of the participating elements of an IoT application or utility. We will examine all this in more detail.

In Section III, we will then examine the questions of the data. We must consider the nature and sources of the data, what about the IoT environment make them distinctive and especially the questions of providing security and privacy in support of adequate trust in both the data and its management. We must also consider both metadata and the data themselves, because as suggested in the Ebola epidemic example what is metadata at one layer may be just data at another, with all the security and scaling problems of Big Data. Continuing in Section III, we will address the challenges of privacy and security, both from a policy perspective with respect to who sets what sorts of policies and to how and whether those policies can be enforced.

Our final step in this analysis process in Section IV is to examine the challenges to all three of the above steps when
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innovative use of the data is expected or desired. We note, that countries such as India include innovation with respect to data use as part of the constitutional rights of citizens, so this dilemma must be central to such a discussion.

Section V contains our three-part framework for reasoning about our challenge domain. This framework recognizes that in policy (both private and regulatory), economic and technical elements can and must be considered distinctly. Then in Section V.D, we discuss harmonization among them, illuminated by returning to the Ebola example. The paper concludes with observations in Section VI.

II. DIVERGENCE IN DEFINING IoT

The first challenge we must consider is the breadth of what is meant by the Internet of Things. Among others in the popular press, Gold [8] presents one version of this, suggesting many possible such definitions, ranging from individual IoT edge devices to increasing complex artifacts that incorporate such edge devices. We can categorize the views of what is meant by the IoT along system design and communication protocol lines. We will consider these separately, in order to identify their relationships to IoT data.

A. IoT systems

In order to understand the system design challenges, let us by considering a baby monitoring system. The IoT devices themselves may be a camera, mic and speaker in the baby’s room, a display, mic and speaker in another room, a bridge device of some sort in the home, as well as a set of external resources. In a simple system, the manufacturer of the system might run its own service with enhanced capabilities such as data collection, to make the monitored information available to others, such as grandparents and other remote family members, a notification system in case of events, and perhaps offer in-system purchase of enhanced services. A more sophisticated and complex system might also use third parties for such things as identity management (e.g. using Facebook or Google ids), credit card services, or cloud services such as AWS [9]. In a yet more complex scenario, the baby monitoring system may be controllable by voice commands to an Amazon Echo using Alexa [10] or Google Assistant [11][12], each of which provides such IoT manufacturers toolkits for specifying the command structure for controlling the IoT applications.

We raise an example such as this because it demonstrates the nature and degrees of complexity of the elements of an IoT application needed to run and manage the application and its devices. Whether one defines the original cameras, mics, displays and perhaps home bridge to be the IoT application, or one or another of the more complex arrangements, will determine the particular data management and security or privacy challenges, as we will discuss further below. But it is worth noting that the more complex the definition of the application, the more opportunities for the data to be in different hands under different policies and with different objectives.

Just briefly, we must also note another systems related issue, the code and operating system running on the edge IoT devices. As occurred in the Mirai attacks [13] and as Stasilov and Beardsley discuss with respect to baby monitor systems [14], for many reasons it is often the case that the software, particularly the operating systems used on IoT devices is not the most modern and secure. IoT device manufacturers are probably not OS developers and are working on a minimal budget, so they are likely to choose free systems and may not understand or have the means to include or keep up to date with the newest updates of software.

B. Communications

In addition to considering system design, one must also consider the communications paradigms and protocols used by an IoT system. At the most abstract level, the IoT application may be specified using the OCF framework [7] for application specification and configuration. In the absence of that, the application design may be designated by a collection of application layer protocol specifications, for example in HTTP/HTTPS or CoAP [6]. One reason for selecting CoAP is that it is weightier and requires fewer resources in the edge nodes. HTTP/HTTPS generally are supported by TCP at the transport layer, while CoAP is designed to run over UDP, which requires no connection set up, nor reliable delivery. UDP requires less in resources from the end-node, so small, limited-capacity devices are more able to support it. In turn, both TCP and UDP are run over the Internet Protocol (IP). The reason to consider this here is that for small, poorly equipped network elements where computation, memory and network capacity are severely limited, the link layer protocol may be something like Bluetooth [15], Zigbee [16] or IEEE 802.15.4 wifi [17]. In these cases, one finds that the link layer may not be adequate to support IP, which has led to such protocols as 6LowPAN [18][19][20] in order to support specifically IPv6, but limited capacity. The result is CoAP rather than HTTP/HTTPS will be the protocol of choice above, because TCP is unlikely to be available. The Internet Engineering Task Force’s (IETF) perspective on the definition of IoT reflects this position that IoT devices may have very limited capacity. [21]

We raise these issues here more because of their implications than about the details. For example, one of the questions that must arise in our security discussion is which elements of an IoT application are truly on the Internet. In the abstract, the Internet ostensibly enables anything with an IP address on the network to address anything else on the network that has an IP address. Now, if it is the case that some of the IoT devices are so incapacitated that they do not have an IP address – consider for example devices that only have Bluetooth identifiers – then the data they collect and access to them will be absolutely constrained on the Internet, to something that interacts with them via Bluetooth. For example, at present a Fitbit device [22] is not on the Internet, although some would claim that it is part of the IoT. One can imagine that this might be true for personal medical devices or environmental sensors in a manufacturing plant as well. This will certainly have implications access to their data.
An important observation as demonstrated by F5 [23] and Hennebert and Santos [5] is that there may be a surprising lack of security isolation between the layers. In fact, physical limitations in our ability to provide link or physical layer security support may directly impact the provision of adequate security all the way up to the IoT application leading to unintended and surprising security risks. In general, we do not have layer isolation quite as intended.

III. DATA AND SECURITY

The security and privacy challenges deriving from IoT system and communications design lead directly to the security and privacy challenges inherent in the management and use of data in IoT contexts. Part of the problem is that what is considered “data” is flexible and context dependent, so an understanding and enforcement of policies becomes especially challenging.

Let us consider three examples. The first is to return to the earlier Ebola example. In that case, mobile phone location information was central to learning about the location of citizens possibly at increased risk for infection with Ebola. There were two kinds of uses of this data. The first was to understand where there were increased calls for Ebola medical support services, in order to deploy resources such as ambulances and medical facilities most effectively. The second was to predict potential increased infection by observing people moving from areas of increased Ebola presence to other places, to which they might be carrying the infection. What is most interesting from our perspective is that under normal operation of a cellular phone system, location information is meta-data, although there may be a large quantity of it, but most importantly it is likely to be handled as only meta-data of a fairly innocuous sort. As it was being used for this work, it was the data and, although mobile phone companies are not designed or prepared for handling health related data, they were doing that. Thus questions about permission to collect and handle health related data, etc. had been outside the expected use of the data, although after the fact that was being changed. Such a transformation can have significant security and privacy implications.

The second example we consider here is the Mirai attack [23] [13]. At the core of this attack was a set of IoT devices, such as cameras and DVD players. One of the features of this security failure was that it was a distributed denial of service (DDoS) attack, so the owners of the corrupted devices had no idea that their devices were playing a role in the security violation. The devices were recruited into a botnet, which was then used to launch the DDoS attacks on victims. The corrupted devices continued to do their jobs for their owners. So, one must ask what that has to do with data. If it had been the case that those devices could have been trusted to only communicate the data that they were supposed to communicate to only the expected destinations, the attacks could not have occurred. In fact, under such conditions, the devices could never have been recruited into the botnet.

Briefly, in our third example, Thimmarmaju et al. [24] consider a multi-layered data security threat. They examine a cloud service, which is operating on virtual machines running in OpenStack. The connections among the machines are virtual switches, with switching at layer 2 using the tagged structure of MPLS. Thus, each packet has a series of MPLS tags as part of its framing. The conjunction of several security failures including (1) a bug in the MPLS parser causing it to process all the MPLS tags rather than only the first one, (2) a buffer overflow problem that allowed the MPLS tags to overflow the buffer, and (3) a security failure in OpenStack that did not completely isolate its virtual machines from each other allowed the authors to completely take over the cloud service in a matter of minutes. What is interesting about this attack is that it is multi-layered, taking advantage of data security failures at different layers to combine into an overall security failure.

Let us take apart and consider systematically what we learn from these three examples with respect to data. Beginning the with mobile phone location data, a critical question is the use of the data. We propose that the central challenge is the fact that the location data had significant health care implications and that societal needs were overwhelming. The data was never collected with the idea of cell phone customers’ health. The mobile phone companies were not equipped for that, yet it is widely assumed that health data should be handled qualitatively differently from other kinds of personal data. Although not discussed in the reports referenced here, that data could have been used to identify individuals whose medical situation with respect to Ebola might have been directly inferable from the data. Bruce et al. [25] suggest this kind of possible scenario. Yet, tracking and providing medical support during the epidemic was a critical societal need.

In the second and third examples, undesirable data, the bases for the attacks, is being carried in perhaps surprising ways to or from the unsuspecting IoT resource. In the Mirai attacks, the corrupting code was delivered to the IoT devices as data in perfectly legitimate protocols, although those were protocols that probably were not actually needed by the devices to do their “IoT” tasks. In the Mirai attack, there was also a second data delivery violation. When the bots were activated to participate in an attack, as with all DDoS attacks, they were delivering data to locations to which they never should have been delivering anything. In the cloud service take-over, the MPLS tags were being used to deliver the attack “data”, which in this case was also code.

There is a deeper architectural challenge that captures all the above and more. For this we go back in “history” to Saltzer et al. [26] on the end-to-end arguments. The issue that those authors raised was that for functions and capabilities that are specified to be provided from one end-point to another, the design and implementation of them must also be between those end-points. Thus, in our IoT universe, if an IoT application is to provide privacy, security, integrity of the data, and so forth between a smart camera and grandparents watching their grandchild, the full path of that data must be evaluated for its security and privacy properties. At odds with this is the example raised by Hennebert and Santos [5] mentioned above. In their work they observe and document a
With a better understanding of why and how data security and privacy are difficult, we can now turn our attention to the question of innovation with respect to data. Data analytics, machine learning, and deep learning are focused on extracting inferences from data not directly observable or recognizable. A very early example of this was the study by Jernigan and Mistree [27] demonstrating their ability to identify sexual orientation of students at MIT from their friends’ Facebook networks, without any specific sexual orientation data about the targets. This is no longer a surprise, but the depth of inference now possible is increasing every day. To do this, the analysts are most likely using the data, in incredibly large quantities, yet often with the ability to target an individual. Furthermore, they are likely using the data in ways not planned when the data was originally collected.

In 2013, the OECD produced an interesting study on innovation and data [28], providing a summary of opportunities for innovation in a number of sectors, based on new or increased use of big data and related tools. Such innovative use of the data is always for some benefit somewhere as documented in the OECD report.

One of the conflicts in this arena is the question of who benefits and perhaps at whose expense. That was at the heart of the use of mobile cell phone tracking during the Ebola epidemic. The benefit was the public generally, and even possibly individual citizens, if they or their family members had been exposed. This argument may be less obvious when the beneficiary is an advertising company or a marketer trying to reach potential customers. From a commercial perspective, one could argue that more directed and individualized advertising should make advertising less expensive and therefore perhaps make pricing of the products a bit lower or the market for a product larger. Of course, there are arguments for using big data to improve health care, education, and other social benefits. Education raises an interesting tradeoff, because data about children mostly requires special handling under stricter controls than, say purchasing data of adults.

This latter brings us to the larger question of the legal tradeoffs between privacy and innovation. On the one hand, we will briefly consider below the European Union’s General Data Protection Regulation (GDPR) [29]. We contrast this with the recent Indian Supreme Court decision in August, 2017 about privacy as a constitutional right [30] [31], because they lead to significantly different perspectives on innovative uses of data in the context of privacy. We observe here that there is a spectrum with respect to privacy of electronic data. At one end of the spectrum is the GDPR’s absolute (constitutional) rights-based position, leaning away from innovative and unpredictable use of data. Toward the other end is the US legislation- and market-based approach, which leads to more open-ended innovation. As we will see below, the Indian position falls between these two. A highly respected follow-on report in India [32] discusses at length the additional key component of the Indian decision, that of the Indian citizen’s right to participate in and benefit from the 21st century digital economy. We raise this here to illustrate that different well-argued positions exist on this problem, at the top levels of legislation and constitutionality.

To begin this analysis, the basis of the GDPR is that privacy is a universal and fundamental right of all people. It takes precedence over many other non-fundamental rights and opportunities. The primacy of privacy leads to a number of procedural and regulatory requirements and constraints on the collection, management, use, and possibly re-use or extended use of data collected about the individual. One key simple conclusion is that under the GDPR data can only be used for its original purpose unless the subject is notified or provides consent for other specific purposes. It is this requirement for specific restricted use of data that is at the heart of the conflict with innovative uses of the data. They are not prohibited directly, but require a prohibitive intervention in order to occur, in order to preserve the fundamental right to privacy.

To begin this analysis, the basis of the GDPR is that privacy is a universal and fundamental right of all people. It takes precedence over many other non-fundamental rights and opportunities. The primacy of privacy leads to a number of procedural and regulatory requirements and constraints on the collection, management, use, and possibly re-use or extended use of data collected about the individual. One key simple conclusion is that under the GDPR data can only be used for its original purpose unless the subject is notified or provides consent for other specific purposes. It is this requirement for specific restricted use of data that is at the heart of the conflict with innovative uses of the data. They are not prohibited directly, but require a prohibitive intervention in order to occur, in order to preserve the fundamental right to privacy.

The recent Indian decision takes an interesting intermediate ground (again see [31] and [32]). In this decision, a fundamental right to privacy is recognized, but it needs to co-exist with another fundamental right of Indian citizens, that of being a true citizen of the digital age, where innovation and entrepreneurship can flourish. This second right of the citizen must be balanced through a set of laws and regulations that balance privacy with benefits of the “common man and woman” to be part of that digital and economic 21st century.

As mentioned earlier, in the United States, although there has been a several decade commitment to models of data privacy, it is less constitutionally based and therefore tips significantly more toward a complex web of ownership of data and what can be done with it. This in turn is generally agreed to be the basis of widespread innovation in the uses of data. In an interesting small episode, iRobot, the robot vacuum cleaner company considered how and whether to monetize the data their robotic vacuum cleaners were collecting about people’s homes. [33]. After some bad press, the company backed off, but it is interesting to understand that there was no legal, regulatory or fundamental rights discussion that caused them to back off.

We are left with the conclusion that in order to enable and allow innovation in the use of the big data inherent in IoT systems and applications, we must first also understand such systems’ security and privacy policy constraint as well. This decomposition is at the heart of the work proposed here, and
will then lead to an improved understanding of the tradeoffs.

V. TEASING APART THE CHALLENGE: THREE PERSPECTIVES

We are now prepared to subdivide the crux of the problem, the intersection of security and privacy with innovation. To do this we propose to examine the situation from three orthogonal perspectives. As we have seen, one approach may not be appropriate for all situations. The policy for handling cell phone location data may need to be different in different contexts, based on subjects’ expectations, societal health needs, and many other factors. The same may be true for the data a robotic vacuum cleaner or Amazon’s Alexa system collects. We propose here three primary kinds of contexts in which the IoT applications with their data collection behaviors must operate. By teasing these three apart, we suggest that a clearer understanding of the tradeoffs present among them will be apparent. The three types of contexts are (1) legal, regulatory and social policy, (2) business and economic, and (3) technical. In each situation all three must be recognized and analyzed and then harmonized into the combined requirements and expectations for that situation. We will consider each topic separately.

A. Legal, regulatory, and societal contexts

We can divide the universe of policy setting parties into those external to a particular IoT installation, primarily the regulatory and standards organizations and policies set by the authority responsible for the edge devices, for example the homeowner or enterprise. We will address them separately.

In the United States, the question of security and privacy policies is complex. As we said, iRobot’s potential use of data met with social push-back; in contrast in the EU it would have been illegal. If we consider data about children as an example, under different conditions different rules and regulations exist, under the auspices of different US agencies. The Federal Trade Commission is responsible for enforcement of the Child Online Privacy Protection Act (COPPA). Separately the Dept. of Health and Human Services is responsible for enforcement of the Health Insurance Portability and Accountability Act (HIPPA). In a third case, the Dept. of Health, Education and Welfare is responsible for enforcement of the Family Educational Rights and Privacy Act (FERPA). Each has a different model of which kinds of data can be handled and used in what ways, and different models of accountability and enforcement. Hence if data is collected under one regimen but then transformed to be used in another, as in the cell phone mobile data case, one must understand the regulatory and social norm policy requirements, if possible, although as we will see below, this may be strongly influenced by the other types of contexts in which the IoT applications and their data collection and management sit.

We take the United States’ model as our starting point with respect to how the players do or do not interoperate within our domain, because of the diversity of interests in this problem. To begin with, one challenge in the US is that many parts of the government believe that managing IoT security and/or innovation is within their purview, as can be seen in [34][35][36][37][38]. Among the agencies involved here are the Office of the President, Homeland Security, National Institute of Standards and Technology in the Dept. of Commerce, Government Accountability Office reviewing issues in the Dept. of Defense, and so forth. Clearly, in addition the Federal Communications Commission has opinions, especially in the communications and wireless domains. As a starting place creating order and consistency, a roadmap and recognized division of responsibility among these organizations will be critical.

There are at least two other types of organizations involved in this domain, NGOs and standards organizations/affinity groups. The NGOs generally can be considered to stand in for the individual citizen or subject. The others are as often as not driven by the needs of industry. The IETF [21], the major standards organization for network protocols, is hosting a research group on this topic and the W3C is focusing on the “web of things”. [39], in addition to the aforementioned Open Connectivity Foundation’s work [7] as an industrial consortium working in the IoT application configuration arena. The OCF can be considered both an industrial affinity group and a standards organization.

Finally, in addition to all the external regulatory and standards based contextual definitions, one must consider the constraints that are local. These may be the fact that the homeowner would like a policy boundary around his or her home. A local neighborhood might agree on a policy boundary at its edges, just as they may support a local watch group. An enterprise may want a boundary at its perimeter. None of these is regulated or even standardized, but they are perhaps of utmost interest to the individual or local party. An example of this that sounds simple but may be complex to implement is the homeowner who says that no video is to go beyond the home. Presumably this will affect the baby monitor, but it may also affect the home security system, the smart refrigerator that lets the home owner look inside it while shopping, or the person working at home using video conferencing, as well as many other situations. Each application will have its own model of what it is doing, what it needs to do in order to be successful at its job, and what the provider might want. But, perhaps the homeowner’s policy might need to take precedence over all those, or be modified with some form of informed consent.

In summary, there are many agencies and organizations working throughout this complex web of technologies, economic incentives and regulation to meet the hopes and expectations of many disparate constituencies. In order to be comprehensive one must consider these constituencies, their needs and the responsibilities for carrying out those needs.

B. Economic and business contexts

Economic forces and trends define the second context in which IoT devices and applications operate. A central phenomenon in this domain is the networked and virtualized resources that comprise the business model of many central organizations, such as those providing cloud services of various kinds. This transformation means that now a new
company with a new IoT product can spin up its business with the use of virtual, network-based resources and services without significant capital investment. Not only can these startups spin up quickly, but they can also migrate quickly. This infrastructure availability at low cost provides strong re-enforcement of innovation, but in terms of security and privacy risks, perhaps most importantly with respect to Big Data management, understanding who is responsible in what ways for security and privacy may be complex and changing.

A second economic force is the commercial availability of third-party services, such as identity services, financial services, and so forth. Again, this provides flexibility, extensibility and innovation, but raises another set of questions about who is responsible for which data under what constraints. If Facebook provides identity management for an IoT application, does Facebook own the identity information or the application? Who is responsible in what ways for security and privacy? Related to these issues is the question of the business models of the players involved. Facebook’s business model is to make money on the information it collects. A company’s baby monitor product hopefully is in the business of providing trust to the families whose babies are being monitored. These two may simply be at odds with each other. Unless we tease these apart and assign responsibility and liability, we will never get a handle on the security and privacy requirements, at perhaps the cost of innovation.

A third interesting economic incentive derives from the manufacturers of the IoT devices and applications. They may have originally been in the business of making light bulbs, electric plugs, thermostats, or refrigerators. They were not in the business of writing or managing operating systems. Furthermore, they may remain in a market where margins are extremely small. They have neither the resources nor the expertise to put into deploying sophisticated, trustworthy software systems. As we have seen, this was at the heart of the Mirai attack. [13] So, again, understanding who must be responsible for security and privacy and how they may trade that off against innovation and survival in the market must be analyzed and factored into finding trustworthy systems that do not exclude innovation, or businesses will not survive.

C. Technical contexts

The final context in which the Internet of Things exists is technology and system design. As we discussed in Section II, these systems will be configured or organized both horizontally in terms of the services and system components that cooperate and vertically in terms of the layers of protocols and abstractions, and again we can tease this apart.

At the most elemental level each element of the IoT system, but especially the edge IoT devices will have an operating system, that is the starting point for security and privacy and must be managed. First, it would be best if the code were up to date with respect to security updates and known flaws. But that is not enough. If such a system simply does not have some capabilities, then strong encryption may not be possible, so the system design will need to account for that, perhaps be making the device accessible only through a trusted proxy.

Second, even if the device is running what is currently the state of the art code, security flaws will be discovered later. Therefore, there needs to be a provision for trustworthy software updating. Can one expect the light bulb company to do that, or might there be need of a new sort of business that takes on the responsibility (with compensating revenue) of supporting trustworthy software updating? In any case, the problem must be addressed, if the IoT system and the data it produces are to be safe, secure, and trustworthy.

As discussed in Section II.B, security must also be considered both within each of the protocol layers as well as across them. One must consider, for example, end-to-end encryption. Does this mean that it must reach to the edge IoT device, or might again a local bridge act as a proxy for the edge device? Should there be encryption between end-points in communications protocols, or should the data itself once it arrives at its destination remain encrypted? If so, then encryption based data management technologies such as differential privacy [40] or searchable encryption [41] may be necessary to provide adequate end-to-end security. To provide adequate security and privacy, in the face of functionality and innovation, one must carefully analyze and specify the requirements and what technologies meet those requirements.

The third component of the technology context is the configuration of the application. This is likely to be the set of explicit resources used by each particular instance. Thus, one might specify which long-term, reliable repository will be used for storage of the data, such as Dropbox or SpiderOak, or which instance of the remote service is to be used. One compelling reason for making these sorts of relationships explicit is that they provide a strong basis for confidence that the traffic is going only and exactly where it should, that the edge IoT device is not sending traffic elsewhere or receiving traffic from elsewhere. Only with this sort of a specification can one begin to filter the unwanted and perhaps risky traffic.

D. The interplay among contexts: example and discussion

Although in the preceding three sections we have looked at three disparate ways of addressing the intersection of security/privacy and innovation in the management and use of Big Data derived from the Internet of Things, in the end single unified artifacts must be created and managed. The smart lighting system, baby monitoring system, or air quality system in a factory must be unified and, as best possible, meet all the constraints and requirements. It is only by first identifying the elements to be merged under such a single umbrella that we can make progress to reach the necessary unification of them.

Let us return again to the Ebola example, to consider it in light of these three contexts. The mobile phone companies collected the data in order to manage their companies and provide acceptable service, which might range from billing to long-term provisioning. The data was collected and stored for economic reasons having to do with providing cell phone service. With the application of an incremental change in each of the three contexts, a compromise might be found. In the legal and societal context, if the permission for use of data was extended to also include broader use of the data under specific,
well-defined transformations of the data, that might be acceptable to both the legal and social drivers. In the business context, understanding the cost of such a transformation of the data would allow for incorporating such a transformation into the data handling and provision. Financial support might be provided by governments, if they see a compelling need in support of their citizens, or as required “overhead” imposed on companies and wrapped into their business costs. In the technology context, the definition, specification and implementation of such anonymizing techniques could be driven by the technical community. The point here is that when the interacting contexts are identified and can be called into play explicitly, it may be possible to find compromise positions. The challenge is not only to examine each of these three types of contexts separately, but then to merge them and find both the conflicts and tradeoffs.

If we return to the homeowner with an increasing number of IoT devices embedded in an increasing number of applications, as well as some aggregating tools, such as the Amazon Echo/Alexa ecosystem or Google’s ecosystem, it becomes clearer that the problem of data management, aggregation, usage, location, and control is becoming ever more complex. We propose that decomposition of the drivers of both security/privacy policies and increased innovation are key to increasing both the trust and opportunity for new uses for the data that is at the heart of the Big Data flood being fed by the Internet of Things.

VI. CONCLUSION

In order to provide a coherent and cohesive approach to the combined challenges of IoT Big Data security/privacy on the one hand and innovative uses of that date, we must decompose the design constraints, in order to identify them individually. Only after that decomposition has occurred, can one then recompose them in order to provide the desired unification.

As a proviso, it must be understood that even a decomposed and standardized as well as clarified specification in each of our three types of contexts cannot guarantee success and correctness. There may be situations in which the constraints derived in the different contexts are simply at odds with each and cannot be jointly realized. In addition, specifications may either be incomplete or evolving. An optimal solution may be impossible for any of these reasons.

It is our hope and expectation that decomposing this complex problem of IoT Big Data security and privacy and the demand for innovation can be tackled more effectively by considering the policy boundaries, economic and business drivers, and technology opportunities and constraints first independently and then in conjunction will increase the probability of success and adherence on both sides of the problem we face.
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