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Abstract—Tracking the autonomic control and respiratory sinus arrhythmia (RSA) from electrocardiogram and respiratory measurements is an important problem in cardiovascular control. We propose a point process adaptive filter algorithm based on an inverse Gaussian model to track heart beat intervals that incorporates respiratory measurements as a covariate and provides an analytic form for computing a dynamic estimate of RSA gain. We use Kolmogorov–Smirnov tests and autocorrelation function analyses to assess model goodness-of-fit. We illustrate the properties of the new dynamic estimate of RSA in the analysis of simulated heart beat data and actual heart beat data recorded from subjects in a four-state postural study of heart beat dynamics: control, sympathetic blockade, parasympathetic blockade, and combined sympathetic and parasympathetic blockade. In addition to giving an accurate description of the heart beat data, our adaptive filter algorithm confirms established findings pointing at a vagally mediated RSA and provides a new dynamic RSA estimate that can be used to track cardiovascular control between and within a broad range of postural, pharmacological, and age conditions. Our paradigm suggests a possible framework for designing a device for ambulatory monitoring and assessment of autonomic control in both laboratory research and clinical practice.

Index Terms—Adaptive filters, autoregressive (AR) processes, heart rate variability (HRV), point processes, respiratory sinus arrhythmia (RSA).

I. INTRODUCTION

Heart rate (HR) and HR variability (HRV) are important quantitative markers of cardiovascular control, as regulated by the autonomic nervous system [1]. It has long been understood that the healthy heart is influenced by multiple neural and hormonal inputs that result in variations of duration in the interbeat intervals (R-R intervals). The sympathetic and parasympathetic influences have the opposite effect [9]. In cardiovascular physiology, it is known that lung volume tends to be correlated with variations in the timing of heart beat or HRV. Typically, HR slows down during expiration and speeds up during inspiration. This phenomenon is known as the respiratory sinus arrhythmia (RSA) [28]. RSA is primarily mediated by modulation of vagal outflow to the SA node. Quantification of RSA provides important information about some of the mechanisms involved in cardiorespiratory coupling [20], [28]. In clinical practice, RSA is often treated as an indirect and noninvasive measure of parasympathetic cardiac control [20], [24], even in the presence of paced breathing [29], and may also be considered as a reliable indicator of cardiac dysfunction [26]. A quite comprehensive review on RSA may be found in [10].

A central goal in biomedical engineering applied to cardiovascular control is to develop quantitative measures and informative indexes that can be extracted from physiological measurements. Specifically, a major challenge in cardiovascular engineering is to develop statistical models and apply signal processing tools to investigate various cardiovascular–respiratory functions [8], such as HRV, RSA, and baroreflex. In the literature, numerous methods have been proposed for quantitative HRV analysis [1], [25], including point process analysis [2], [3], frequency-domain analysis [7], and nonlinear dynamics analysis [19]. RSA was defined in [22] as “the difference between the maximum HR rate after the onset of inspiratory flow and the immediately minimum HR”; whereas RSA was calculated in [35] using the formula: 100× (mean longest R-R - mean shortest R-R)/mean R-R interval. Saul and colleagues [27] proposed a transfer function analysis approach for evaluating the RSA, which requires direct modeling of the SA node. A bivariate autoregressive (AR) model was proposed in [4] and [5] to evaluate a time-varying index of RSA (within a temporal window). However, none of these RSA indexes provide a truly instantaneous evaluation of the cardiorespiratory dynamics.

Several issues in RSA assessment from R-wave events are yet to be addressed [10]. First, estimates of RSA have been derived
from either HR or heart period data. The former is more commonly computed in clinical practice, whereas the latter would be preferred on biometric grounds, especially when the interest is in indexing parasympathetic control because of the relative linearity between vagal frequency and heart period. Second, the R-R interval series are unevenly spaced in time. Direct application to these data to spectral analysis is not appropriate, and is usually solved by use of interpolating filters. In addition, longer heart periods may significantly decrease the Nyquist frequency under fast respiratory oscillation, giving rise to possible aliasing effects. Third, standard time-series analysis usually assumes that the data show at least weak sense stationarity, thus requiring particular care in choosing appropriate data segments for analysis, or requiring removal of nonstationary trends.

To address these issues, we investigate different probability models for human heart beat intervals with an adaptive point process filtering paradigm [3] and illustrate the analysis with both synthetic data, and ECG and lung volume recordings from a previous study [31]–[33] under an autonomic blockade assessment protocol. Furthermore, we extend the inverse Gaussian probability model to take into account the influence of respiration (RP) on HRV, based on which, we derive an analytic form for computing the frequency response of RSA. Modeling accuracy is evaluated via goodness-of-fit tests, including the Kolmogorov–Smirnov (KS) test. To our knowledge, this is the first effort in the literature that investigates the dynamic RSA effect within a point process framework. In line with the most conventional guidelines [1], [10], our paradigm resolves the old conflict between heart period and HR, obviates the need of interpolation with the potential to solve possible aliasing problems, allows for instantaneous measures at virtually any time resolution offering (in contrast to the interpolated R-R interval values) a more rigorous frequency analysis, and overcomes nonstationarity issues associated with window-based estimation models.

The paper is organized as follows. Section II first introduces the point process framework, then presents several probability models of the heart beat dynamics, and finally proposes the extended bivariate probability model by inclusion of RP (e.g., lung volume) measurements for the purpose of quantifying instantaneous RSA. In Section III, both synthetic and real experimental recordings are used to illustrate and validate the instantaneous RSA gain as computed by the novel point process algorithm. In addition, statistical tests are conducted on the autonomic blockade protocol to evaluate intersubject statistical trends of RSA gain across different posture and pharmacological conditions. Finally, discussions and conclusion are given in Section IV.

II. METHODS

In this section, we present the heart beat interval and the HR probability models, the instantaneous estimates of HR and HRV from the heart beat interval (R-R) model parameters, the extension to a bivariate model with RP as covariate to derive RSA measures, the point process adaptive filtering algorithm for instantaneous assessment of the HR and RSA indexes, and finally goodness-of-fit tests to evaluate how well these estimates describe the stochastic structure of the wave events extracted from an ECG. A detailed description of the conceptual framework of the history-dependent point process model and the adaptive paradigm can be found in our previous publications [2], [3].

A. Point Process Probabilistic Models of Heart Beat Interval

The R-wave events mark the electrical impulses from the hearts conduction system that represent ventricular contractions. Hence, they are a sequence of discrete occurrences in continuous time, and as such, form a point process. Suppose that we are given a set of discrete R-wave events \( \{u_j\}_{j=1}^{t} \) detected from the ECG, let \( RR_j = u_j - u_{j-1} > 0 \) denote the jth R-R interval, or equivalently, the waiting time until the next R-wave event. By treating the R-waves as discrete events, we propose different parametric point process probability models (Table I) in the continuous-time domain.

As an example, assuming history dependence, the waiting time \( t - u_j \) until the next R-wave event may be modeled as an inverse Gaussian model as follows [18]:

\[
p(t) = \left( \frac{\theta}{2\pi t^3} \right)^{1/2} \exp \left( -\frac{\theta(t - u_j - \mu)^2}{2\mu^2(t - u_j)} \right), \quad (t > u_j)
\]

(1)

where \( u_j \) denotes the previous R-wave event occurred before time \( t \), \( \theta > 0 \) denotes the shape parameter, and \( \mu_t \) denotes the instantaneous R-R mean value. Because the parasympathetic and sympathetic inputs to the SA node can occur on a millisecond timescale, but their effects can last for several seconds, the intervals must be modeled as dependent on the recent history of the SA node inputs

\[
\mu_t \equiv \mu_{RR}(t) = a_0 + \sum_{i=1}^{p} a_i RR_{t-i}.
\]

(2)
Namely, the mean value is modeled by a univariate $p$-order AR process, which is assumed (approximately) to be influenced by the past $p$ R-R interval values. In order to track the nonstationary behavior of heart beat dynamics, all parameters involved in (1) and (2) are adaptive; hence, the instantaneous mean $\mu_{HR}(t)$ is time-varying, which is determined by the time-varying AR coefficients $\{a_i(t)\}_{i=0}^p$. On the other hand, the instantaneous variance of the inverse Gaussian model can be derived as [18]

$$\sigma^2_{HR}(t) = \frac{\mu^3_{HR}(t)}{\theta(t)}. \quad (3)$$

In a similar fashion, we can derive the mean and variance of R-R interval for other probability models, such as the Gaussian, lognormal, and gamma models (see Table I for a brief summary).

B. Instantaneous Indexes of HR and HRV

HR is defined as the reciprocal of the R-R interval. For $t$ measured in seconds, a new variable $r = c(t - u_j)^{-1}$ (where $c = 60 \text{ s/min}$) can be defined in beats per minute. By the change-of-variables formula, the HR probability $p(r) = p(c(t - u_j)^{-1})$ is given by

$$p(r) = \left| \frac{dr}{dt} \right| p(t) \quad (4)$$

and the mean and the standard deviation (std) of HR $r$ can be derived (see Table I). Essentially, the instantaneous indexes of HR and HRV are characterized by the mean $\mu_{HR}$ and std $\sigma_{HR}$, respectively. In the case of inverse Gaussian model, we have [2], [3]

$$\mu_{HR} = \tilde{\mu}^{-1} + \tilde{\theta}^{-1} \quad (5)$$

$$\sigma_{HR} = \left[ \frac{2\tilde{\mu} + \tilde{\theta}}{\tilde{\mu}\tilde{\theta}^2} \right]^{1/2} \quad (6)$$

where $\tilde{\mu} = c^{-1}\mu_{RR}$ and $\tilde{\theta} = c^{-1}\theta$.

C. Bivariate Probabilistic Model for RSA Assessment

In the probability models considered thus far, we have only used the R-R interval time series to estimate the instantaneous mean $\mu_{HR}$. Physiology suggests that HR is influenced by other physiological covariates, such as changes in lung volume due to respiratory activity [4], [5]. This fact further motivates us to incorporate RP as a covariate into the model. Specifically, for the inverse Gaussian model, we may replace the instantaneous mean in (1) by

$$\mu_t \equiv \mu_{HR}(t) = a_0 + \sum_{i=1}^p a_i RR_{t-i} + \sum_{j=1}^q b_j RP_{t-j} \quad (7)$$

where $RP_{t-j}$ denotes the previous $j$th RP measurement before time $t$. Now, the instantaneous mean $\mu_{HR}$ is described by a bivariate AR-type model. It should also be noted that the extended bivariate model shall not be limited to the inverse Gaussian distribution; it is also straightforward to extend it to the Gaussian or lognormal distribution, depending on whichever is more desirable.

Note that, in general, the measurements of RR (beat per cycle) and RP have different sampling frequencies. In practice, our framework allows for two ways to tackle this issue. The first approach is to resample the RP measurements to synchronize with the heart beat and obtain the RP values at the beat time; the second one is to treat them as separate measurements (with different sampling rates) and conduct frequency analysis with extra caution. The second approach could be useful to avoid aliasing effects in the case of low Nyquist frequency in the presence of long heart beats.

In terms of frequency analysis, the RSA effect is reflected by the fact that the R-R interval has a spectral component modulated by the respiratory variable [27]. With a linear system assumption, RSA can be estimated with transfer function or frequency response analysis using standard signal processing tools [5], [27].

Given the parametric AR model (7), we can evaluate the frequency response for the R-R interval itself

$$H_1(\omega) = \frac{1}{1 - \sum_{i=1}^p a_i(k)z^{-i}} \bigg|_{z=e^{j2\pi f_s}} \quad (8)$$

as well as the frequency response for the RSA

$$H_{12}(\omega) = \frac{\sum_{j=1}^q b_j(k)z^{-j}}{1 - \sum_{i=1}^p a_i(k)z^{-i}} \bigg|_{z=e^{j2\pi f_s}} \quad (9)$$

where $f_s$ is the beat rate of the RR and RP are sampled at the same frequency as the beat.1 With the estimated time-varying AR coefficients $\{a_i(k)\}$ and $\{b_j(k)\}$ at time $t = k\Delta$, we may evaluate the dynamic power spectrum (parametric autospectrum) or the gain (amplitude) in the frequency domain [7]

$$P_{RR}(\omega, t) = \sigma_{RR}(t) H_1(\omega, t) \quad (10)$$

$$\text{RSA}_{\text{gain}}(\omega, t) = \left| H_{12}(\omega, t) \right| \quad (11)$$

Since two major rhythms in cardiovascular variability analysis are the one occurring at the frequency of the Mayer waves (LF, 0.04–0.15 Hz) and the one triggered by RP (HF, 0.15–0.5 Hz, ±0.04 Hz around the respiratory rate) [1], we can compute the power or the gain across these frequencies over time for both (10) and (11).

Hence, from (10) and (11), we can estimate the relevant (instantaneous and mean) statistics, such as the LF power, the HF power, and the RSA gain in HF. We may also compute the dynamic LF/HF power ratio. A small (or large) LF/HF ratio indicates relatively predominant vagal (or sympathetic) control [1].

D. Adaptive Point Process Filtering

In practice, we can bin a continuous-time point process with a certain bin size $\Delta$. The bin size has to be small enough to not only contain one event at most inside each bin, but also to characterize

1Here, we assume that RR and RP measurements have the same sampling rate in (7). In practice, the RP time series typically has a higher sampling rate, but it can always be resampled and interpolated to obtain data points at the time of heart beats.
the dynamics at the timescale of interest. It is known from point process theory [2], [3], [14] that the conditional intensity function (CIF) $\lambda(t)$ is related to the interevent probability $p(t)$ with a one-to-one relationship

$$\lambda(t) = \frac{p(t)}{1 - \int_0^t p(\tau)\,d\tau}. \tag{12}$$

The estimated CIF can be used to evaluate the goodness-of-fit of the probability model for the heart beat dynamics. The quantity $\lambda(t)\Delta$ approximately yields the probability of observing a beat during the $[t, t + \Delta]$ interval.

Let $\xi$ denote a vector that contains all of unknown parameters in any parametric probability model (in the case of inverse Gaussian model, $\xi = \{a_i\}_{i=0}^q, \{b_j\}_{j=1}^q, \theta)^T$), we can recursively estimate them via adaptive point process filtering [3]

$$\xi_{k|k-1} = \xi_{k-1|k-1} + P_{k|k-1} \nabla \log \lambda_k [n_k - \lambda_k \Delta] \tag{13}$$

$$P_{k|k} = \left[ P_{k|k-1} + \nabla \lambda_k \nabla \lambda_k^T \frac{\Delta}{\lambda_k^2} - \nabla^2 \log \lambda_k [n_k - \lambda_k \Delta] \right]^{-1} \tag{15}$$

where $P$ and $W$ denote the parameter and noise covariance matrices, respectively; $\Delta = 0.005$ s denotes the time bin size; and $\nabla \lambda_k = \partial \lambda_k / \partial \xi_k$ and $\nabla^2 \lambda_k = \partial^2 \lambda_k / \partial \xi_k \partial \xi_k$ denotes the first- and second-order partial derivatives of the CIF with respect to $\xi$ at time $t = k\Delta$, respectively. The indicator variable $n_k = 1$ if a heart beat occurs in time $(k - 1)\Delta, k\Delta$ and 0 otherwise.

Remark: To avoid numerical problems that might occur in the matrix inverse and to increase the numerical stability, one can replace the original posterior covariance update (16) with a Fisher’s scoring step [30]

$$P_{k|k} = \left[ P_{k|k-1} + \nabla \lambda_k \nabla \lambda_k^T \frac{\Delta}{\lambda_k^2} \right]^{-1}. \tag{17}$$

In addition, if the prediction covariance is badly conditioned, the prediction covariance is retained as the posterior covariance.

E. Goodness-of-Fit Tests

Model goodness-of-fit is assessed based upon the time-rescaling theorem [14]. Given a point process specified by $J$ discrete events: $0 < u_1 < \cdots < u_J < T$ define the random variables $z_j = \int_{u_{j-1}}^{u_j} \lambda(\tau)\,d\tau$ for $j = 1, 2, \ldots, J - 1$. Then, the random variables $z_j, s$ are independent, unit-mean exponentially distributed. By introducing the variable of transformation $v_j = 1 - \exp(-z_j)$, $v_j, s$ are independent, uniformly distributed within the region $[0, 1]$. Let $g_j = \Phi^{-1}(v_j)$ (where $\Phi(\cdot)$ denotes the cumulative density function (cdf) of the standard Gaussian distribution), then $g_j, s$ will be independent standard Gaussian random variables. The KS test is used to compare the cdf of $v_j$ against that of the random variables uniformly distributed in $[0, 1]$. The KS statistic is the maximum deviation of the empirical cdf from the uniform cdf. To compute it, the $v_j, s$ are sorted from the smallest to the largest value, and plotted against values of the cdf from the uniform density defined as $(j - 0.5)/J$. Ideally, if the model is correct, the points should lie on the 45° line, and the 95% confidence interval lines are $y = x \pm (1.36/(J - 1)^{1/2})$. The KS distance, defined as the maximum distance between the KS plot and the 45° line, is used to measure lack-of-fit between the model and the data.

In addition, we also compute the autocorrelation function of the $g_j$: $ACF(m) = (1/J - m) \sum_{j=1}^{J-m} g_j g_{j+m}$. If the $g_j$ are independent, they are also uncorrelated; hence, $ACF(m) = 0$ for all values of $m$.

III. RESULTS

In this section, we conduct a probabilistic analysis of heart beat data with the stochastic point process paradigm. The major advantage of casting the heart beat interval within the point process framework is to allow for the possibility to model and evaluate the instantaneous statistics of HR, HRV, and RSA, at arbitrary finite-time resolution.

We start by validating the model with synthetic data, and illustrating a comparison with estimates from a window-based algorithm to highlight the fast-tracking ability of the point process filter. After describing experimental protocol and model initialization, we confirm the better performance of the inverse Gaussian model with RP as covariate as the model with overall best fit. We then focus on instantaneous RSA estimation from the real data, and illustrate several examples where the point process filter estimates novel dynamic signatures of RSA. Finally, we further validate our indexes by presenting a concise group study reporting significant differences of RSA with age and changes in posture or drug.

A. Simulated RSA Study With Synthetic Data

To illustrate and validate our proposed algorithm in estimating the RSA, we first conduct a simulation study with synthetic data. Here, the RR and RP time series are generated by a closed-loop bivariate AR (8) model [5]. All RP measurements are assumed to be synchronized at the time of heart beats. The simulated time series last about 23 min.

The instantaneous R-R interval is comodulated by its own history as well as the RP series

$$RR_k = a_0 + \sum_{i=1}^{8} a_i RR_{k-i} + \sum_{j=1}^{8} b_j RP_{k-j} + e_k \tag{18}$$

where $e_k$ denotes a Gaussian random noise component with zero mean and std 20. The synthetic RR and RP time series were generated in a way that the RR has one LF at 0.1 Hz and one HF at 0.2 Hz (they are both fixed along time). The RSA gain achieves the maximum gain 1 around 0.2 Hz for the first 10 min, and then increases by a factor of 2 in the remaining time. Spectral analysis also confirmed that these two time series have the maximum coherence at 0.2 Hz.

We used the inverse Gaussian distribution as the probability model for the heart beat interval, with its instantaneous mean modeled by (7). The initial bivariate AR coefficients are
estimated from the first 100 s of the R-R and RP measurements. The noise covariance matrix $W$ in (14) was set as $W = \text{diag}\{3 \times 10^{-3}, 1 \times 10^{-7}, \ldots, 1 \times 10^{-6}, \ldots, 1 \times 10^{-2}\}$. Fig. 1 shows the estimated time courses of several statistical indexes from one simulated heart beat data.

As exemplary comparison, we implemented a recursive least-squares (RLS) filter [21] using a moving window-based method (based on RR and RP time series) to estimate the time-varying bivariate AR coefficients. The forgetting factor of the RLS filter was chosen to be 0.98 in order to well balance the bias-variance tradeoff [12]. Specifically, we conducted 40 Monte Carlo experiments for both adaptive point process and RLS filters, and compared their averaged RSA estimates (see the top panel of Fig. 2). Table II summarizes the comparison of Monte Carlo mean and std statistics of these indexes in the first and second half of the data. The mean values of the point process algorithm seem to be more accurate, with an averaged variance that is higher by a factor of 3. The lower variance values for the RLS are mainly attributable to the windowing effect. A careful examination of the estimates reveals that the adaptive point process filter has a faster tracking performance (to approach the true RSA gain value, i.e., from 1 to 2 ms/L in our simulation example) than the RLS filter (see the bottom panel of Fig. 2). Our algorithm reaches the 95% lower threshold toward the expected value at 615 s (15 s after the abrupt change in gain), whereas the RLS estimate reaches the same threshold only at 720 s (120 s after the change). This is not very surprising, since the RLS filter uses an intrinsic exponential moving window-based method and updates values only at the beats, in a much greater timescale than the point process filter [6]. These characteristics also yield to a lack of dynamics across time and a slow tracking performance to reach the steady state of the RSA gain. Of note, if we pass a smoothing window on our estimates, we could get similar trends as in the RLS case, where such window is implicitly included in the estimation process. In other words, RLS may be considered a window-smoothed, unevenly sampled version of the point process filter.

In summary, in light of many experimental observations (including additional simulations not reported here), it appears that not only the point process filter produces a better characterization in the instantaneous estimates of HR and HRV indexes (see [3]), but its bivariate extension can simultaneously provide an accurate estimate of the RSA gain (see Monte Carlo comparison). More importantly, we have illustrated how the adaptive point process filter is capable of tracking sharp dramatic changes in RSA gain. As a further validation for the model fit, the KS plot and the autocorrelation plot were generated and shown in Fig. 3. As seen from the figure, the KS fit is within the 95% confidence interval, indicating that the model used here is quite satisfactory; in the autocorrelation plot, nearly all of points are also located inside the 95% confidence bounds.

### B. Experimental Protocol: Autonomic Blockade

Parasympathetic tone usually dominates in healthy, resting individuals. When a resting subject is given atropine (ATR, a muscarinic receptor antagonist that blocks parasympathetic
effects), HR usually increases substantially. In contrast, if the subject is given propranolol (PROP, a receptor antagonist that blocks sympathetic effects), HR usually decreases only slightly. If both sympathetic and parasympathetic effects are blocked, HR is called the intrinsic HR [9].

The experimental data considered in our study were previously presented in [31]–[33]. A schematic diagram is shown in Fig. 4 to describe different stages of the protocol. In each epoch, 5 min segments of continuous ECG and lung volume were recorded. In the drug administered state, either ATR (0.04 mg/kg intravenous (iv) over 5 min, parasympathetic blockade) or PROP (0.2 mg/kg iv over 5 min, sympathetic blockade) was delivered to the subject. In the double blockade (DB), the inputs from both sympathetic and parasympathetic branches of the autonomic nervous system were suppressed. Subjects were randomized to first receive either ATR or PROP, and then the alternate drug; after 10 min, all measurements were repeated. All segments were recorded in a steady-state condition (or as stationary as possible). R-wave spike trains were detected from 360 Hz ECG recordings. The lung volume changes associated with RP. After verifying the Nyquist frequency condition for the R-R intervals, the long volume recordings, it was found that the inclusion of the RP covariate improves the KS fit (second last column, Table III) in all univariate AR cases, the order \( p = q = 8 \) was chosen from \( \{2, 4, 6, 8, 10\} \). In bivariate AR analyses, the order \( p = q = 8 \) was used. The initial AR coefficients are estimated by solving the Yule–Walker equation using about 60–80 s of the initial recordings [4].

C. Model and Parameter Initialization

The order of the AR model was determined based on the Akaike information criterion (AIC) (by prefitting a subset of the data) as well as the KS distance in the post hoc analysis. In all univariate AR cases, the order \( p = 8 \) was chosen from \( \{2, 4, 6, 8, 10\} \). In bivariate AR analyses, the order \( p = q = 8 \) was used. The initial AR coefficients are estimated by solving the Yule–Walker equation using about 60–80 s of the initial recordings [4].

D. Model Comparison

In order to choose a reasonable subset of parametric models, we performed a preliminary histogram analysis and probability fit for the recorded R-R interval time series (see Fig. 6 result for the representative subject in Fig. 5). We, consequently, selected four characteristic probability structures: gamma, Gaussian, lognormal, and inverse Gaussian.

The comparative results of the four probability models considered for the heart beat data are presented in Table III. The inverse Gaussian model achieves the overall best fit in terms of smaller KS distance, especially during the control and PROP epochs, in both supine and upright positions. The lognormal model achieves better performance during the DB epochs. The gamma model has the worst performance among the four probability models tested here. All models perform rather unsatisfactorily during the ATR epochs. When the bivariate (inverse Gaussian) model was further applied to the heart beat time series together with the lung volume recordings, it was found that the inclusion of the RP covariate improves the KS fit (second last column, Table III) in...
Fig. 5. Snapshot of R-R intervals (in milliseconds) and lung volume RP measures (RP, calibrated and zero mean) under six different conditions (subject 20). Top six panels: supine posture. Bottom six panels: upright posture. Note that all RR (as well as all RP) plots are visualized within the same scales.

Fig. 6. Histogram analysis and probability fit for the control and DB conditions in supine position (subject 20; see Fig. 2). In the probability fit plots, if the data fit the tested probability distribution, the data points will match the straight dashed line.

the majority of the subjects under all three pharmacological conditions (ATR, PROP, and DB). Fig. 7 illustrates a comparative example using (2) and (7) in the “upright + PROP” condition.

In a few subjects that were examined, it was found that the inclusion of RP measurements does not improve the KS fit. This might be due to the fact that the R-R intervals history itself might be already sufficient to characterize the instantaneous mean statistic for the inverse Gaussian probability distribution (especially in the control cases), and adding covariates makes the online adaptation more challenging.

As seen in our experiments, the bivariate model has the best performance in control and PROP conditions, followed by the DB condition, and has the worst fit in the ATR condition. Specifically, for the goodness-of-fit in the control condition, about 85% of the time-rescaled points were inside the 95% confidence interval of the KS plot, which implies that roughly 85% of the beats
TABLE III

<table>
<thead>
<tr>
<th>condition</th>
<th>gamma</th>
<th>Gaussian</th>
<th>lognormal</th>
<th>invGauss</th>
<th>invGauss(+RP)</th>
<th>% points within 95% conf. bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>supine, control</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>11/15</td>
<td>86.6%</td>
</tr>
<tr>
<td>supine, ATR</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4/7</td>
<td>52.2%</td>
</tr>
<tr>
<td>supine, PROP</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>5/8</td>
<td>95.7%</td>
</tr>
<tr>
<td>supine, DB</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>9/15</td>
<td>84.6%</td>
</tr>
<tr>
<td>upright, control</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>10</td>
<td>12/15</td>
<td>84.6%</td>
</tr>
<tr>
<td>upright, ATR</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3/7</td>
<td>45.7%</td>
</tr>
<tr>
<td>upright, PROP</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>7/8</td>
<td>93.0%</td>
</tr>
<tr>
<td>upright, DB</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>7/15</td>
<td>64.5%</td>
</tr>
</tbody>
</table>

The number indicates the total number of epochs that specific model achieves the lowest KS distance or the best goodness-of-fit among all epochs of 15 tested subjects. The second last column shows the improvement ratio (defined as the number of improved KS fits among the total number of epochs being tested in a specific condition) of the bivariate inverse gaussian (INV Gauss) model with RP, as compared with the univariate inverse gaussian model. The last column shows the percentage of points that fall within the 95% confidence bounds among all of fits with the bivariate INV Gauss model.

are correctly predicted by the model (last column of Table III). It is also important to pinpoint that if the same criterion were to be applied to any other window-based model, there would not be a single case where it will be satisfied. More specifically, the KS curves would fall far away from the 45° diagonal, with consequent significantly greater KS distance values (see [2]).

E. Instantaneous RSA Analysis

Our point process bivariate framework allowed for estimation of instantaneous measures of RSA. For the protocol analysis, an updating delta interval of 5 ms was chosen. Fig. 8 shows data and results from subject 25 for three epochs: control supine (CS), control upright (CU), and PROP supine (PS). In addition to the expected mean RSA decrease with change in posture, there is an expected mean RSA increase with PROP administration (when compared to the respective control epoch). The new estimates show novel interesting dynamics. In particular, note the sharp increases in RSA around 160, 190, and 230 s in CS, the marked oscillatory trend in CU, and the sharp decreases (around 105, 160, 185, and 230 s) from a saturated maximum RSA level at 440 ms/L in PS. All these dynamic signatures could not have possibly been inferred by looking at the RR and RP time series, or by applying stationary or window-based analyses. These observations point at our estimates as effective instantaneous measures for a unique novel characterization of vagal modulation at small timescale levels.

Figs. 9 and 10 plot the instantaneous RSA mean gain (HF: 0.15–0.5 Hz) for all recordings from an old subject from the ATR group and a young subject from the PROP group, respectively. Since the plots are scaled to evidence the dynamics, mean values are reported in the figure to allow for a more direct comparison among epochs. The first observation is that whenever ATR is administered, together with the sharp mean RSA decrease due to the absence of parasympathetic modulation, the RSA dynamics almost disappear to the point that quantization effects due to the bin resolution become evident. On the other hand, interesting trends can also be observed in these two subjects in the presence of parasympathetic modulation. In particular, we observe the saturation effects in CU for the ATR subject and in PROP-upright for the PROP subject. Note also the faster oscillations in the CS epoch for the young subject (Fig. 10). Again, these trends could not be observed with stationary or window-based analysis.

F. Statistical Analysis in Group Study

Upon computing the RSA gain statistics (Table IV), we investigate if there is any statistical difference between posture/pharmacological/age conditions, despite the fact that only a limited number of subjects are available in the present study. Specifically, we applied a nonparametric Mann–Whitney test (also known as the rank sum test) to compare two independent samples. In the case of multiple comparison, we also adjusted the p-value according to the Bonferroni correction. We found that within the young age group, the supine versus upright posture effect (p < 0.01) as well as the control versus DB drug effect (p < 0.01) both show statistical significance. These two effects fail to reach significance within the old age group, possibly due to high intersubject variability. In the comparison between two age groups in the CS condition, we also found a statistically significant difference (p < 0.01). Our observations are consistent with previous findings pointing at a weaker autonomic control with increasing age [31], [32].

IV. DISCUSSION AND CONCLUSION

We have presented an extended point process paradigm for human heart beat intervals with RP as a covariate to assess autonomic control as quantified by RSA. Our method is validated by Monte Carlo simulations using synthetic data, and the new fast-tracking instantaneous RSA assessment is illustrated as applied to the experimental autonomic blockade recordings. These examples reveal novel interesting dynamic trends reflective of the
nonstationary nature of cardiovascular control, whereas simple summary statistics confirm established findings related to RSA measures across different posture/pharmacological/age conditions. Several points described next are worth further discussion.

A. Choice of Probability Model

In modeling the heart beat interval during the control epochs, the inverse Gaussian model achieves the best performance, which is in agreement with our earlier claims [2], [3]. The Gaussian model achieves a similar performance since, when the
Fig. 10. Estimated instantaneous RSA gain (unit: milliseconds per liter) in the HF (0.15–0.5 Hz) range (subject 20 from the young/PROP group). The number in each subplot indicates the mean value of the RSA gain averaged over the entire recording (which is computed using the unnormalized RP measure), all RSA units are in milliseconds per liter. In this case, the following mean RSA gain relationship holds: supine > upright, control > DB, and PROP > DB.

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN AND STD OF RSA GAIN (UNIT: MILLISECONDS PER LITER) ACROSS SUBJECTS IN DIFFERENT CONDITIONS</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>supine</td>
</tr>
<tr>
<td>upright</td>
</tr>
<tr>
<td>posture/pharmacological/age condition group comparison</td>
</tr>
<tr>
<td>control, supine vs. upright (young)</td>
</tr>
<tr>
<td>control, supine vs. upright (old)</td>
</tr>
<tr>
<td>supine, control vs. DB (young)</td>
</tr>
<tr>
<td>supine, control vs. DB (old)</td>
</tr>
<tr>
<td>supine, control, young vs. old</td>
</tr>
</tbody>
</table>

random variable’s mean is much greater than its variance, the inverse Gaussian can be well approximated by a Gaussian shape. In modeling the pharmacological autonomic blockade, the inverse Gaussian model is more suited for PROP than ATR—this suggests that the markedly reduced “sympathetic-driven” variability requires more effort for modeling in the absence of parasympathetic modulation. The lognormal model is better fitted for the DB—this is partly due to the fact that during DB, the lognormal model is more robust in characterizing the significant drop in HRV. With inclusion of the RP covariate into the model, we not only achieve a more accurate physiological model of cardiovascular control (as reflected by a better goodness-of-fit), but we are also able to explicitly monitor the respiratory effects and evaluate the instantaneous RSA gain. In this particular autonomic blockade protocol, the reduced KS fit in the ATR epochs (for most subjects studied in the protocol) still leaves us with challenges in choosing appropriate probability models for the heart beat interval.

In fitting experimental data, a perfect KS fit was not always expected, partially because the complex organization of cardiovascular control calls for consideration of several other physiological measurements, such as arterial blood pressure, central venous pressure, and vascular resistance. The higher lack-of-fit observed in the absence of vagal modulation was also expected, given the markedly reduced variability in these cases. It is important to again stress that the fits for any of our models achieved a far better result when compared to any window-based methods [2]. The possibility of a paradigm that allows for a flexible and adaptive choice of the heart beat interval model will be the subject of future study (e.g., [23]).

B. RSA and Model Identifiability in Adaptive Estimation

The RSA gain is a useful index of vagal control that often correlates with R-R interval modulation. This has been confirmed by our experiments in both simulated and real data. In the latter case, the RSA values expectedly decrease in the upright position as compared to supine, and they show significant lower values in DB when vagal activity is absent among healthy young individuals.

The computation of the instantaneous RSA gain depends only on the AR coefficients \(\{a_i\}\) and \(\{b_j\}\), which are estimated by
the adaptive point process filter. Note that the adaptive point process filter also adapts the variance (or shape) parameter of the probability model at every step; consequently, it changes the model in both mean $\mu_{HR}$ and variance (or shape) parameters to fit the data. Since the change rates (within every time bin $\Delta$) of the parameters in vector $\xi$ are determined by their respective random-walk noise variance components (i.e., the diagonal components in matrix $W$), we might not be able to recover the exact model parameters in $\xi$ in an online manner. Furthermore, even for the bivariate AR model (7) alone (for simplicity assuming the shape parameter of the inverse Gaussian model is fixed), the values of $\{a_i\}$ and $\{b_j\}$ are initialized by a batch least-squares method; however, the model ambiguity problem arises in all adaptive (or online) methods—in other words, there exist many solutions for $\{a_i\}$ and $\{b_j\}$ that can produce an identical mean value $\mu_i$ in (7). For the reasons mentioned before, we cannot exclude the possibility of producing a bias in estimating the instantaneous RSA gain in real data.

C. Model Extension

It is noted that thus far the model of $\mu_{HR}$, transfer function, and frequency response analysis are all limited by the assumption of a linear system. It is certainly our interest to investigate the nonlinear coupling and nonlinear modulation effects among the cardiovascular/cardiorespiratory systems. Some preliminary work along this direction has been conducted [16]. In the meanwhile, our proposed point process framework is general, and similar methodology can be applied to investigate the interaction between heart beat intervals and other cardiovascular covariates, such as the systolic blood pressure [17], for the purpose of studying other cardiovascular functions of interest.

D. Conclusion

To conclude the paper, the probabilistic point process framework is powerful in estimating instantaneous heart beat dynamics involved in autonomic control. In line with the most conventional guidelines [1], [10], our paradigm resolves the old conflict between heart period and HR, obviates the need of interpolation with consequent possible aliasing problems, allows for instantaneous measures at virtually any time resolution, and overcomes nonstationarity issues associated with window-based estimation approaches. More importantly, the point process models can be rigorously validated by goodness-of-fit test. Furthermore, our experimental results confirm earlier established findings regarding important physiological mechanisms involved in cardiovascular control, such as RSA, and they also reveal interesting dynamic trends across different posture/pharmacological/age conditions [27], [31], [33]. Our point process framework approach provides a novel assessment of RSA that we will further validate in a broader range of experimental contexts, and will use to help answer important remaining questions involving RSA quantification and the role of respiratory activity in cardiovascular control physiology. The dynamic statistical indexes (such as HR, HRV, and RSA gain) computed from our point process framework provide the basis for potential real-time indicators for ambulatory monitoring and instantaneous assessment of autonomic control in clinical practice.
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