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ABSTRACT

Westerly wind bursts (WWBs), a significant player in ENSO dynamics, are modeled using an observationally motivated statistical approach that relates the characteristics of WWBs to the large-scale sea surface temperature. Although the WWB wind stress at a given location may be a nonlinear function of SST, the characteristics of WWBs are well described as a linear function of SST. Over 50% of the interannual variance in the WWB likelihood, zonal location, duration, and fetch is explained by changes in SST. The model captures what is seen in a 17-yr record of satellite-derived winds: the eastward migration and increased occurrence of wind bursts as the western Pacific warm pool extends. The WWB model shows significant skill in predicting the interannual variability of the characteristics of WWBs, while the prediction skill of the WWB seasonal cycle is limited by the record length of available data. The novel formulation of the WWB model can be implemented in a stochastic or deterministic mode, where the deterministic mode predicts the ensemble-mean WWB characteristics. Therefore, the WWB model is especially appropriate for ensemble prediction experiments with existing ENSO models that are not capable of simulating realistic WWBs on their own. Should only the slowly varying component of WWBs be important for ENSO prediction, this WWB model allows a shortcut to directly compute the slowly varying ensemble-mean wind field without performing many realizations.

1. Introduction

Westerly wind bursts (WWBs) have occurred in the tropical Pacific during the onset and development of every major El Niño event of the last 25 years (Kerr 1999; McPhaden 2004). Recent observational evidence shows that the timing and characteristics of these seemingly random wind bursts are, in fact, modulated by the large-scale SST and, in particular, by the phase of ENSO (Yu et al. 2003; Batstone and Hendon 2005; Tziperman and Yu 2007, hereafter TY). Recent modeling studies have suggested that the proper simulation of the feedback between sea surface temperature and WWBs significantly affects the characteristics and dynamical regime of the ENSO system (Eisenman et al. 2005; Perez et al. 2005; Gebbie et al. 2007; Jin et al. 2007). For example, the amplitude of the simulated ENSO in intermediate complexity models (Eisenman et al. 2005) and hybrid coupled general circulation models (Gebbie et al. 2007) is twice as large with SST-modulated WWBs than with WWBs that are a white-noise process.

Given the critical role of modulated WWBs in ENSO dynamics, their proper representation in models is important for ENSO prediction. At present, some ENSO prediction models represent WWBs as a white-noise external forcing, excluding the modulating influence of the ocean (see the reviews by Mason and Mimmack 2002; Fedorov et al. 2003). Some atmospheric general circulation models forced with the observed SST are capable of producing wind bursts (e.g., Vecchi et al. 2006), but the situation is worse for coupled GCMs. Fully coupled models still contain major biases in their mean state (Wittenberg et al. 2006), and thus the characteristics of wind bursts are likely to be similarly biased. ENSO prediction models that use a linear statistical
atmosphere also misrepresented WWBs because less than half of the WWB wind stress can be explained by a linear relationship with SST (Gebbie et al. 2007). The other half of the wind residuals was shown by Wittenberg (2002) to fail a white noise test. Furthermore, the results of Batstone and Hendon (2005) suggest that these residuals are also correlated with SST.

To what degree are wind bursts a deterministic function of the sea surface temperature field? Because WWBs are associated with many different processes, including extratropical cold surges, tropical cyclones, and the Madden–Julian oscillation, it is sometimes assumed that they are essentially part of the “weather noise,” with the implied rapid loss of predictability. Previous works (e.g., Yu et al. 2003; Batstone and Hendon 2005) have shown, however, that, while the timing of individual bursts is certainly difficult to predict, the statistics of wind bursts may be more predictable. Specifically, the modulations of WWBs by the SST seems to induce the bursts to occur when the warm pool is extended, while their stochasticity may result in a relatively small range of uncertainty of their precise time of occurrence (possibly a few weeks). One may hope, therefore, that the longer-term ocean memory should make it possible to predict an ensemble of WWB realizations based on their modulation by the SST and that this may result in improved ENSO prediction skill.

The relationship between wind bursts and SST has been previously analyzed by using ocean composites over multiple WWBs (Harrison and Vecchi 1997) and by correlation studies (Batstone and Hendon 2005; TY). In particular, TY found that, if instead of correlating the WWB wind stress field with SST one correlates the WWB characteristics including their amplitude, width, duration, location, and probability of occurrence, then more of the WWB variability can be linked to SST. A correlation, of course, does not imply causality between two events, and the correlations of TY cannot serve as a prognostic model for WWBs given SST. The goal of this paper is to build on these observed correlations and to present a quantitative, observationally based approach for predicting WWBs and representing them in ENSO models in a way that accounts for the WWB modulation by the SST. This goal differs from TY in that causality must be taken into account, as we wish to find the WWB response to a given SST field. For this reason, this study uses statistical tools to determine the robustness and significance of the postulated cause–effect relationship, something that has not been attempted before.

The WWB model developed here is used to demonstrate that there is a strong deterministic component in WWBs and a strong connection between the western Pacific warm pool extent and WWB characteristics. This approach may be considered an extension of statistical atmospheric models to include WWBs. The relevance of the resulting WWB model to the modeling and predictability of the tropical Pacific interannual variability is discussed. Many studies (e.g., Chang et al. 1995) model the atmospheric response as a combination of deterministic and white noise processes. However, these approaches are not meant to explicitly represent WWBs as a state-dependent noise process as attempted here. In addition to the relevance to ENSO prediction, our WWB model may be viewed as an efficient way to represent the observational evidence of SST modulation on WWBs. It may then be used to evaluate the ability of complicated coupled models to reproduce the same behavior. We note that the implications of the WWB prediction model to ENSO prediction were examined by Gebbie and Tziperman (2008), using a hybrid coupled model, with encouraging, even if tentative, results.

To achieve our stated goal, we first introduce the WWB dataset and analyze the statistics of occurrence times of WWBs to determine whether one can reject the hypothesis that WWBs are a random system where the probability of WWB occurrence is constant in time (section 2). The observationally based empirical WWB model is presented in section 3. The WWB model predicts the WWB characteristics from the SST, and leads to new insights regarding the interannual variability of WWBs (section 4) and the seasonal cycle (section 5). We conclude in section 6.

2. Statistics of observed WWB timing

To identify WWBs, TY used a 1° gridded surface wind analysis with 6-h time resolution based on an analysis combining the European Centre for Medium-Range Weather Forecasts 10-m surface wind analyses, Special Sensor Microwave Imager (SSM/I) wind speeds, and ship buoy winds. A westerly wind burst was defined as any zonal wind anomaly greater than 5 m s$^{-1}$ with a duration between 2 and 40 days and with a longitudinal extent greater than 500 km. The anomaly is defined relative to the seasonal climatology of the trade winds, which are as strong as 4 m s$^{-1}$, and thus a WWB signifies a reversal of the total wind direction. This definition is necessarily arbitrary, as are all previous WWB definitions. It is important, however, that this definition does not preclude that WWBs have some low-frequency interannual power, in addition to the high frequency (2–40 days) power inherent in the length of an individual event. The existence of interannual power is thought to be critical to the ENSO response to WWBs (Roulston and Neelin 2000; Eisenman et al. 2005; Gebbie et al. 2007).
Previous studies (Luther et al. 1983; Fasullo and Webster 2000; Yu et al. 2003; Eisenman et al. 2005) have suggested that the zonal wind speed of a westerly wind burst can be approximately represented by a Gaussian in space and time. We use this idealization, yet note that this assumption is far from being perfect and has not been justified by a sufficiently rigorous analysis of observed WWBs. In particular, we model a WWB as

\[ u_{\text{wwb}}(x, y, t) = A \exp \left( \frac{(t - T_o)^2}{T^2} - \frac{(x - x_o)^2}{L_x^2} - \frac{(y - y_o)^2}{L_y^2} \right), \]

where \( x_o \) and \( y_o \) are the central longitude and latitude of the wind event, \( T_o \) is the time of peak wind, \( A \) is the peak wind speed, \( T \) is a measure of event duration, and \( L_x \) and \( L_y \) are the spatial scales. Using the TY catalog of WWB events from the SSM/I satellite-derived winds for 1988–2004, the number of events identified is \( N_{\text{wwb}} = 127 \), at an average of 7.5 WWBs per year.

Of particular importance is whether the temporal distribution of WWBs is consistent with a Bernoulli process, a discrete-time stochastic process that has two possible outcomes: failure or success. Success, as we define it, indicates that a WWB is triggered. We therefore first consider the null hypothesis that a WWB event is equally likely at every time, \( P(t) = P_o \), where \( P_o \) is the probability of a WWB occurring on any given day (day\(^{-1}\)). If the occurrence times of individual WWB events are independent of each other, the expected distribution of \( N_{\text{wwb}} \) over an interval of \( N \) days follows a binomial distribution with a mean \( \langle N_{\text{wwb}} \rangle = NP_o \) and a variance of \( \langle N_{\text{wwb}}^2 \rangle = NP_o(1 - P_o) \). The observation of 127 WWBs over 17 yr (i.e., \( N_{\text{wwb}} = 127 \)) allows us to determine a plausible value of \( P_o \), namely, 1/(58.8 days) < \( P_o < 1/(40.8 \text{ days}) \) with 95% confidence. The most likely value of \( P_o \) is simply the number of WWBs divided by the number of days, \( P_o = N_{\text{wwb}}/N = 1/(48.9 \text{ days}) \), shown as a straight line in Fig. 1. There are prolonged periods, such as 1988–90, with relatively few WWBs, and other periods, such as 2002–05, with more frequent WWBs. The long periods without WWBs call into question whether a constant \( P_o \) explains the data.

To judge more quantitatively whether the observed distribution could possibly be from the expected binomial distribution, we analyze the separation times between WWBs. Here, \( T_s(n) \) is defined as the elapsed time between WWB number “\( n \)” and “\( n + 1 \)” (days). The expected distribution of \( T_s \) between any two WWBs is denoted \( \Phi_{T_s}(N) \) and is given by

\[ \Phi_{T_s}(N) = (1 - P_o)^{N-1} P_o, \]

where \( N \) is an integer number of days. The observed distribution of \( T_s \) is taken by differencing the \( T_s \) values in the WWB catalog. A higher than expected number of WWBs occur within 15 to 50 days of each other (Fig. 2). Furthermore, there are gaps of 400 and 600 days without any WWBs at all, such as the period from January 1998 to May 2001. Based on the Kolmogorov–Smirnov test, a nonparametric statistical tool that does not rely on any assumption of Gaussian statistics, the null hypothesis is rejected at the 5% insignificance level with a \( P \) value of 0.02. The observed WWB distribution is therefore unlikely to be from a stochastic process in which the probability of occurrence is constant in time.

If \( P \) is defined instead as a continuous function of time, rather than a daily value, a Poisson distribution would describe the timing of WWBs. Given the large number of days in the 17 years of data, there is no appreciable difference between the binomial distribution and Poisson distribution. To confirm this, we repeated the null hypothesis test with an assumed Poisson distribution with \( P = P_o \) and found the same results: that the null hypothesis can be rejected.

The observed histogram can possibly be explained by the likelihood of a WWB changing in time; that is, \( P = P(t) \). When \( P(t) \) is large, the time between WWBs is shorter. In the case smaller values of \( P(t) \) persist over multiple years, long breaks without WWBs are possible. We hypothesize that low frequency variations in SST modulate \( P(t) \) and explain the distribution of observed WWBs through time (in the nomenclature of statistics, a time-inhomogeneous Bernoulli process). The WWB
model of the next section attempts to make this connection explicit.

3. The empirical WWB model

For a prognostic WWB model, the necessary parameters are slightly different from those in the WWB dataset. Instead of the observed start times of individual WWBs, \( T_o \), we need an estimate of \( P \), the likelihood of the triggering of a WWB. TY defined an observational estimate of the likelihood of a WWB as the number of WWBs in a period of 3 months centered on the time of interest, divided by 3 months.

The WWB model state can therefore be represented by the following vector of characteristics:

\[
\mathbf{r} = [A; x_o; y_o; L_x; L_y; T; P],
\]

(3)

corresponding to the parameters in Eq. (1). Note that the WWB characteristics, apart from the probability of occurrence, are only defined when a WWB occurs. A regression model for the WWB parameters may be developed by creating a list of WWB events with their observed characteristics and the average SST field during the event, as was done in the correlation study of TY. When this is attempted, the model strongly underestimates the variance of WWB parameters. This result is not surprising since it should be necessary to train the model with both the SST fields that lead to WWBs and those that do not, in order to reproduce the full range of behavior in the model. Instead, we proceed with a second method of pairing the WWB and SST data that produces better results. This second method uses an estimate of WWB characteristics and SST for every month during the data record. We use a linear interpolation from the nearest WWBs in time to evaluate the WWB parameters at non-WWB times. The only exception is that the probability parameter is set to zero if no WWBs are observed, rather than being interpolated. When more than one WWB occurred in a month, we take the average WWB characteristics for that month.

The observed WWB dataset for all months may now be written as a \( N_{\text{mon}} \times 7 \) matrix,

\[
\mathbf{R} = [r_1; r_2; \ldots; r_{N_{\text{mon}}}],
\]

(4)

where \( N_{\text{mon}} = 204 \) is the total number of months in 17 years. We wish to predict the WWB parameter anomalies, so the \( \mathbf{R} \) dataset is referenced to an appropriate time average. We explore two approaches to defining the anomalies. In section 4, we reference the anomalies to the seasonally varying climatology and model the interannual WWB variability. In section 5, we reference the anomalies to a mean that is not a function of month and attempt to model both interannual and seasonal variability.

The monthly SST field of the tropical Pacific (25°N–25°S, 120°E–80°W) is arranged in a similar way such that \( \mathbf{S} \) is the SST data matrix that contains \( N_{xy} \) rows and \( N_{\text{mon}} \) columns. The SST dataset has a 2° resolution in longitude and latitude and a total of \( N_{xy} = 1890 \) ocean grid points. Again, the appropriate time-averaged monthly climatology is subtracted from the data. A complete WWB model is described by a set of simultaneous equations of the form

\[
\mathbf{R} = \mathbf{SW} + \mathbf{E},
\]

(5)

where \( \mathbf{W} \) is the desired WWB model matrix relating the WWB characteristics to the SST, and \( \mathbf{E} \) is the misfit. We solve for the matrix \( \mathbf{W} \), which minimizes the sum of squared elements (i.e., the Frobenius norm) of \( \mathbf{E} \mathbf{D}_R^{-1} \mathbf{R} \), where \( \mathbf{D}_R^{-1} \) is a square diagonal matrix with the inverse of the standard deviation of each WWB parameter along the diagonal. Column weighting with \( \mathbf{D}_R \) accounts for the differing units and magnitudes of the WWB parameters. In other words, the model is designed with equal weight given to the variability in each parameter. Such a weighting scheme does not necessarily result in a WWB model that leads to optimal ENSO predictions, and future work would need to test the sensitivity of ENSO prediction using this WWB model to the weighting strategy.

The \( \mathbf{W} \) matrix contains \( N_{xy} \times 7 \) elements, to be calculated from the \( N_{\text{wwb}} \times 7 \) available data points (one seven-element vector for each of the 127 observed WWBs).
Given that $N_{xy} \gg N_{wwb}$, the 17-yr observational record of WWBs is not long enough to robustly estimate $W$ by the above regression of each WWB parameter onto the SST at all geographic locations. Instead, we express the SST as a sum over large-scale modes, to be defined shortly, and regress the WWB parameters only with these large-scale patterns. (Base function might be a more appropriate description than “mode.”)

We explore two alternatives for the SST modes. In the first, the modes are the left singular vectors of the covariance matrix between the SST and the westerly wind burst parameters, $\mathbf{C} = \mathbf{S}^T \mathbf{R}$ (the matrix multiplication is effectively an average over all months in the dataset). These left singular vectors, also called singular value decomposition (SVD) modes, are the modes of SST variability that explain the most covariance with the wind. Another possibility for the reduced SST space is to use the leading EOFs of the SST field. We find that the first two leading EOFs are remarkably similar to the first two singular vectors (Fig. 3). In the calculations below we use the first seven left singular vectors as the reduced space representation for the SST. Given that a few such vectors explain most of the covariance between the SST and WWB parameters, the leading results of the WWB model are not significantly altered using the EOFs instead. Note that the first SST singular vector resembles the El Niño pattern, demonstrating that the characteristics of WWBs covary with the phase of ENSO.

With a set of $N_Q$ large-scale SST modes, the SST field is represented by $N_Q$ nondimensional, time-varying coefficients. These coefficients are stored in a $N_{\text{mon}} \times N_Q$ matrix given by $\mathbf{S}_Q^* = \mathbf{S}_Q \mathbf{D}_Q^{1/2}$, where the rows of matrix $\mathbf{Q}$ are the dimensional SST modes, $\mathbf{Q}$ itself is a mapping from the full SST field to the reduced space of SST mode amplitudes, and $\mathbf{D}_Q^{1/2}$ is a square, diagonal matrix with the inverse of the variance of each expansion coefficient time series along the diagonal. The final equation for the WWB model is now rewritten as

$$\mathbf{R} = \mathbf{S}_Q^* \mathbf{W}_Q + \mathbf{E},$$

where the desired WWB model matrix $\mathbf{W}$ is now replaced by the much smaller matrix $\mathbf{W}_Q$ of size $N_Q \times 7$. Now there are $N_{wwb} \times 7$ data points to constrain $N_Q \times 7$ values, and $N_Q < N_{wwb}$.

This combined regression–singular vectors approach is similar to that used by Harrison et al. (2002) and Wittenberg (2002) to develop their linear statistical atmospheric models. An alternative approach is a purely SVD-based approach (e.g., Syu et al. 1995). Such an SVD-based approach, however, effectively assumes a perfect time correlation between SST and WWB SVD modes, either at zero lag or some other fixed lag. Future
studies may need to look into the possibility of allowing for a nonzero lag between the two. In general, such a scheme does not account for the possible statistical insignificance of a particular SVD mode, and it is unlikely to be the best fit to the observations in a least squares sense (cf. Bretherton et al. 1992).

4. Interannual WWB model

We now form a model for the interannual WWB variability, while prescribing the climatological seasonal cycle of WWBs. This “interannual-only” model is formed by solving (6) after subtracting the seasonally varying climatology from the datasets $R$ and $S$.

a. Modes of variability

The interannual-only WWB model uses the SST singular vectors of the covariance matrix as the basis for all calculations (Fig. 4) by first calculating the projection of the observed SST onto the SST singular vectors (Fig. 5), and then regressing these projections onto the WWB parameters. The first SST mode explains 97% of the covariance between SST and the WWB parameters, and its spatial pattern is directly related to El Niño. The time series of the projection onto the second SST mode leads the first mode with a maximum lagged cross-correlation of $r = 0.6$ at 11 months. SST mode 2 captures the eastward propagation of SST anomalies during recent El Niño events. The third mode calculated here is different from that of TY. This is partially because, as explained above, we use a correlation between WWB parameters and SST that is calculated at all times, not only those times when WWB events occurred. The sensitivity of the structure of the third mode indicates, of course, that this structure is not a robust result of our study even if the third mode is useful for the WWB prediction. We will attempt to interpret the higher SST modes with respect to particular WWB parameters later in this work.

In a regression model, the addition of another SST mode will always lead to a better fit to the observations, but we wish to eliminate modes that are simply fitting noise. To determine the number of significant modes, $N_Q$, we use an iterative statistical procedure. At each step, a single mode is added to the WWB model and the residual between the observed and modeled wind burst
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FIG. 4. The seven SST singular vectors for the covariance matrix of the SST and WWB parameters based upon anomalies from the seasonally varying climatology. Positive values are shaded.
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parameters is calculated. The reduction in the sum of the squared errors is considered significant when a two-tailed F test finds the variance of the residual before and after adding the new mode to be different at the 5% insignificance level (see Wittenberg 2002). The WWB model can be based on a maximum of seven modes, corresponding to the seven westerly wind burst parameters.

Figure 6 displays the variance explained for each WWB parameter as additional modes are added. We find that all modes significantly reduce the error (increasing the explained variance) in at least two wind burst parameters, and we therefore keep all seven modes in our model. The ENSO SST pattern (the first SVD mode) explains over 30% of the variance in four wind burst parameters. The zonal location and likelihood of occurrence are explained best (63% and 58% of their variance, respectively, is explained by seven SVD modes). Not all WWB parameters are explained equally well by SST, however. Meridional extent (33%) and amplitude (7%) are least well explained. These results reflect the considerable high-frequency variance that cannot be explained by the slowly varying SST. When considering only the low frequency atmospheric components (using a 6-month running mean), the WWB model explains more than 65% of four WWB parameters (probability, zonal location, zonal extent, and duration) and 25% of the variance in amplitude (lower panel, Fig. 6).

Despite our attempts to determine $N_Q$ by objective statistical means, some subjectivity cannot be eliminated in the choice of $N_Q$. For example, we determined...
the statistical significance of the improvement in each WWB parameter separately, while the significance of the covariance between WWB parameters may be more important to other investigators. Furthermore, the explanation of 7% variance in WWB amplitude is barely significant ($P = 0.05$) with the $F$ test and the available degrees of freedom. Figure 4 underscores the fact that modes 4–7 are probably less significant than the first three modes, as might be deduced by the existence of smaller-scale spatial patterns. We note that the WWB model may be easily rederived with a different number of modes. For the results emphasized later in this work, the exclusion of the higher modes does not appreciably change our conclusions.

**b. Key relationships**

The coefficients of the resulting regression model (elements of the matrix $W_Q$) are shown in Table 1. Entries in parentheses do not significantly decrease the model–observations misfit.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ (m s$^{-1}$)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>$x_o$ (° lon)</td>
<td>12.29</td>
</tr>
<tr>
<td>$L_s$ (° lon)</td>
<td>4.87</td>
</tr>
<tr>
<td>$L_o$ (° lat)</td>
<td>1.62</td>
</tr>
<tr>
<td>$T$ (days$^{-1}$)</td>
<td>2.80</td>
</tr>
<tr>
<td>$P$ (yr$^{-1}$)</td>
<td>3.93</td>
</tr>
<tr>
<td>$y_o$ (° lat)</td>
<td>-0.41</td>
</tr>
</tbody>
</table>

The eastward migration of WWBs with the edge of the warm pool during ENSO has been shown to be an important feedback in the evolution of ENSO events (e.g., Chang et al. 1995; Picaut et al. 1997). This feedback was not built into the WWB model by the assumptions used here, and we can therefore check to see if such an effect is captured by our model. Defining the warm pool edge, $g$, to be the longitude of the 28.0°C SST isotherm, the temporal correlation between movements of the warm pool and the first SST mode is $r = 0.85$, with a best-fit linear relationship $g = 10.03° + 159°E$. This linear relationship is nearly identical to the aforementioned anomaly equation given by the regression model; thus, our model captures the observed movement of WWBs with the extension of the warm pool. The regression model is linearized around the seasonally varying WWB location, between 155° and 165°E, so there appears to be no significant offset between the
Yu et al. (2003) suggested that WWBs are more likely with an extended warm pool. The WWB model predicts the following relationship for the first mode $P' = 3.93[\text{yr}^{-1}] \times s_1$, variations of almost four WWBs per year in response to a one standard deviation increase in the amplitude of the first SST singular vector (see upper-right panel of Fig. 7). The average number of WWBs per year is 7.5; thus the variability is large relative to the mean and potentially important to ENSO dynamics. Again, the linear relationship seems to be a good first-order explanation for the majoritity of variance in $P$. It is not obvious what physical mechanism leads to an increase of WWBs with an extended warm pool, but the results here suggest that it has to do with the changing large-scale SST and extension of the warm pool, as opposed to an atmospheric-only explanation based, say, purely on MJO dynamics. Note that this discussion refers to the propagation of sequential events, not to a propagation of the wind within a given event.

The second SST mode of the WWB model contains important information, as it precedes mode 1 by 11 months and may therefore be a precursor to El Niño events. The coefficient relating this mode to $x_o$ corresponds to a $-2.56^\circ$ longitude change in the location of the WWBs in response to a one standard deviation change in the amplitude of the second SST singular vector. Therefore, WWBs occur farther to the west than average when the second SST mode increases in amplitude. This seems sensible because a positive projection onto mode 2 reflects the warm pool edge being farther to the west. Interestingly, the coefficient relating the second SST mode to the WWB probability $P$ is positive, $2.22$ yr$^{-1}$, indicating that WWBs are more likely when mode 2 is excited. If WWBs occur when the SST has the structure of mode 2, the ocean response can lead to a warming of the central and eastern Pacific, thus initiating the development of an El Niño event some months later. Mode 2 explains much less variance of the WWB parameters than mode 1, but the aspects of the WWB evolution explained by this mode may still be crucial for ENSO.

c. Retrospective WWB predictions

Given the observed SST during 1988–2005, a retrospective prediction of the WWB parameters is produced by the regression model (Fig. 8). The robustness of the WWB model is checked by predicting the WWB parameters for a given year with a cross-validated model that does not explicitly use data from that year. For example, the prediction for 1997 is made with a model fitted only to data from years 1988–96 and 1998–2005. In prediction mode, the WWB model is

$$r(t) = \tilde{s}_Q(t) W_Q.$$  \hspace{1cm} (7)
where \( r(t) \), a vector containing the estimated WWB parameters at a time \( t \), is predicted from \( s(t) \), the vector of SST mode coefficients for that time, normalized by the standard deviation of the expansion coefficients over the training period. The cross-validated estimate is not significantly degraded from an estimate made with the model fitted to data from all years (cf. thick and thin lines in Fig. 8), an indication that the statistical model is robust. One exception may be the discrepancy in model prediction for 1997, perhaps because an event of that amplitude only occurred once in the record.

The amplitude \( A \), duration \( T \), and probability \( P \) of wind bursts are all nonnegative by definition. Formally, this situation could be handled by a linear programming (e.g., Luenberger 1984) or a nonnegative least squares method (e.g., Tziperman and Hecht 1988). In this work, we have found only rare instances of negative values predicted by the WWB model for these parameters, in which case they are simply set to zero.

The model prediction of the WWB characteristics is deterministic, but we now introduce a scheme for creating multiple stochastic realizations of WWBs using the probability parameter \( P(t) \) in (3). A random number \( \eta \) is sampled at every model time step from a flat distribution between 0 and 1, and an event is triggered if \( \eta < P(t) \). Given the time series of \( P \), therefore, we can produce many realizations of the time series of WWB occurrence times.

Our model calculates the WWB wind stress field from the probability \( P \), which in turn is calculated from the SST, and is therefore a stochastic model. It is instructive to compare the form of our model to models using explicit multiplicative noise forcing in the SST equation (Perez et al. 2005; Jin et al. 2007; Sura and Sardeshmukh 2008). Both types of models rely upon a random number generator and the inclusion of SST information into the stochastic process. Our model is different in that the SST determines the probability for a WWB, and a random number is then used to obtain specific realizations of the WWB wind field. Both formulations can be considered state-dependent noise processes, although our model is not derived from mathematical principles but, instead, from physical reasoning.

To address the relative importance of deterministic versus stochastic processes affecting the wind bursts, consider the number of WWBs recorded in each year from 1988 to 2004 (Fig. 9). Without any interannual variability, 7.5 WWBs per year \( (P_0 \times 365 = 7.5) \) are expected, with a standard deviation of 2.7 WWBs per year given the expression for the variance of the binomial distribution in section 2. The WWB model predicts a distribution of WWBs for each year, where the mean represents the deterministic modulation by SST. One thousand realizations of the WWB model were run, and the 10th and 90th percentile of the number of WWBs per year are plotted as the vertical bar in Fig. 9, representing the impact of the stochastic part of the WWB model. The observed number of WWBs lies within the modeled error bars for 14 of 17 yr, or 82% of the time, consistent with the expected value of 80% (because we use the range 10%–90%). Overall, it appears that the interannual variability in the number of WWBs can be predicted as a deterministic function of SST and the stochastic component of WWBs seems less dominant, raising hopes for the potential to improve ENSO prediction by including the SST modulation effect on WWBs in ENSO prediction models.

During some years, such as 1997, the observed number of WWBs is outside the one standard deviation level of the WWB model. Figure 10 shows the detailed model distribution computed from 1000 realizations of the year 1997. The observed number of WWBs \( [N_{\text{wwb}}(yr = 1997) = 17] \) lies at the 95th percentile, indicating that if the model distribution is correct, such a high number of WWBs would only happen in 1 year out of 20. Year 1997 may have been a year when a special dynamical regime was reached, and therefore, the model distribution may be an underestimate owing to a model bias.

At this point, however, our record is only 17 years long and such a result cannot be ruled out as being due to statistical chance.
To further examine the importance of deterministic versus stochastic processes affecting the WWBs, we plot the observed WWBs on a longitude–time diagram, with three realizations of the WWB model with the same observed SST (Fig. 11). During El Niño years, WWBs migrate eastward into the central Pacific and they occur in groups. All three model realizations show this general behavior even though the exact timing of individual WWBs is different. Roulston and Neelin (2000) suggested that the high frequency component of WWBs is significantly less important to the excitation of ENSO events than the slow interannual component (see also Eisenman et al. 2005). The modeled WWB parameters vary with the same time scales as the SST and are, therefore, dominated by the slow interannual component.

It is possible to calculate an approximation of the slowly evolving ensemble-mean WWB wind field without simulating an ensemble of realizations. The probability of triggering a WWB at a time \( t \) is \( P(t) \) and the expected ensemble-mean amplitude is \( P(t)A(t) \). We must also account for the temporal variations in wind speed in the WWB life cycle, assumed in our model to vary with time as \( u(t) \approx \exp(-t^2/T^2) \). At any given time and location, there is a contribution to the ensemble-mean wind by WWBs that are exactly at their peak and those that peaked earlier or later by an interval \( t' \). The events that affect a given location may be centered at neighboring locations. Integrating over the ensemble of WWBs with different peak times, the ensemble-mean zonal wind speed at \( t \) is
where \( P(t) \) denotes the likelihood of having a WWB peaking at \( t \), whose amplitude, duration, location, and spatial extent are given by \( A(t), T(t), X_0(t), Y_0(t), L_x(t), \) and \( L_y(t) \). Because the WWB characteristics vary with the same time scale as SST, which is much longer than the duration of an individual WWB event, we may assume \( P(t') \approx P(t) \) to a good approximation. Similarly, the other WWB characteristics at a time \( t' \) may also be replaced by those at \( t \). With this approximation, the integral is solved to give

\[
\langle u(x, y, t) \rangle = \int_{-\infty}^{\infty} P(t') A(t') \exp \left\{ -\frac{(t - t')^2}{T(t')^2} - \frac{[x - X_0(t')]^2}{L_x(t')^2} - \frac{[y - Y_0(t')]^2}{L_y(t')^2} \right\} \, dt',
\]

This formula allows a shortcut to directly calculate the slowly varying component of WWBs, which seems to be the most important part for ENSO dynamics and predictability (Roulston and Neelin 2000).

The low frequency component of the observations is shown in the top panel of Fig. 12. The ensemble average WWB wind field was calculated from 1000 realizations of the WWB model (middle panel) and from Eq. (9) (bottom panel). The middle and lower panels are virtually indistinguishable, suggesting that the approximations of the previous paragraph are valid. We also note that the expected ensemble-mean model WWB wind is similar to the low frequency component of the observed wind.
5. Model for both seasonal and interannual WWB variability

In the interannual-only WWB model discussed above, the seasonal cycle in wind burst parameters was prescribed from climatology. We next attempt to develop a model that will predict both the seasonal and the interannual WWB variability from the SST.

We first remove the 17-yr time-mean fields (constant in time) from the wind and SST observations. The SST modes of variability are now diagnosed as the left singular vectors of the new covariance matrix between SST and the WWB parameters (Fig. 13). The first SST mode still resembles the typical El Niño pattern, but the second mode, with opposite-sign structure across the equator, is related to the seasonal cycle. The singular vector expansion coefficients (Fig. 14) reveal that all seven SST modes contain variability at the annual period, demonstrating that the seasonal cycle is not completely represented by the second mode, as all seven modes are strongly influenced by seasonality. Philander (1990), for example, showed that the seasonal cycle in the tropical Pacific evolves via a complicated spatially propagating signal. The difference in the structure of the singular vectors 2–7 between Fig. 13 and Fig. 4 also serves as a warning that it is not straightforward to attach a dynamical meaning to any particular pattern.

Now that the WWB parameter anomalies contain seasonal variability, there is much more variance for the WWB model to explain. After performing the same procedure described in section 3, we find that WWB model still explains more than 50% of the variance in the zonal location and probability of WWBs. At interannual periods, the seasonal and interannual model explains similar amounts of variance as the interannual-only model—over 50% of the total variance in five of seven parameters. Figure 15 shows that all seven modes significantly reduce the model error in at least two WWB parameters according to the two-tailed $F$ test. The $7 \times 7$ model matrix is included in Table 2.

The mean of 1000 realizations of the WWB model predicts more WWBs during the spring and fall, consistent with the observations (Fig. 16). Overall, the boreal summer is predicted to have a smaller number of WWBs than other
seasons, as shown by Harrison and Vecchi (1997). The model predicts that July is the month with the least number of WWBs, as observed. The observed number of July WWBs over the last 17 years is outside the 10th percentile of the model distribution, but this should occur by chance one-tenth of the time. As this only occurs for the month of July, the observations are consistent with the modeled seasonal cycle. The size of the error bars are relatively large compared to the seasonal variations, and therefore, a longer observational record is necessary before we can have greater statistical confidence in these results.

Further explanation of the seasonal cycle of WWBs could shed light on some observed ENSO characteristics. The number of WWBs per month shows a double-peak pattern, similar to the evolution of the sea surface during many El Niño events when the Niño-3.4 index peaks in both May and December. Furthermore, the seasonal cycle of WWBs can potentially explain the phase locking of ENSO to the seasonal cycle.

6. Conclusions

This paper developed and tested an observationally motivated approach for modeling and predicting westerly wind bursts from SST, which may be used to represent WWBs in ENSO simulation and prediction models. This approach is motivated by the analysis of TY who found that WWB characteristics are related to the large-scale spatial patterns of SST, even if the linear correlation of the WWB wind stress itself with SST does not explain much of the WWB wind stress variance (Gebbie et al. 2007). The WWB model of this study goes beyond previous works by taking cause and effect into account in determining the statistically significant WWB response to SST. As a prognostic rather than diagnostic tool, it is successful in capturing the observed number of WWBs per year, the interannual variability of WWBs, and their eastward propagation and increased likelihood during a warm event. Apart from the hope that such an empirical WWB model may serve to improve ENSO prediction, a largely successful prediction of major WWB characteristics as is achieved in this paper also provides an important lesson about the dynamics of the tropical Pacific.

For our WWB model to be successful, we needed to determine in which ways SST can be used to determine a WWB response, and to understand the robustness (statistical significance) of the model. In addition, we tested the model performance by explicitly examining the model data misfit of WWBs over the last 20 years.
We note that the correlation study of TY did none of these things, did not attempt to make a convincing case for the causality in the relationship between WWBs and SST, and could not be sensibly used for modeling studies.

Our WWB model can be integrated in a stochastic way, providing an ensemble of WWB realizations for a given SST history. Although the stochastic spread in the number of model WWBs can be up to five events in a given year, there is still a strong resemblance between the model-predicted and observed interannual variability of these events. This similarity, and the ability to directly calculate the ensemble-mean WWB wind stress, indicates that the deterministic modulation of WWBs by SST may dominate the stochastic signal in these events. This, in turn, may imply greater ENSO predictability than if the WWBs were an independent, white noise process. In a recent companion work (Gebbie and Tziperman 2009), it was found that the incorporation of the WWB model developed here to a hybrid coupled model led to some improvement in the prediction of large El Niño events. These results are not conclusive because of the preliminary nature of the ENSO model used, and work is now in progress to test this WWB model within a state-of-the-art coupled general circulation ENSO model.

We assume that the WWB statistics are a function of SST and are therefore state dependent. Our model, when combined with an ENSO prediction model, is a form of a multiplicative noise process, although this terminology emphasizes the stochastic element of the WWBs, while an important message of this paper is that WWB statistics can largely be predicted from the SST. This implies that the WWBs are essentially predictable even if their precise occurrence time is random to within a few weeks. Only the interannual frequency component of the WWB variability affects ENSO (Roulston and Neelin 2000), and this slow part may be expected to be similar to the ensemble average WWB amplitude, which was found here to be quite predictable. Therefore, the essential contribution of WWBs to ENSO dynamics does not seem to involve the stochastic component of the WWBs. As noted, for example, by Eisenman et al. (2005), the SST-modulated WWBs act as an enhanced ocean–atmosphere coupling during warm events only, an effect which cannot be captured by linear statistical atmospheric models yet is important for our understanding of ENSO dynamics. Note that some other related works (Perez et al. 2005; Jin et al. 2007; Sura

---

**TABLE 2.** The transpose of the interannual and seasonal WWB model matrix $W_Q$. The first seven rows give the seven regression vectors for the WWB parameters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ (m s$^{-1}$)</td>
<td>0.01</td>
<td>1.02</td>
<td>0.40</td>
<td>0.61</td>
<td>-0.21</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>$x_0$ (°lon)</td>
<td>18.76</td>
<td>-10.90</td>
<td>6.91</td>
<td>5.15</td>
<td>5.62</td>
<td>3.83</td>
<td>-0.86</td>
</tr>
<tr>
<td>$L_x$ (°lon)</td>
<td>7.56</td>
<td>-2.87</td>
<td>1.14</td>
<td>3.64</td>
<td>1.75</td>
<td>-2.20</td>
<td>0.92</td>
</tr>
<tr>
<td>$L_y$ (°lat)</td>
<td>2.62</td>
<td>-2.19</td>
<td>-0.60</td>
<td>0.30</td>
<td>1.77</td>
<td>-1.31</td>
<td>-0.21</td>
</tr>
<tr>
<td>$T$ (day)</td>
<td>4.65</td>
<td>-0.94</td>
<td>0.44</td>
<td>3.81</td>
<td>-0.84</td>
<td>0.26</td>
<td>0.49</td>
</tr>
<tr>
<td>$P$ (yr$^{-1}$)</td>
<td>6.03</td>
<td>-5.37</td>
<td>-4.42</td>
<td>0.40</td>
<td>-0.05</td>
<td>-2.20</td>
<td>0.18</td>
</tr>
<tr>
<td>$y_0$ (°lat)</td>
<td>-0.60</td>
<td>0.28</td>
<td>-1.19</td>
<td>1.05</td>
<td>-1.05</td>
<td>-0.98</td>
<td>-0.69</td>
</tr>
</tbody>
</table>

---

**FIG. 15.** The fraction of explained variance (top) for each WWB parameter and a WWB model with a given number of modes, 1–7, and (bottom) at periods greater than one year. (Anomaly model based on the 17-yr mean.)

**FIG. 16.** Comparison of number of WWBs per calendar month as observed (gray, histogram) and predicted by the seasonal and interannual WWB model (lines and error bars) for the years 1988–2004: The cross-validated model (thick lines) and the model trained with the full 17-yr time series (dashed lines with thin error bars); the 10th and 90th percentiles of the modeled distributions (error bars), the mean of the cross-validated distribution (squares), and the mean of the full WWB model (circles).
Sardeshmukh (2008) use multiplicative noise forcing in the more straightforward sense, following a detailed analysis of the heat equation, as was done by Penland and Matrosova (1994). We take a different, more empirical approach to deriving our model, and the relationship between the two approaches requires further study.

Most coupled GCMs do not simulate realistic WWB activity. Given the importance of WWBs during the onset of El Niño events, the skill of such models in predicting ENSO is clearly degraded. Our empirical model could be used within ENSO prediction models as part of an ensemble approach, provided that any WWB-like internal variability in the coupled model is taken into account first. The deterministic part of WWBs has not been quantitatively captured before, and thus implementation of the WWB model could lead to improved ENSO prediction skill. The stochastic part of the model allows the isolation and quantification of the spread in forecasts, and hence loss of predictability due to WWBs. It would be interesting to use this tool to examine the relative importance of the deterministic and stochastic parts of WWBs on ENSO forecasts, and future work can now directly address this problem.
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