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Abstract—Unsymmetrical loading on a car like μ-split braking, side wind forces, or unilateral loss of tire pressure results in unexpected yaw disturbances that require yaw stabilization either by the driver or by an automatic driver-assist system. The use of two-degrees-of-freedom control architecture known as the model regulator is investigated here as a robust steering controller for such yaw stabilization tasks in a driver-assist system. The yaw stability-enhancing steering controller is designed in the parameter space to satisfy a frequency-domain mixed sensitivity constraint. To evaluate the resulting controller design, a real-time hardware-in-the-loop simulator is developed. Steering tests with and without the controller in this hardware-in-the-loop setup allow the driver to see the effect of the proposed controller to improve vehicle-handling quality. The hardware-in-the-loop simulation setup can also be used for real-time driver-in-the-loop simulation of other vehicle control systems.

Index Terms—Hardware-in-the-loop simulation, model regulator, robust control, yaw stability control.

I. INTRODUCTION

ANGEROUS yaw motions of an automobile result from unexpected yaw disturbances that are caused by unsymmetrical car dynamic perturbations like the unilateral loss of tire pressure or braking on a unilaterally icy road called μ-split braking. Safe driving requires a driver to react extremely quickly in such dangerous situations. This is not possible, as the driver who can be modeled as a high gain control system with dead time overreacts, resulting in instability. Consequently, the improvement of automobile yaw dynamics by active control to avoid such catastrophic situations has been and is continuing to be a subject of active research.

The commercially available solution to this problem uses individual wheel braking [1] due to the ease of implementation through the antilock braking system (ABS) actuators. This ease of implementation is enhanced with the recent commercial availability of brake-by-wire systems [2]. Designing individual wheel braking controllers that accommodate tire force saturation and coupling between braking and steering in cornering maneuvers improves the capabilities of yaw stability control [3]. During a yaw stabilization maneuver, however, the driver of a car not only applies the brakes but also tries to steer the car. This second approach of using steering for yaw disturbance rejection is treated in this paper. Steering control has been treated in a large number of references, including [4] and [5]. Integrated control of steering and braking has also received a lot of attention in recent years [6]–[10]. Hardware implementation of steering controllers will be much easier when steer-by-wire systems become commercially available. In steer-by-wire systems, the steering wheel is no longer mechanically connected to the tires [11], [12]. The steering-wheel commands are electrically transmitted to the steer-by-wire actuator, which laterally moves the tires. Only the steer-by-wire controller code has to be changed to modify a steering controller. The presence of a steer-by-wire system is assumed here.

The typical presence of large amounts of uncertainty in vehicle steering control for yaw stability enhancement mandates the use of a robust controller. Uncertainty, for example, occurs in the road–tire friction coefficient and the vehicle mass. The large variations in the longitudinal velocity and the dependence of the models that are used on this parameter result in a parameter-varying model that requires a velocity scheduled implementation. It is also desired to use a steering-based yaw stability controller that is easy to tune. Consequently, a robust steering controller based on the model regulator is proposed here, as it has been seen to successfully fulfill similar requirements in earlier work by the authors [13], [14]. A design approach based on mapping frequency-domain performance criteria to model the regulator parameter space is introduced in this paper. Explicit formulas are obtained for basic choices of model regulator filters. An interactive program is used to obtain multiobjective solution regions for the chosen filter parameters.

The single-track model of a vehicle models lateral dynamics quite accurately for moderate levels of lateral acceleration. However, the single-track model cannot capture extreme maneuver dynamics [15]. Such extreme maneuvers are important for testing yaw stability controllers. Therefore, a full-vehicle model is also introduced and used in this paper, along with a single-track model. The model regulator-based yaw stability controller developed here is applied to the full-vehicle model to force it to behave like the steady-state of the single-track model, whose handling properties drivers are used to.

The ultimate and final test for a vehicle stability controller is road testing on a test track. Road tests are expensive and
dangerous. Therefore, all major modifications to a vehicle yaw stability controller should be taken care of before road testing, leaving only final checks and fine-tuning. The approach proposed here is to use offline simulations followed by hardware-in-the-loop testing for thorough evaluation before road tests. A hardware-in-the-loop test setup developed for this purpose is introduced in this paper. This hardware-in-the-loop setup allows the evaluation of the control algorithm with the driver in the loop.

The organization of the rest of this paper is as follows. The single-track and full-vehicle models that are used in this paper are given in Section II. The steering actuated yaw stability controller design specifications are given in Section III. The model regulator steering control architecture being used is presented in Section IV. Robust steering controller design is introduced in Section V. A simulation study is given in Section VI. The hardware-in-the-loop test setup that is used for driver-in-the-loop testing is presented in Section VII, where real-time simulation results are also given. This paper ends with conclusions.

II. VEHICLE MODELS USED

A. Single-Track Model

The single-track model, which is also called the bicycle model, is shown in Fig. 1 [16], [17]. The nomenclature used in defining the major variables and geometric parameters of the single-track and full-vehicle models is given in Table I. The nonlinear single-track model is characterized by the steering angle projection (also called the force coordinate transformation)

\[
\begin{bmatrix}
\sum F_x \\
\sum F_y \\
\sum M_z
\end{bmatrix} =
\begin{bmatrix}
-sin d_f & -sin d_r \\
-cos d_f & cos d_r \\
l_f cos d_f & -l_r cos d_r
\end{bmatrix}
\begin{bmatrix}
F_f \\
F_r
\end{bmatrix}
\]  

(1)

the dynamics equations

\[
\begin{bmatrix}
mv(\ddot{\beta} + r) \\
mv \\
I_z \ddot{r}
\end{bmatrix} =
\begin{bmatrix}
-sin \beta & cos \beta & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\sum F_x \\
\sum F_y \\
\sum M_z
\end{bmatrix}
\]  

(2)

and the equations of kinematics/geometry

\[
\tan \beta_f = \tan \beta + \frac{l_tr}{v \cos \beta}
\]  

(3)

\[
\tan \beta_r = \tan \beta - \frac{l_tr}{v \cos \beta}
\]  

(4)

The tire longitudinal forces $F_f$ and $F_r$ are nonlinear functions of the corresponding sideslip angles $\alpha_f$ and $\alpha_r$. $F_f$ and $F_r$ also depend on the friction characteristics between the road and the tires. The nonlinear single-track model is shown in the top part of the block diagram of Fig. 2. A vehicle with front-wheel steering is considered here. Thus, $\delta_r = 0$ in (1).

The variable exhibiting the largest variation in the single-track model is longitudinal velocity $v$ at the vehicle center of mass. It is customary to linearize the single-track model while keeping $v$ as a variable parameter. The resulting model is a linear-parameter-varying one whose operating condition depends on vehicle velocity. It is also customary to design controllers for several velocity values and to use a gain scheduling

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>Total vehicle mass</td>
<td>kg</td>
</tr>
<tr>
<td>$F_f$</td>
<td>Lateral wheel force at front (rear) wheel</td>
<td>N</td>
</tr>
<tr>
<td>$F_d$</td>
<td>Longitudinal (lateral) tire forces</td>
<td>N</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Lateral wheel force at rear (front) wheel</td>
<td>N</td>
</tr>
<tr>
<td>$M_z$</td>
<td>Forces in $x$ ($y$) directions</td>
<td>Nm</td>
</tr>
<tr>
<td>$\delta_f$</td>
<td>Moment about the vertical axis $z$ through the center of gravity (CG)</td>
<td>Nm</td>
</tr>
<tr>
<td>$\delta_r$</td>
<td>Steering inputs for the single track model</td>
<td>rad</td>
</tr>
<tr>
<td>$\delta_r$</td>
<td>Steering inputs</td>
<td>rad</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Chassis side slip angle at vehicle CG</td>
<td>rad</td>
</tr>
<tr>
<td>$v_r$</td>
<td>Velocity in $x$ ($y$) direction</td>
<td>m/s</td>
</tr>
<tr>
<td>$a_{d_{xy}}$</td>
<td>Acceleration in $x$ ($y$) direction</td>
<td>m/s²</td>
</tr>
<tr>
<td>$x$ ($y$)</td>
<td>Position in $x$ ($y$) direction</td>
<td>m</td>
</tr>
<tr>
<td>$l_f$</td>
<td>Distance of front tire to CG along $x$ (y) coordinates</td>
<td>m</td>
</tr>
<tr>
<td>$l_r$</td>
<td>Distance from CG to front (rear) axle</td>
<td>m</td>
</tr>
<tr>
<td>$l_w$</td>
<td>Wheel base (axle width)</td>
<td>m</td>
</tr>
<tr>
<td>$l_l$</td>
<td>Tire inertia</td>
<td>m</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Tire angular velocities</td>
<td>rad/s</td>
</tr>
<tr>
<td>$a_{e}$</td>
<td>Effective tire radius</td>
<td>m</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Tire mass</td>
<td>kg</td>
</tr>
<tr>
<td>$\alpha_1$, $\alpha_2$, $\alpha_4$</td>
<td>Tire side slip angles</td>
<td>rad</td>
</tr>
<tr>
<td>$t$</td>
<td>Tire slip</td>
<td>rad</td>
</tr>
<tr>
<td>$C_{yf}$</td>
<td>Longitudinal (lateral) cornering stiffness</td>
<td>N/(m rad)</td>
</tr>
<tr>
<td>$F_{rF}$</td>
<td>Front right damping rate</td>
<td>N/(m/s)</td>
</tr>
<tr>
<td>$F_{lF}$</td>
<td>Front left damping rate</td>
<td>N/(m/s)</td>
</tr>
<tr>
<td>$F_{dF}$</td>
<td>Damping forces</td>
<td>N</td>
</tr>
<tr>
<td>$F_{m}$</td>
<td>Spring forces</td>
<td>N</td>
</tr>
<tr>
<td>$F_{m}$</td>
<td>Damper forces</td>
<td>N</td>
</tr>
<tr>
<td>$m_{d}$</td>
<td>Sprung mass quantity</td>
<td>kg</td>
</tr>
<tr>
<td>$a_{l}$</td>
<td>Vertical acceleration</td>
<td>m/s²</td>
</tr>
<tr>
<td>$z$</td>
<td>Vertical position of the sprung mass</td>
<td>m</td>
</tr>
<tr>
<td>$K_{rF}$</td>
<td>Front right spring coefficient</td>
<td>N/m</td>
</tr>
<tr>
<td>$K_{lF}$</td>
<td>Front left spring coefficient</td>
<td>N/m</td>
</tr>
<tr>
<td>$K_{rR}$</td>
<td>Rear right spring coefficient</td>
<td>N/m</td>
</tr>
<tr>
<td>$K_{lR}$</td>
<td>Rear left spring coefficient</td>
<td>N/m</td>
</tr>
<tr>
<td>$b_{rF}$</td>
<td>Front right damping rate</td>
<td>N/(m/s)</td>
</tr>
<tr>
<td>$b_{lF}$</td>
<td>Front left damping rate</td>
<td>N/(m/s)</td>
</tr>
<tr>
<td>$b_{dF}$</td>
<td>Damping forces</td>
<td>N</td>
</tr>
<tr>
<td>$b_{m}$</td>
<td>Spring forces</td>
<td>N</td>
</tr>
<tr>
<td>$m_{d}$</td>
<td>Damper forces</td>
<td>N</td>
</tr>
<tr>
<td>$l_{f}$</td>
<td>Moment of inertia about $x$ ($y$) axis</td>
<td>kg m²</td>
</tr>
<tr>
<td>$l_{r}$</td>
<td>Front (rear) wheel base</td>
<td>m</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Yaw angle</td>
<td>rad</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Roll angle</td>
<td>rad</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Pitch angle</td>
<td>rad</td>
</tr>
<tr>
<td>$l_{CG}$</td>
<td>Distance from CG to pitch center</td>
<td>m</td>
</tr>
<tr>
<td>$l_{UF}$</td>
<td>Road profile under right front wheel</td>
<td>m</td>
</tr>
<tr>
<td>$l_{UL}$</td>
<td>Road profile under right rear wheel</td>
<td>m</td>
</tr>
<tr>
<td>$l_{UR}$</td>
<td>Road profile under left rear wheel</td>
<td>m</td>
</tr>
</tbody>
</table>
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controller. This approach is used here as well. The nonlinear single-track model is linearized assuming small steering angles \( \delta_f \) and small sideslip angle \( \beta \). The tire force characteristics are linearized as

\[
\begin{align*}
F_f(\alpha_f) &= \mu c_f \alpha_f + c_r \alpha_r \\
F_r(\alpha_r) &= \mu c_r \alpha_r
\end{align*}
\]

where \( c_f \) and \( c_r \) are the tire cornering stiffnesses, \( \mu \) is the road–tire friction coefficient, and the tire sideslip angles are given by

\[
\begin{align*}
\alpha_f &= \delta_f - \left( \beta + \frac{l_f}{v} r \right) \\
\alpha_r &= - \left( \beta - \frac{l_r}{v} r \right)
\end{align*}
\]

Note that \( c_{f0} \) and \( c_{r0} \) in (5) are the nominal values for \( \mu = 1 \) of the tire cornering stiffnesses. The transfer function from front-wheel steering angle \( \delta_f \) to yaw rate \( r \) is given by

\[
G_{r\delta_f}(s, v) = \frac{r(s)}{\delta_f(s)} = \frac{b_1(v)s + b_0(v)}{a_2(v)s^2 + a_1(v)s + a_0(v)}
\]

with

\[
\begin{align*}
b_0 &= c_f c_r (l_f + l_r) v \\
b_1 &= c_f I_f m v^2 \\
a_0 &= c_f c_r (l_f + l_r)^2 + (c_r l_r - c_f l_f) m v^2 \\
a_1 &= c_f (I_z + I_f^2 m) + c_r (I_z + I_r^2 m) \frac{v^2}{2} \\
a_2 &= I_z m v^2.
\end{align*}
\]

At chosen longitudinal speed \( v \) and at nominal friction coefficient \( \mu = \mu_n \), which is taken as unity here.

The yaw moment disturbance input response is given by

\[
G_{rM_x}(s, v) = \frac{r(s)}{M_x(s)} = \frac{m v^2 s + (c_f + c_r) v}{a_2(v)s^2 + a_1(v)s + a_0(v)}.
\]

The block diagram of the linearized single-track model is shown at the bottom of Fig. 2.

### B. Full-Vehicle Model

The full-vehicle model consists of the vehicle body represented as a sprung mass with three degrees of freedom, connected to the tires through suspensions modeled as mass–spring–damper systems. The tires are connected to each other by a double-track model. The full-vehicle model is illustrated in Fig. 3. The equations of motions governing longitudinal and lateral dynamics of the double-track base are given by

\[
\begin{align*}
m(a_x - r v_y) &= \sum_{i=1}^{4} F_{xi} \cos \delta_i - F_{yi} \sin \delta_i \quad \text{(11)} \\
m(a_y + r v_x) &= \sum_{i=1}^{4} F_{xi} \sin \delta_i + F_{yi} \cos \delta_i \quad \text{(12)}
\end{align*}
\]

where \( i = 1, 2, 3, \) and \( 4 \) refers to individual tires. The equation of motion around the yaw axis is

\[
I_z \ddot{\gamma} = \sum_{i=1}^{4} (I_{xi} F_{xi} \cos \delta_i + F_{yi} \sin \delta_i) \quad \text{(13)}
\]

A vehicle with front-wheel steering is considered here. Thus, \( \delta_1 = \delta_2 = \delta_f \), and \( \delta_3 = \delta_4 = \delta_r \) in (11)–(13).
The tire rotational dynamics are given by
\[ I_t \ddot{\omega}_i = T_i - R_e F_{xi} \]  
and the tire center velocities are given by
\[ \vec{v}_1 = (v_x - r(l_w/2)) \hat{i} + (v_y + rl_f) \hat{j} \]
\[ \vec{v}_2 = (v_x + r(l_w/2)) \hat{i} + (v_y + rl_f) \hat{j} \]
\[ \vec{v}_3 = (v_x - r(l_w/2)) \hat{i} + (v_y - rl_f) \hat{j} \]
\[ \vec{v}_4 = (v_x + r(l_w/2)) \hat{i} + (v_y - rl_f) \hat{j} \]  
where \( \hat{i} \) and \( \hat{j} \) are the unit vectors in the \( x \)- and \( y \)-directions, respectively. The tire sideslip angles are
\[ \alpha_1 = -\delta_f + \tan^{-1}\left(\frac{v_y + rl_f}{v_x - r(l_w/2)}\right) \]
\[ \alpha_2 = -\delta_f + \tan^{-1}\left(\frac{v_y + rl_f}{v_x + r(l_w/2)}\right) \]
\[ \alpha_3 = \tan^{-1}\left(\frac{v_y - rl_f}{v_x - r(l_w/2)}\right) \]
\[ \alpha_4 = \tan^{-1}\left(\frac{v_y - rl_f}{v_x + r(l_w/2)}\right) \]  
and the longitudinal wheel slip ratio is defined as
\[ s_i = \begin{cases} \frac{R_e \omega_i - V_{xi}}{R_e \omega_i}, & R_e \omega_i < V_{xi} \text{ (braking)} \\ \frac{R_e \omega_i - V_{xi}}{R_e \omega_i}, & R_e \omega_i > V_{xi} \text{ (traction)} \end{cases} \]  

The Dugoff tire model with
\[ F_{xi} = f_i C_{xi} s_i \]
\[ F_{yi} = f_i C_{yi} \alpha_i \]  
as the longitudinal and lateral tire forces, respectively, is used. The coefficients \( f_i \) are calculated using
\[ f_i = \begin{cases} 1, & F_{Ri} \leq \frac{\mu_i F_{zi}}{2} \\ \frac{2 - \frac{\mu_i F_{zi}}{2F_{Ri}}}{\mu_i F_{zi}}, & F_{Ri} > \frac{\mu_i F_{zi}}{2} \end{cases} \]  

The equation of motion for the vertical dynamics of the sprung mass is
\[ m_s \ddot{a}_z = \sum F_z \]
\[ a_z = \ddot{z} - \dot{x}\dot{\varphi} + \dot{y}\dot{\Phi} \]
The forces in the $z$-direction consist of a summation of spring and damper forces and the weight of the sprung mass given by

$$\sum F_z = m_s g - (F_{S1} + F_{S2} + F_{S3} + F_{S4} + F_{D1} + F_{D2} + F_{D3} + F_{D4}). \quad (22)$$

The spring and damper forces are given by

$$F_{S1} = K_{RF} \left( \delta_f - \frac{t_F}{2} \phi - l_f \varphi + z + U_{RF} \right)$$
$$F_{S2} = K_{LF} \left( \delta_f - \frac{t_F}{2} \phi - l_f \varphi + z + U_{LF} \right)$$
$$F_{S3} = K_{RR} \left( \frac{t_R}{2} \phi - l_r \varphi + z + U_{RR} \right)$$
$$F_{S4} = K_{LR} \left( \frac{t_R}{2} \phi - l_r \varphi + z + U_{LR} \right) \quad (23)$$
$$F_{D1} = B_{RF} \left( \frac{t_F}{2} \dot{\phi} - l_f \dot{\varphi} + \dot{z} + U_{RF} \right)$$
$$F_{D2} = B_{LF} \left( \frac{t_F}{2} \dot{\phi} - l_f \dot{\varphi} + \dot{z} + U_{LF} \right)$$
$$F_{D3} = B_{RR} \left( \frac{t_F}{2} \dot{\phi} - l_r \dot{\varphi} + \dot{z} + U_{RR} \right)$$
$$F_{D4} = B_{LR} \left( -\frac{t_F}{2} \dot{\phi} - l_r \dot{\varphi} + \dot{z} + U_{LR} \right). \quad (24)$$

Then, the equations of motion regarding the roll and pitch dynamics are, respectively, given as

$$\sum T_{RC} = I_x \ddot{\phi}$$
$$= m_s g h_{CG} \phi - m_s (\ddot{y} \dot{\psi} + \dot{z} \dot{\phi}) h_{CG}$$
$$- \frac{t_F}{2} (F_{S1} + F_{D1}) + \frac{t_F}{2} (F_{S2} + F_{D2})$$
$$- \frac{t_R}{2} (F_{S3} + F_{D3}) + \frac{t_R}{2} (F_{S4} + F_{D4}). \quad (25)$$

$$\sum T_{PC} = I_y \ddot{\psi}$$
$$= m_s g h_{CG} \varphi - m_s (\ddot{x} \dot{\psi} + \dot{z} \dot{\phi}) h_{CG}$$
$$+ (F_{S1} + F_{S2} + F_{D1} + F_{D2}) l_f$$
$$- (F_{S3} + F_{S4} + F_{D3} + F_{D4}) l_r. \quad (26)$$

Finally, the forces in the $z$-direction for each tire can be calculated as

$$F_{zi} = F_{Si} + F_{Di}. \quad (27)$$

which is fed back to (19) of the tire model, coupling the double-track base and the vertical suspension dynamics.

**III. Model Uncertainty and Design Specifications**

The two variables exhibiting the largest variation during operation are longitudinal speed $v$ and mass $m$ of the vehicle.

The tire cornering stiffnesses can also exhibit large variations due to variations in the tire–road friction coefficient. In addition to the vehicle model dynamics, there is also the steer-by-wire actuator, whose dynamics should be considered in the simulations. The steering actuator model that is assumed to be under closed-loop position control is modeled as a second-order system with a bandwidth of $\omega_a = 2\pi 15$ rad/s (15 Hz) and a damping ratio of $\zeta_a = 0.7$ as

$$G_{sa} = \frac{\delta_f}{\delta_{ref}} = \frac{\omega_a^2}{s^2 + 2\zeta_a \omega_a s + \omega_a^2}. \quad (28)$$

The uncertain parameters and their uncertainty ranges will first be given before the design specification. Longitudinal speed $v$ is assumed to vary between a minimum value of 10 m/s and a maximum value of 50 m/s during operation. Note that longitudinal speed $v$ of the vehicle is a measurable quantity. It will be assumed to be measured and will be used in the yaw stability controller implementation introduced later in this paper. The yaw dynamics compensator is assumed to be shut off at speeds below 10 m/s since the driver is easily able to reject yaw disturbances at these speeds without the need for steering controller assistance. Road adhesion factor $\mu$ is assumed to exhibit the characteristics displayed in Fig. 4 with velocity. The maximum value of $\mu$ is unity at all speeds in this figure, whereas its minimum possible value linearly varies between 0.30 at low speeds and 0.80 at high speeds.

In this study, the operating regions for the vehicle are based on the values of the vehicle longitudinal speed between 10 and 50 m/s. Six exemplary operating points have been chosen and are shown with large dots having separate labels and color coding in Fig. 4. The aim in steering compensator design is to make sure that, first, stable operation, and then improved yaw dynamics, are achieved for all operating regions and all possible values of the uncertain parameters. The improved yaw dynamics corresponds to good disturbance rejection properties, where the possible disturbances include the effect of side wind forces, tire rupture, unsymmetrical brake wear, and $\mu$-split braking. The steering-wheel input response in the absence of disturbances should also be well damped, regardless of the speed of operation. A model regulator-based steering controller is designed and shown to effectively achieve the desired aims in the following sections.
which is shown in Fig. 5 within the dashed rectangle. The relative degree of unity dc gain low-pass filter $Q$ is chosen to be at least equal to the relative degree of $G_n$ for causality of $Q/G_n$. The structure of $Q$ is assumed to be

$$Q = \frac{1}{\tau_Q s + 1}. \quad (35)$$

Note that this choice will result in an integrator within the loop in Fig. 5 and, hence, zero steady-state error in response to step steering commands and yaw torque disturbances [14].

The nominal (or desired) yaw dynamic model is chosen as a first-order system given by

$$G_n(s, v) = \frac{K_n(v)}{\tau_n s + 1} \quad (36)$$

where $K_n(v)$ is the dc gain of the nominal single-track model at the chosen longitudinal speed $v$. The aim in the choice of (36) for desired steering dynamics $G_n$ is to force the controlled system to possess the behavior of the single-track model within the bandwidth of $Q$. A nonovershooting first-order dynamics is also imposed for faster response. Vehicle velocity $v$ is a measurable variable. It is, therefore, used in the controller in (36), as $K_n(v)$ in that equation is the velocity-dependent static gain of the bicycle or single-track model. The dependence of $G_n$ on vehicle velocity $v$ makes the controller continuously velocity-scheduled. Note that the yaw dynamics of a vehicle, as represented by its bicycle or single-track model, change with vehicle velocity $v$. The continuous gain scheduling approach that is used allows the adaptation of the controller to these changes.

According to (29) and (36), model uncertainty $\Delta_m$ is given by

$$\Delta_m = G_{r\delta_f} - G_n = G_{r\delta_f}(s, v)(\tau_n s + 1) - 1 \quad (37)$$

and is parameter varying, as it depends on the measurable speed of the vehicle.

The open-loop gain of the model regulator-compensated yaw dynamics model is given by

$$L = \frac{G_{r\delta_f} G_{sa} Q}{G_n(1 - G_{sa} Q)} \quad (38)$$

where the model regulation, disturbance rejection, and sensor noise rejection transfer functions are given by

$$\frac{r}{\delta_s} = G_{sa} G_{sa} G_{r\delta_f} \quad (39)$$

$$\frac{r}{d} = \frac{1}{1 + L} : = S = \frac{G_n(1 - G_{sa} Q)}{G_n(1 - G_{sa} Q) + G_{sa} G_{r\delta_f} Q} \quad (40)$$

$$\frac{r}{n} = \frac{L}{1 + L} : = T = \frac{G_{sa} G_{r\delta_f} Q}{G_n(1 - G_{sa} Q) + G_{sa} G_{r\delta_f} Q} \quad (41)$$

$S$ in (40) is the sensitivity function, and $T$ in (41) is the complementary sensitivity function of the controlled system. It is obvious from (39)–(41) that for good performance, $Q$ must be a unity gain low-pass filter ($G_{sa}$ is a unity gain low-pass filter as well). This choice will result in $r/\delta_s \rightarrow G_n$ (model regulation), $r/d \rightarrow 0$ (disturbance rejection) at low frequencies, where $Q \rightarrow 1$, and $r/n \rightarrow 0$ (sensor noise rejection) at high
frequencies, where $Q \to 0$, as is desired. The model regulator design is, thus, shaping filter $Q$ to satisfy the design objectives. The first limitation on the bandwidth of $Q$ comes from the sensor noise rejection at sensor noise frequencies. The second limitation is that the bandwidth of the actuator used, as it makes no sense to limit what cannot be achieved.

The first limitation on the bandwidth of $Q$ is the fact that a sufficient condition for stability robustness in the presence of unstructured multiplicative model uncertainty $\Delta$ is that the bandwidth of $Q$ should not be larger than that of the actuator used, as it makes no sense to command what cannot be achieved.

A. Stability and Stability Robustness Analysis

Checking the stability of the model regulator control system when there is no uncertainty is a simple stability check, where

\[ \Re \{ \text{roots}(1 + L = 0) \} < 0 \quad \text{or} \quad \Re \{ \text{roots} \left( G_n(1 - G_{sa}Q) + G_{sa}G_{rd}\Delta, Q = 0 \right) \} < 0 \]  

needs to be satisfied; that is, all roots of the characteristic equation must lie in the left half-plane. Robustness of stability is more important for the model regulator control system and results in another bandwidth limitation for the $Q$ filter. The characteristic equation for the model regulator control loop is given by

\[ G_n[(1 - G_{sa}Q) + G_{sa}(1 + \Delta_m)Q] = G_n(1 + G_{sa}\Delta_mQ) = 0 \]  

which is equivalent to

\[ (1 + G_{sa}\Delta_mQ) = (1 + \Delta Q) = 0, \quad \Delta \equiv G_{sa}\Delta_m \]  

since $G_n$ is stable, or

\[ |\Delta| \equiv |G_{sa}\Delta_m| \leq \left| \frac{1}{Q} \right| \forall \omega \]  

as a sufficient condition for stability robustness in the presence of unstructured multiplicative model uncertainty $\Delta_m$ in the plant. As long as unstructured model uncertainty $\Delta_m$ in the plant obeys inequality (45), the robustness of stability is guaranteed. This is graphically illustrated in Fig. 6, where $Q$ and $1/\Delta$ are shown instead of their inverses as in (45). Please note that in the model regulator control architecture that is used, all deviations from the desired or nominal model $G_n$, like model nonlinearities, variations of parameters, etc., are treated as model uncertainty $\Delta_m$, and, as long as they satisfy inequality (45), the robustness of stability is guaranteed.

The model regulator design requirements specified in terms of filter $Q$ are also summarized in the magnitude Bode plot of Fig. 6. The uncertainty in (45) is treated here as uncertainty that exists due to the imprecise knowledge of parameters in the linear model like speed $v$, road friction coefficient $\mu$ (see Fig. 4), etc. The uncertainty in Fig. 4 was divided into an equally spaced grid of values in both axis directions, and corresponding uncertainty $\Delta_m$ from the nominal condition chosen as $\mu = 1$ and $v = 30 \text{ m/s}$ was obtained for each value in this grid. The inverse of the resulting $\Delta = G_{sa}\Delta_m$ plots is shown in Fig. 6 for checking stability robustness condition (45).

To be less conservative when the model uncertainty has structure, structured singular value (SSV) analysis can be used. For the linear vehicle model with varying speed, the varying speed and the road friction coefficient can be treated as uncertainty, and SSV analysis can be performed to guarantee that the stability for a maximum SSV value will be less than unity, as detailed in [22] and [23].

The small gain theorem (see [24] for example) can be used as a conservative stability check in cases where there is time-varying uncertainty like varying vehicle speed and nonlinearities. Along with uncertainty $\Delta_m$ in (29), desired model $G_n$ chosen here as in (36) also has vehicle speed $v$ as a variable parameter in two different blocks, with $G_{rd}\Delta, f = G_{rd}(s, v)(1 + \Delta_m)$ and $Q/G_n(s, v)$ in the model regulator architecture in Fig. 5. These speed dependencies have to be incorporated into a larger uncertainty block $\Delta_l$, as shown in Fig. 7. The desired model is separated into velocity-independent part $G_n$ and velocity-dependent uncertainty $\Delta_{v1}$ as

\[ G_n = \tilde{G}_n(1 + \Delta_{v1}), \quad \tilde{G}_n := G_n|_{v=30 \text{ m/s}}. \]
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The model regulator with the velocity-dependent uncertainty blocks
Δ
, and its equivalent linear fractional transformation (LFT) representation are shown in Fig. 7. \( \bar{T} \) is the complementary sensitivity function with plant \( \bar{G}_n \), and desired model \( G_n \) both replaced by \( \bar{G}_n \) in (46). According to the small gain theorem

\[
\| \Delta_l \| - \bar{T} \| < 1, \quad \text{or} \quad |\bar{T}| < \frac{1}{|\Delta_l|} \quad \forall \omega
\]

(50)
where \( \Delta_l = \Delta_{v1}\Delta_m\Delta_{v2} \), as shown in the bottom part of Fig. 7, and

\[
\bar{T} = \frac{G_{sa}\bar{G}_nQ}{G_n((1-G_{sa}Q)+G_{sa}Q)}
\]

(51)
is a sufficient condition for stability provided that the nominal closed-loop system with \( \Delta_l = 0 \) is stable. Note that the small gain theorem applies to time-varying uncertainty \( \Delta_l \) in (50). The time-varying nature of \( \Delta_l \) is due to the vehicle speed being time varying. The determination of a worst-case lower bound on \( \| \Delta_l \| \) is, thus, sufficient to check (50). Note also that a single-input–single-output formulation is used in this paper. Velocity-
dependent uncertainties \( \Delta_{v1} \) and \( \Delta_{v2} \) are evaluated along with the \( \Delta_m \) computation based on the grid method mentioned earlier to obtain the \( 1/\Delta_l \) and \( \bar{T} \) magnitude frequency responses in Fig. 8. Stability is guaranteed since inequality (50) is satisfied.

V. ROBUST STEERING MODEL REGULATOR DESIGN

Similar to the approach in [25], a parameter space design based on satisfying the robust performance requirement

\[
\|W_S S\| + \|W_T T\|_{\infty} < 1
\]

(52)
or equivalently satisfying

\[
\|W_S S\| + \|W_T T\| < 1 \quad \forall \omega
\]

(53)
is used here. See [16] and [25] for additional information on the parameter space approach to robust control and [27] for additional information on mapping mixed sensitivity performance bounds to controller parameter space for standard feedback control structure. The inverse of the sensitivity function weight is chosen as

\[
W^{-1}_S(s) = h_S \frac{s + \omega_S l_S}{s + \omega_S h_S}
\]

(54)
with \( l_S = 0.2 \) (i.e., less than 20% steady-state error) being the low-frequency sensitivity bound, \( h_S = 4 \) being the high-frequency sensitivity bound, and \( \omega_S = 15 \) rad/s being the approximate bandwidth of model regulation. The complementary sensitivity function weight is chosen as

\[
W_T(s) = h_T \frac{s + \omega_T l_T}{s + \omega_T h_T}
\]

(55)
where the low-frequency gain is \( l_T = 0.5 \), the high-frequency gain is \( h_T = 1.5 \) (corresponds to uncertainty of up to 150% at high frequencies), and the frequency of transition to significant model uncertainty is \( \omega_T = 120 \) rad/s. See [16] for additional information on weight selection.

The robust steering controller design approach is based on mapping frequency-domain constraint (53) with weights given in (54) and (55) into the plane of chosen controller parameters \( \tau_n \) and \( \tau_Q \). The solution procedure that is used is explained first before presenting the results. See [16] and [25] (and references therein) for additional information on mapping frequency-domain bounds like (53) into a chosen parameter plane. Mixed
The sensitivity problem (53) can also be expressed in the limit as the equality
\[ |W_s| + |W_T L| = |1 + L| \quad \forall \omega \]  
which is called the point condition at each frequency. The idea is to solve (57) frequency at a time for a sufficient number of frequencies to determine regions of \( \tau_n \) and \( \tau_Q \) values in the \( \tau_n - \tau_Q \) plane that satisfy it. The point condition is graphically illustrated in Fig. 9.

A circle with origin at \(-1\) and a radius equal to \(|W_s(\omega)|\) at a specific frequency \(\omega\) is drawn first. Loop gain \(L(j\omega)\) at the same frequency is shown as vector \(L\) with magnitude \(|L|\) and angle \(\theta_L\) in Fig. 9 and is given by
\[ L(j\omega) = |L| e^{j\theta_L}. \]  
A second circle with origin at \(L(j\omega)\) and with a radius equal to \(|W_T(\omega)L(j\omega)|\) for specific frequency \(\omega\) being considered is drawn next.

Fig. 10. Solution region in the parameter space for each of the operating points.
The vector shown as $1 + L$ originating at $-1$ and ending at $L$ in Fig. 9 should be greater in length than $|W_S| + |W_T L|$ to satisfy the inequality version of the point condition of (56). The touching of the tip of the peripheries of the two circles in Fig. 9 corresponds to the limit of achieving condition (56). This point condition needs to be solved at each frequency to find the controller parameter pairs that satisfy it. Solving and graphically intersecting the solution regions for a sufficiently large number of frequencies result in the controller parameter space where nominal performance is satisfied.

A graphical solution for $|L|$ using the cosine rule in Fig. 9 results in

$$|L| = \frac{-\cos \theta_L + |W_S||W_T| \pm \sqrt{\text{Disc}}}{1 - |W_T|^2}$$  (58)

where

$$\text{Disc} = 1 + \cos^2 \theta_L - 2|W_S||W_T| \cos \theta_L + |W_S|^2 + |W_T|^2.$$  (59)

The first part of the solution procedure for loop gain $L$ is the formation of a grid of $\theta_L$ in $(0:2\pi)$ and then solving (58) for $|L|$ and computing $L = |L(e^{j\theta_L})|$. Then, $L$ is expressed in terms of a fictitious controller $K$ as follows:

$$L = K G_{r \delta_j} = (K_R + j K_I) G_{r \delta_j}.$$  (60)

Solving (60) for the real and imaginary parts $K_R$ and $K_I$ of the fictitious controller $K$ and then solving

$$K_R + j K_I = \frac{G_{sa} Q}{G_n (1 - G_{sa} Q)}$$

$$= \frac{G_{sa}(j\omega)[\tau_n \omega + 1]}{K_n(v) [\tau_Q \omega + 1 - G_{sa}(j\omega)]}$$  (61)

for $\tau_n$ and $\tau_Q$ while assuming $G_{sa} = 1$ result in

$$\tau_n = -\frac{K_R}{K_I \omega}$$  (62)

$$\tau_Q = -\frac{1}{K_n(v) K_I \omega}$$  (63)

which is the final step in the solution. Determination of explicit formulas like (62) and (63) makes programming for parameter plane solution region computation easier, and the computation program written for it runs quite fast.

As part of a multiobjective approach, this solution procedure is repeated for all six of the marked operating conditions in Fig. 4. The solution region for each of the six operating conditions can be seen in Fig. 10. An interactive MATLAB program with a graphical user interface was prepared by the authors for determining parameter space regions corresponding to chosen frequency-domain criteria. The controller parameters are chosen as $\tau_n = 0.15$ s and $\tau_Q = 0.02$ s and correspond to a point within the solution regions for all six operating points. These controller parameters were used in all of the simulations reported in this paper. The $|W_S S| + |W_T T|$ frequency-domain plot for all six operating points in Fig. 4 and with the chosen controller parameters is shown in Fig. 11 as a function of frequency. The six different curves in this plot correspond to the six different operating points in Fig. 4. It is clear from this figure that constraint (53) is satisfied at each of the different operating points in Fig. 4 and for the chosen controller parameters, as none of the plots touch the 0-dB ($|W_S S| + |W_T T| = 1$) line.

The point condition solution procedure explained above is outlined below.

A1) Choose a specific $\omega$ value. $|W_S(\omega)|$, $|W_T(\omega)|$, and $G_{r \delta}(j\omega)$ at frequency $\omega$ are all known at this point.

A2) Let $\theta_L \in [0 : 2\pi]$. Evaluate Disc using (59), and select the active range of $\theta_L$, where Disc $\geq 0$ is satisfied. For all values of $\theta_L$ in the active range

A2a) Evaluate $|L|$ using (58). Keep only the positive solutions (since $|L|$ cannot be negative).

A2b) Evaluate $L = |L(e^{j\theta_L})|$

A2c) Solve for the corresponding fictitious controller real and imaginary parts $K_R$ and $K_I$ in (60).

A2d) Substitute for $K_R$ and $K_I$ into the right-hand sides of (62) and (63), and solve for $\tau_n$ and $\tau_Q$.

A3) Plot the closed curve of $\tau_n$ versus $\tau_Q$ values (for all active $\theta_L$ values in A2). Either the inside or the outside of this curve is a solution of (56) at chosen frequency $\omega$. The region that is obtained is the point condition solution in the chosen controller parameter plane at the frequency chosen in step A1.

A4) Go back to step A1, and repeat the procedure at a different frequency.

A5) Plot the intersection of all point condition solutions for all frequencies considered. This is the overall solution region for robust performance.

The parameter space design used guarantees the global stability of the control structure, and the linear model used as the controller parameter space solution regions presented in Fig. 10 also includes Hurwitz stability. Global stability analysis with the full-vehicle model is not attempted, as the full-vehicle model is highly nonlinear. The actual vehicle is even more nonlinear with actuator saturation. Therefore, global stability analysis for the full-vehicle model is not practically meaningful.
VI. SIMULATION STUDY

The simulations for step steering inputs for the linear single-track model and the nonlinear full-vehicle model are given for normal and extreme maneuvering conditions in Fig. 12. The dashed lines show the response of the linear single-track model, and the solid lines show the response of the full-vehicle model. The simulation results shown are for all six of the operating points in Fig. 4. Three different front steering-wheel angles are used for each of the operating points. Some observations based on the results in Fig. 12 are as follows: 1) For small steering angles, linear single-track and full-vehicle model responses are similar, and 2) the steering angle beyond which differences between the two model responses start is smaller for a higher vehicle speed and a lower road–tire friction coefficient. For small steering-wheel angles, the full-vehicle model is seen to behave very much like the linear single-track model. However, it is also seen in the simulations in Fig. 12 that, for each operating point,
there exists a steering-wheel angle for which the full-vehicle model yaw rate output starts to significantly differ from the yaw rate output provided by the linear single-track model. The former condition where the linear single-track model and the nonlinear full-vehicle model yield approximately the same output is referred as a normal steering condition in this paper. In this sense, since the driver is used to the linear dynamics for normal driving conditions, we call the maneuvers with unexpected yaw rate outputs as extreme. For such maneuvers, the driver experiences the unexpected nonlinear dynamics of the vehicle.

A simulation study with the controlled and uncontrolled full-vehicle model was performed next to assess the time-domain performance that is achieved by the incorporation of the model regulator-based steering controller. Steering-wheel and yaw disturbance step inputs are the two simulation maneuvers that were investigated. Simulation results shown in Figs. 13 and 14 demonstrate the achievement of good steering command tracking and excellent disturbance rejection, respectively, at all six operating points. Model regulator steering controlled yaw rate responses in Fig. 13 are very close to the desired linear
Fig. 14. Simulation results for yaw moment disturbance input. (Continuous green line) Controlled. (Dash-dotted blue line) Uncontrolled.

single-track model responses, whereas the uncontrolled steering responses are far off. The undesired yaw moment disturbance results in Fig. 14 show excellent disturbance rejection being achieved in the case of the model regulator steering controller. Steering angle input for each operating point was chosen to be the extreme maneuver as described above, and a yaw moment disturbance of 800 N \cdot m was used in the simulations. The steer-by-wire actuator did not reach its saturation limits during the simulations. The controller output is also presented in Fig. 15 for different step steering inputs operating in $v = 30 \text{ m/s}$ and $\mu = 0.5$. The controller response imposing linear dynamics to the vehicle can be observed from this figure.

The simulation response with a desired velocity profile linearly ranging from 10 to 50 m/s displayed in Fig. 16 is used to evaluate the gain scheduling feature of the model regulator type steering controller presented in this paper. In this simulation, a step steering input (starting at 4 s) followed by a step yaw torque

Fig. 15. Controller output for $v = 30 \text{ m/s}$, $\mu = 0.5$. (Continuous blue line) Controller output. (Dash-dotted green line) Driver steering input. $\delta$ is the front-wheel steering angle (in degrees).
disturbance input (starting at 9 s) are imparted to the system during its speedup phase. The results in Fig. 16 demonstrate good command following and excellent disturbance rejection (look at the responses around 9 s) during this variable velocity maneuver. The dynamics of the uncontrolled vehicle under the same inputs is shown in the figure as well, indicating the enhanced yaw dynamics.

The controller design process was based on the linearized tire dynamics; however, in the extreme maneuvering case, tires generally operate in the nonlinear region. For a step $2^\circ$ steering input when the longitudinal velocity is 30 m/s and the friction coefficient is 0.5, the sideslip angle and the lateral tire force for one of the front wheels are shown in Fig. 17. Looking at the sideslip angle variation, one can observe that the tire dynamics gets close to its nonlinear region, where the lateral tire force starts to saturate. Note that the Dugoff tire model that is used in the simulations includes the coupling between the lateral and longitudinal tire forces and tire force saturation. The limit of the proposed steering controller will be reached at high sideslip values, which reduce the maximum available lateral force. Note that steering control will not work very effectively for yaw stabilization when the lateral tire force saturates. Combined differential braking plus steering control will be more effective in that case.

The simulation results demonstrate that the model regulator-based steering controller follows the desired yaw rate behavior even under extreme driving conditions, as seen in Fig. 13. The simulations also reflect the excellent disturbance rejection property of this controller, as seen in Fig. 14. Finally, it is also indicated by the simulations that the velocity-scheduled controller appropriately works for varying velocity, as seen in Fig. 16.

Fig. 16. Simulation results for linearly varying vehicle speed.

Fig. 17. Sideslip angle and tire force plots for step steering input $v = 30$ m/s, and $\mu = 0.5$. 
VII. HARDWARE-IN-THE-LOOP SIMULATION SETUP

To better demonstrate the performance and the effectiveness of the proposed controller, a real-time hardware-in-the-loop simulation setup, including a human driver, was prepared. Similar hardware-in-the-loop simulation systems that are used to evaluate vehicle stability control-system performance are available in [28] and [29]. The architecture of the setup that is developed and used here is displayed in Fig. 18, and a photograph of the setup is presented in Fig. 19. In the hardware-in-the-loop test setup, the full-vehicle model ran on a dSpace DS 1103 simulator system, whereas the controller was implemented on an xPC Target Box. The communication between the controller (xPC Targetbox) and the vehicle (DS 1103) was carried out using the controller area network (CAN) bus, which is the actual bus from which the electronic control unit obtains sensory information in currently available vehicle control systems. The yaw rate sensor data, the steering input of the driver, and the vehicle speed can be acquired by the controller, and the steering actuation command can be sent to the vehicle dynamics simulator over this CAN bus.

The driver is connected to the vehicle dynamics simulator with a driver steering wheel, the pedal inputs, and a stick shift for the transmission input. All these inputs were mechanically implemented and electronically provide the sensory outputs through either analog or digital outputs. These driver inputs are connected to the dSpace DS 1103 unit through its analog and digital channels that directly connect them to the vehicle model. The visualization for the driver is handled using the dSpace Motion Desk software. Using this software, 3-D simulation of the environment was easily implemented and was displayed on the liquid crystal display screen in front of the driver. An approximately 30-km stretch of a real road in Istanbul with highway and inner city parts is also being adapted for this simulator.

In the proposed control system, the driver inputs the steering-wheel command to the vehicle simulator. This command first flows into the vehicle simulator, and then, it is made available on the CAN bus. This operation corresponds to the simulation of a steering-wheel sensor. The control system acquires this steering-wheel input together with the yaw rate and vehicle speed data from the CAN bus and transmits the actual steering input to the actuator. The steering actuator command is acquired by the vehicle simulator, and the vehicle dynamics is simulated according to the actuator inputs. Finally, the vehicle dynamics simulator outputs the required data for visualization, and the vehicle is visualized together with the environment for the driver, placing him/her in the loop. This simulation forms a loop, including the controller hardware, the driver, and the vehicle. To demonstrate the effectiveness of the controller, the results of a hardware-in-the-loop test run are given in Fig. 20. Four different tests are presented in this figure. The controlled vehicle dynamics is observed to track the desired dynamics in the simulations. The same steering-wheel input was applied to an uncontrolled vehicle, and the results were provided in the same figure. The nonlinear dynamic effects, which the driver does not expect during these maneuvers, are obvious.

The vehicle yaw stability was shown to be enhanced, and the handling qualities were shown to be improved by the use of the model regulator steering controller of this paper in the hardware-in-the-loop tests. Simulations were carried out with controlled and uncontrolled vehicles, and the effect of the maneuvers used on the driver was observed. Throughout the simulations, the dynamics of the vehicle tracked the desired
dynamics well. Since these dynamics were the linear dynamics that the driver is used to under normal steering conditions, several extreme maneuvers were easily performed by the driver that improved the vehicle-handling qualities under extreme conditions.

With this hardware-in-the-loop simulation setup, other kinds of vehicle control systems can also be tested in real time, including a real driver in the loop. The hardware-in-the-loop simulation setup is able to demonstrate the control system performance and give indications on vehicle-handling qualities when used with experienced drivers. Although some control systems may tend to impose much better control over the vehicle dynamics and provide safer operation, they may significantly reduce the vehicle’s handling qualities. This is an important disadvantage for the end user. Testing of the vehicle-handling quality for control systems involving inputs from the driver is essential. These kinds of control systems include ABS systems as well as electronic stability program systems. Many engine and driveline control systems also interact with the driver and handling qualities.

VIII. Conclusion

The application of a robust model regulator design, based on mapping frequency-domain criteria to controller parameter space, to the vehicle yaw stability control problem has been presented here. The application of the mixed sensitivity-type specification to robust model regulator design has been shown to result in explicit formulas for the model regulator parameters to be tuned. A design based on this approach has been presented and evaluated using a nonlinear full-vehicle model. The gain scheduling feature of the steering model regulator used has also been tested in a variable velocity maneuver. The performance and the effectiveness of the controller have been shown in hardware-in-the-loop tests with a real driver in the loop. The hardware-in-the-loop tests provide useful insight on the effect of the control system on vehicle-handling qualities. It should be noted that the steering control that has been proposed here will not work properly when the lateral tire force saturates. In such cases, the steering controller should be combined with a differential braking controller for better operation. This will be the topic of future research. The hardware-in-the-loop simulation result of the control system with a real driver. (a) Double-lane change followed by a sharp turn. (b) Single-lane change followed by several fast turns. (c) Several lane change maneuvers. (d) Fast double-lane change followed by a sharp long turn.
simulation setup introduced in this paper can be used to test combined steering- and differential-braking-based yaw stability control systems.
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