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We provide a momentum space formulation for thermal emission from photonic crystals and corroborate Kirchhoff’s law for periodic structures. This formalism allows us to calculate the optical coherence in the far and near fields of photonic crystals. Calculations in the far field show that the exchange of momentum between a linear grating and the surface polaritons can significantly decrease the coherence length for the grating compared to that of a flat surface. Considerations in the near field of photonic crystals show that, unlike observations of flat surfaces, the electric energy density does not necessarily decrease as $1/z^2$ for a distance $z$ from the surface.
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I. INTRODUCTION

Control of thermal emission is essential for various applications including lighting, imaging, and heat-to-electrical conversion systems such as in thermophotovoltaics. Thermal emission can be dramatically modified when the heated objects are periodically structured on an optical length scale. In these structures, known as photonic crystals, optical diffraction leads to a modification of the photonic density of states. This affects the thermal emission.

A recent experimental study reported that thermal emission from a photonic crystal could exceed Planck’s blackbody limit. However, it was subsequently argued that this would violate the second law of thermodynamics. This argument assumed thermal equilibrium between the photonic crystal and the radiation field. Consequently, a potential explanation for the experiments was that they represented the effect of nonequilibrium processes. Out of equilibrium, the emission could potentially be higher than the black body.

A theoretical study dealt with a nonequilibrium thermal emission where a photonic crystal is emitting into vacuum. Specifically, the photonic crystal is not in equilibrium with the electromagnetic field but equilibrium is assumed to be achieved inside the material. In this case, predictions for the thermal flux are affected by the periodicity of the structure.

In this study, we provide a momentum space formulation within the framework of fluctuational electrodynamics for the proof of Kirchhoff’s law for periodic structures. The formalism can be extended to optical coherence. Using the formalism, we investigate the optical coherence in the far and near fields of a periodic structure. We also show that the behavior of the electric energy density in the near field of a photonic crystal is different from a flat surface. For example, at a distance $z$ from the surface, the electric energy density does not necessarily decrease as $1/z^2$ in the near field, as is the case for a flat surface.

II. CALCULATING GREEN’S DYADIC FROM THE TRANSFER MATRIX

In the formulation of fluctuational electrodynamics, we will use the Green’s dyadic which relates a point source to the resulting fields. Because many methods for calculating electromagnetic fields for periodic structures generate transmission and reflection coefficients, it is useful to obtain the Green’s dyadic in the far field. A matrix constructed from the optical coefficients for the plane waves is called the Green’s dyadic. In this section, we will find a relation between the Green’s dyadic and the transfer matrix.

Consider light thermally emitted into vacuum from a periodically structured film. For simplicity, we assume that the film is composed of nonmagnetic materials, lies in the $xy$ plane, and extends in $z$ from $-L$ to $0$. Due to the periodicity in the $xy$ plane, Bloch waves will be developed. Thus, the fields can be represented by the sum of the Bloch waves as

$$V(r,z,\omega) = \sum_{k} V_k(r_z,\omega),$$

where $V$ is a field, $r$ and $k$ are the position and the wave vector, and $\omega$ is the angular frequency. Note that $k$ lies in the first Brillouin zone and takes discrete values because the size of the structured film is finite in the $xy$ plane. The Bloch wave $V_k$ should satisfy the Bloch theorem

$$V_k(r+a_z,\omega) = V_k(r_z,\omega)e^{ik\cdot a_z},$$

where $a_z$ is the lattice vector in the $xy$ plane. If we expand the Bloch wave using the reciprocal-lattice vector $g_i$ as

$$V_k(r_z,\omega) = \sum_{g_i} \tilde{V}(k_i + g_i,\omega)e^{i(k_i + g_i\cdot r)},$$

the Bloch theorem [Eq. (2)] is satisfied because

$$e^{ik\cdot a_z} = 1.$$
\[ \tilde{V}(k_1 + g_{1}, z, \omega) = \frac{1}{S_{uc}} \int \frac{dV}{k_{1}} \tilde{V}(r_{1} + g_{1}, z, \omega) e^{-i(k_{1}r_{1})r_{1}}, \]

where \( S_{uc} \) stands for the two-dimensional unit cell in the \( xy \) plane and \( S_{uc} \) is the surface area of the unit cell. Substituting Eq. (3) into Eq. (1), we have

\[ V(r_{1}, z, \omega) = \sum_{k_{1}} \sum_{g_{1}} \tilde{V}(k_{1} + g_{1}, z, \omega) e^{i(k_{1}r_{1})r_{1}}. \]

Therefore \( \tilde{V} \) can also be obtained by the inverse Fourier transform of Eq. (6) as

\[ \tilde{V}(k_{1} + g_{1}, z, \omega) = \frac{1}{S} \int \frac{dV}{k_{1}} \tilde{V}(r_{1} + g_{1}, z, \omega) e^{-i(k_{1}r_{1})r_{1}}, \]

where \( S \) is the surface area of the film.

Consider the electric field in vacuum that results from the thermal fluctuations in the electric current \( j \) inside the structure. They are related to each other through the Green’s dyadic \( G \) as

\[ E_{j}(r_{1}, z, \omega) = i\omega\mu_{0} \int \frac{dV}{q} \int \frac{dz'}{J} \times G_{lm}(r_{1}r_{1}', z, \omega) j_{m}(r_{1}', z', \omega), \]

where the subscripts \( l, m = x, y, z \) and \( \mu_{0} \) is the permeability of free space. The Green’s dyadic \( G(r_{1}, r_{1}', z, \omega) \) relates the electric current at position \( r_{1}, z \) to the electric field at position \( r_{1}', z' \) at frequency \( \omega \). The Green’s dyadic is known to satisfy

\[ \tilde{G}(r_{1}, r_{1}', z, \omega) = \tilde{G}(r_{1}', r_{1}; z, \omega). \]  

Equation (9) is the consequence of the electromagnetic reciprocity theorem.17,20 This theorem roughly states that a fluctuating current and the electric field that it creates at a distant location can be interchanged without affecting their relationship. If we consider a point current in Eq. (8) and compare this to the relationship when the current and the field are interchanged, we can obtain Eq. (9) from the reciprocity theorem. Substituting Eq. (6) for \( V = j \) into Eq. (8) and the resulting equation into Eq. (7) for \( V = E \), we have

\[ \tilde{E}(k_{1} + g_{1}, z, \omega) = \sum_{k_{1}', j_{1}} \int \frac{dz'}{J} \times G_{lm}(k_{1} + g_{1}, k_{1}') j_{m}(k_{1}', z', \omega) + g_{1}'(z, \omega) \tilde{f}_{m}(k_{1}', g_{1}', z', \omega), \]

where

\[ G_{lm}(k_{1} + g_{1}, k_{1}', z, \omega) = \frac{i\omega\mu_{0}}{S} \int \frac{dV}{k_{1}} \int \frac{dz'}{J} \times G_{lm}(r_{1}r_{1}', z, \omega) e^{i(k_{1}r_{1})r_{1}} e^{i(k_{1}'r_{1})r_{1}'}. \]

In Eq. (10), \( \tilde{E} \) and \( \tilde{j} \) should have the same \( k_{1} \) because of the conservation of parallel momentum. Thus the Green’s dyadic satisfies

\[ G_{lm}(k_{1} + g_{1}, k_{1}', z, \omega) = G_{lm}(k_{1} + g_{1}, k_{1}', z, \omega) \delta_{k_{1}, k_{1}'}, \]

and Eq. (10) becomes

\[ \tilde{E}(k_{1} + g_{1}, z, \omega) = \sum_{g_{1}} \int \frac{dz'}{J} \times G_{lm}(k_{1} + g_{1}, \tilde{k}_{1}) + g_{1}'(z, \omega) \tilde{f}_{m}(k_{1} + g_{1}, \tilde{k}_{1}', z'), \]

The Green’s dyadic \( \tilde{G}(k_{1} + g_{1}, k_{1}', z, \omega) \) relates the electric current component of parallel wave vector \( k_{1} + g_{1}' \) at the \( z = z' \) plane to the electric field component of parallel wave vector \( k_{1} + g_{1} \) at the \( z = z' \) plane at frequency \( \omega \). Taking the transpose of Eq. (11) and using Eqs. (9) and (12), we have

\[ \tilde{G}(k_{1} + g_{1}, k_{1}', z, \omega) = \tilde{G}(-k_{1} - g_{1}', -k_{1} - g_{1}; z, \omega). \]

\( G(r_{1}, r_{1}', z, \omega) \) can be expressed by taking the Fourier transform of Eq. (11) and using Eq. (14) as

\[ G_{lm}(r_{1}, r_{1}', z, \omega) = \frac{1}{i\omega\mu_{0}S} \sum_{k_{1}} \sum_{g_{1}} \sum_{g_{1}'} G_{lm}(-k_{1} - g_{1}', -k_{1} - g_{1}; z, \omega) \times e^{i(k_{1}r_{1})r_{1}} e^{i(k_{1}'r_{1})r_{1}'}, \]

To consider the polarization property of thermal emission, we define \( s - p \) polarization unit vectors as

\[ \hat{s}_{q_{1}, z} = \hat{q}_{1} \times \hat{z}, \]

\[ \hat{p}_{q_{1}, z} = \frac{q_{1}}{\omega} k_{z,c,q_{1}, z} q_{1} + |q_{1}| \hat{z}, \]

where \( q_{1} = k_{1} + g_{1}, \hat{q}_{1} = q_{1} / |q_{1}| \), and + and − indicate whether the light is propagating or evanescent in the \( +z \) and \( -z \) directions, respectively. In Eq. (16), \( k_{z,c} \) is the \( z \) component of the wave vector in vacuum and is obtained by

\[ k_{z,c}(k_{1} + g_{1}, \omega) = \sqrt{\omega^{2} / c^{2} - |k_{1} + g_{1}|^{2}}, \]

and \( k_{z,c} \) is taken such that its imaginary part is positive but, if the imaginary part vanishes, the real part is non-negative. This sign convention is chosen to ensure that the wave is propagating or evanescent in the \( \pm z \) direction for the \( \pm \) sign in Eq. (16).

To relate the Green’s dyadic to the transfer matrix, consider an electric field in vacuum at the \( z > 0 \) plane generated by a current at the same plane. This electric field incident on the structure is

\[ d\tilde{E}_{inc}(k_{1} - g_{1}, z, \omega) = -\frac{\omega\mu_{0}}{2k_{z,c}(k_{1} + g_{1}, \omega)} \times \sum_{q_{1}} \hat{s}_{k_{1} - g_{1}, q_{1}, z} \hat{p}_{k_{1} - g_{1}, q_{1}, z} \tilde{f}_{m}(k_{1} - g_{1}, \omega) d\tau, \]
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where the subscript \( \text{inc} \) denotes incident light and \( \vec{\alpha}=\vec{\varepsilon}_r \) or \( \hat{p}_\perp \). The electric field at a different plane \( z'<0 \) with parallel wave vector \(-k_y-g'_y\) resulting from the incident wave is expressed in terms of the transfer matrix \( M \) by

\[
dE(+k_y-g'_y, z'; \omega) = \sum_{g_i} M_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) \times dE_{\text{inc},g}(+k_y-g_i, z, \omega).
\]

(19)

Plugging Eq. (18) into Eq. (19) and comparing the resulting equation with

\[
dE(+k_y-g'_y, z'; \omega) = \sum_{g_i} G_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) \times \int dE_{\text{inc},g}(+k_y-g_i, z, \omega) dz,
\]

(20)

we obtain

\[
G_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) = \frac{i \omega \mu_0}{2k}\epsilon_{g_i}(+k_y-g_i, \omega) \times \sum_{g} M_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) \hat{\alpha}_{-k_y-g_i} \hat{\alpha}_{-k_y-g'_i}.
\]

(21)

where \( M_{g_i}^{\alpha} \) is defined by

\[
M_{g_i}^{\alpha}(+k_y-g'_y, -k_y-g_i; z', \omega) = \sum_{g} M_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) \hat{\alpha}_{-k_y-g_i} \hat{\alpha}_{-k_y-g'_i}.
\]

(22)

\( M^{\alpha}(-k_y-g'_y, -k_y-g_i; z', \omega) \) can be viewed as the electric field of the parallel wave vector \(-k_y-g'_y\) at \( z=z' \) resulting from the \( \alpha \)-polarized electric current of unit amplitude and the parallel wave vector \(-k_y-g_i\) at \( z=z' \) and frequency \( \omega \). Substituting Eq. (21) into Eq. (15), we obtain

\[
G_{g_i}(r, r'; z, \omega) = \sum_{\alpha} \sum_{g_i} \sum_{g_i} \int dE_{\text{inc},g_i}(r, \omega) \times M^{\alpha}_{g_i}(+k_y-g'_y, -k_y-g_i; z', \omega) \times \epsilon^{i(k_y+g_i)z}\hat{r}_i.
\]

(23)

Hence, we can find the real-space Green’s dyadic from the transfer matrix using Eq. (23). The Green’s dyadic will now be used to derive Kirchhoff’s law (Sec. III) and to calculate the field correlations (Sec. IV).

### III. Kirchhoff’s Law for Photonic Crystals

Kirchhoff’s law is derived with the assumption that both (1) the length of the object and (2) the distance from the object is much larger than the wavelength. The first condition is imposed in order to use geometric optics and the second to exclude near fields where evanescent waves exist. As the two assumptions break down, interesting phenomena that do not necessarily obey Kirchhoff’s law can be expected. Here, we modify the first assumption by considering periodic structures whose structural components are comparable to or less than the wavelength in size but whose overall dimension is much larger than the wavelength. The second assumption of the far field is still imposed. In this case, Kirchhoff’s law is obeyed as will be shown below.

A Fourier component of the electric field in vacuum above the structure \( (z>0) \) can be expressed in terms of the field at the surface \( (z=0) \) by

\[
\vec{E}(k_x+g_i, z, \omega) = \vec{E}(k_x+g_i, 0, \omega) e^{i(k_x+g_i)z}.
\]

(24)

Substituting Eq. (24) into Eq. (6) with \( V=E \) and using the method of stationary phase, we can obtain the far field form of the electric field as

\[
E(r, z, \omega) \rightarrow \frac{S}{2\pi i} \frac{\omega}{c} \cos \theta \frac{e^{iuc/r}}{r} \vec{E}(\vec{k}, 0, \omega),
\]

(25)

where \( r=|r-z\vec{r}| \), \( \vec{k} = \frac{\vec{r}}{r} \) is the wave vector parallel to the film surface, and \( \theta \) is the angle between the propagation direction and the \( z \) axis. Note that \( \vec{k} \) is for the propagating wave and its magnitude is always less than or equal to \( \omega/c \).

To take the polarization into account, we define the polarization-dependent Green’s dyadic \( G^{\alpha \beta} \) \( (\alpha=s \text{ or } p) \) as

\[
\vec{G}^{\alpha \beta}(\vec{k}, k_x+g_i, 0, z', \omega) = \hat{\alpha}_s \cdot \vec{G}(\vec{k}, k_x+g_i, 0, z', \omega)
\]

and

\[
\vec{G}^{\alpha \beta}(-k_x-g_i, -k_x-g_i; 0, \omega) = \hat{\alpha}_s \cdot \vec{G}(\vec{k}, -k_x-g_i, -k_x-g_i; 0, \omega).
\]

(26)

where \( \hat{\alpha}_s \hat{\alpha}_s = \hat{\alpha}_{s+} = \hat{\alpha}_{s+} \hat{\alpha}_{s+} \) with \( \hat{\alpha} = \hat{s} \) or \( \hat{p} \) and using the same notation as in Eq. (16). The Fourier component of the electric field of the \( \alpha \)-polarized wave going in the \( \pm z \) direction at \( z=0 \) is obtained as

\[
\vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) = \hat{\alpha}_s \cdot \vec{E}(\vec{k}, 0, \omega).
\]

(27)

From Eqs. (7), (13), (26), and (27) letting \( k_x+g_i = \vec{k} \), we obtain \( \vec{E}^{\alpha \beta} \) using the inverse Fourier transform of \( \vec{f} \) as

\[
\vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) = \frac{1}{S} \sum_{g_i} \int_{-L}^{L} dr'_z \int_{S}^{\infty} d\varepsilon' \varepsilon' \eta(k_x+g_i) \eta(g_i') \hat{r}_i' \times G^{\alpha \beta}(\vec{k}, k_x+g_i, 0, z', \omega) f_{g_i'}(r, z', \omega).
\]

(28)

The ensemble average of \( \vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) \cdot \vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) \) is obtained from Eq. (28) as

\[
\langle \vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) \cdot \vec{E}^{\alpha \beta}(\vec{k}, 0, \omega) \rangle = \frac{\omega}{\pi \vec{\varepsilon}_0} \delta(\omega - \omega') \sum_{g_i, g_i} \int_{-L}^{L} dz' \hat{f}(g_i - g_i', z', \omega) \times G^{\alpha \beta}(\vec{k}, k_x+g_i, 0, z', \omega) G^{\alpha \beta}(\vec{k}, k_x+g_i, 0, z', \omega).
\]

(29)

where \( \vec{\varepsilon}_0 \) is the permittivity of free space and
\[ \tilde{f}(g''_r - g'_r, z', \omega) = \frac{1}{S} \int dr'_r e^{i(g''_r - g'_r)r'_r} e^{i(f'_r - f'_r, z', \omega)} \times \frac{\hbar \omega}{e^{\hbar \omega/kT(r'_r, z') - 1}.} \quad (30) \]

\( \tilde{f} \) is the Fourier transform of a function \( f(r'_r, z', \omega) = e^{i(f'_r, z', \omega)} \Theta(k, T(r'_r, z')) \). Here \( f \) is assumed to be periodic in the \( xy \) plane. In Eq. (30), the two integrations can be done for a unit cell without changing the results, so that the calculation of \( \tilde{f} \) becomes simple. Note that the integration is evaluated only over the material portion because \( \varepsilon_i = 0 \) in vacuum. In deriving Eq. (29), we used the fluctuation-dissipation theorem assuming local equilibrium\(^1\)

\[ \langle j_{\alpha}^*(r'_r, z', \omega) \rangle \delta(\omega - \omega') = \frac{2}{\mu_0 c} \langle E_{\alpha}^{\text{inc}}(r'_r, z, \omega) \cdot E_{\alpha}(r'_r, z, \omega') \rangle. \quad (32) \]

The emission rate of \( \alpha \)-polarized light per unit solid angle per unit frequency per unit area in the far field is

\[ \mathcal{P}^{\alpha\alpha}(\mathbf{k}, \omega) = \frac{\omega^3 \cos \theta \varepsilon_0 \sum k \mu_0 c^3 \int_0^L \delta(z') \tilde{f}(g''_r - g'_r, z', \omega) \times G^\alpha_{lm}(\mathbf{k}, k + g'_r, z', \omega) G^\alpha_{lm}(\mathbf{k}, k + g'_r, 0, z', \omega). \quad (34) \]

Now, as in Kirchhoff’s law, we wish to relate the emission rate to the parameters in the absorption process. For this, we use the electrodynamic reciprocity theorem Eq. (14) for \( k + g'_r = \mathbf{k} \) and \( z = 0 \). We premultiply \( \mathbf{a} \) with Eq. (14) and use Eq. (26) to find the relation for polarization \( \alpha \) as

\[ \tilde{G}^{\alpha\alpha}(\mathbf{k}, k + g'_r, z', \omega) = \tilde{G}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', \omega). \quad (35) \]

Substituting Eq. (35) into Eq. (34), we have

\[ \mathcal{P}^{\alpha\alpha}(\mathbf{k}, \omega) = \frac{\omega^3 \cos \theta \varepsilon_0 \sum k \mu_0 c^3 \int_0^L \delta(z') \tilde{f}(g''_r - g'_r, z', \omega) \times G^\alpha_{lm}(\mathbf{k}, k + g'_r, z', \omega) \times G^\alpha_{lm}(\mathbf{k}, k - g'_r, -\mathbf{k}, z', 0; \omega) \times G^\alpha_{lm}(\mathbf{k}, k - g'_r, -\mathbf{k}, z', 0; \omega). \quad (36) \]

In calculating this emission rate, we may use the Green’s dyadic in Eq. (21). Postmultiplying \( \tilde{\mathbf{a}} \tilde{\mathbf{a}} \) with Eq. (21) for \( k + g'_r = \mathbf{k} \) and \( z = 0 \), and using Eq. (26) and the orthogonality for different polarizations defined in Eq. (16), we obtain the relation

\[ \tilde{G}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega) = -\frac{e \varepsilon_0 c}{2 \cos \theta} \tilde{M}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega). \quad (37) \]

where we used \( k_{z, \omega}(\mathbf{k}, \omega) = \frac{\omega}{c} \cos \theta \). Plugging Eq. (37) into Eq. (36), we find that

\[ \mathcal{P}^{\alpha\alpha}(\mathbf{k}, \omega) = \frac{\omega^3 \cos \theta \varepsilon_0 \sum k \mu_0 c^3 \int_0^L \delta(z') \tilde{f}(g''_r - g'_r, z', \omega) \times \tilde{M}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega) \times \tilde{M}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega). \quad (38) \]

Hence the emission rate can be calculated using the transfer matrices.

By expressing transfer matrices in terms of the electric fields, the physics becomes clearer. Similarly to Eq. (19), the electric field at a plane \( z = z' < 0 \) with parallel wave vector \( -k + g'_r \) resulting from the incident wave of polarization \( \alpha \) and parallel wave vector \( \mathbf{k} \) is

\[ d\tilde{E}^{\alpha}(0, z) = \tilde{M}^{\alpha\alpha\alpha}(0, -\mathbf{k}, 0, z; \omega) \quad \tilde{M}^{\alpha\alpha\alpha}(0, -\mathbf{k}, 0, 0; \omega) \cdot d\tilde{E}^{\alpha}(0, 0, 0). \quad (39) \]

In Eq. (39) and the following, the brackets in the subscript or superscript are used to describe the incident light that leads to a quantity inside the film, in this case \( d\tilde{E} \). The subscripts indicate the parallel wave vector of the incident light on the film at \( z = 0 \). The superscripts indicate the polarization and the propagation direction of the incident light. For example, the electric field \( \tilde{E}^{\alpha}(0, 0, 0) \) in Eq. (39) results from the incident light that is \( \alpha \) polarized, propagating downward, and having parallel wave vector \( -\mathbf{k} \). Using Eq. (39), we obtain the transfer matrix as

\[ \tilde{M}^{\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega) = \tilde{M}^{\alpha\alpha\alpha}(k - g'_r, -\mathbf{k}, z', 0; \omega) \tilde{E}^{\alpha\alpha\alpha}(k - \mathbf{k}, 0, z; \omega) \tilde{E}^{\alpha\alpha\alpha}(\mathbf{k}, 0, 0; \omega). \quad (40) \]

Inserting Eqs. (30) and (40) into Eq. (38) and using [see Eq. (3)]
where we suppressed the subscript inc on $\mathbf{E}^{\text{inc}}$. In Eqs. (41) and (42), the electric field $E^{(\text{inc})}_{-k_0}(r_{11}, z')$, has a parallel wave vector $-k_0$ in the first Brillouin zone and results from $\alpha$-polarized light with parallel wave vector $-\mathbf{k}$ incident on the $z=0$ plane. Because we assumed that the temperature distribution has the same periodicity as the structure, the integrations in Eq. (42) can be performed over a surface unit cell. Then Eq. (42) can be written as

$$\mathcal{P}^{\alpha}(\mathbf{k}, \omega) = \frac{\hbar \omega^4}{8 \pi^2 c^2 \cos \theta} \int_{-L}^{0} dz' \int_{0}^{1} dr' \times \frac{e_{s}(r_{11}, z', \omega)}{e_{\text{inc}}(r_{11}, z', \omega)} \left| \mathbf{E}^{\text{inc}}_{-k_0}(r_{11}, z', \omega) \right|^2,$$

(43)

where $Q^{\alpha}_{(-k_0)}$ is the local absorption rate per unit volume when the film is irradiated with $\alpha$-polarized light of unit intensity with parallel wave vector $-\mathbf{k}$ incident on the $z=0$ plane. This absorption rate is given by

$$Q^{\alpha}_{(-k_0)}(r_{11}, z', \omega) = \frac{\omega}{c} e_{s}(r_{11}, z', \omega) \left| \mathbf{E}^{\text{inc}}_{-k_0}(r_{11}, z', \omega) \right|^2 / \left| \mathbf{E}^{\text{inc}}_{-\mathbf{k},0}(\mathbf{k}, 0, \omega) \right|^2.$$

(44)

Finally, $\mathcal{P}_{BB}^{\alpha}$ is the black-body radiation intensity for $\alpha$-polarized light given by

$$\mathcal{P}_{BB}^{\alpha}(r_{11}, z', \omega) = \frac{\hbar \omega}{8 \pi^2 c^2} \frac{e_{\text{inc}}(r_{11}, z', \omega)}{e_{\text{inc}}(r_{11}, z', \omega)}.$$

(45)

Equation (43) is the same as the Eq. (1) of Ref. 24 except for slight changes in notation. When the temperature is uniform, $\mathcal{P}_{BB}^{\alpha}$ is independent of the position and Eq. (43) becomes

$$\mathcal{P}^{\alpha}(\mathbf{k}, \omega) = A^{\alpha}(\mathbf{k}, \omega) \mathcal{P}_{BB}^{\alpha}(r_{11}, z', \omega),$$

(46)

where $A^{\alpha}(\mathbf{k}, \omega)$ is the absorptivity for an $\alpha$-polarized incident wave given by

$$A^{(\text{inc})}_{\alpha}(\mathbf{k}, \omega) = \frac{1}{S_{uc} \cos \theta} \int_{-L}^{0} dz' \int_{0}^{1} dr' Q^{\alpha}_{(-k_0)}(r_{11}, z', \omega).$$

(47)

Equation (46) is Kirchhoff’s law for a periodically structured object with an arbitrary length scale. Thus, we proved that the Kirchhoff’s law is obeyed for photonic crystal films if local equilibrium is assumed.

**IV. OPTICAL COHESION FOR PHOTONIC CRYSTALS**

The correlation between the electric fields of a given frequency at two different points is represented by the electric cross-spectral density tensor $W^{(\text{e})}_{lm}(r_{11}, r_{22}, \omega)$ defined by

$$\langle \mathbf{E}(r_{11}, \omega) \mathbf{E}(r_{22}, \omega) \rangle = W^{(\text{e})}_{lm}(r_{11}, r_{22}, \omega) \delta(\omega - \omega').$$

(48)

This can be obtained from Eqs. (8), (31), and (48) as

$$W^{(\text{e})}_{lm}(r_{11}, r_{22}; z_{1}, z_{2}; \omega) = \frac{\omega}{\pi} \mathcal{P}_{BB}^{\alpha}(r_{11}, z_{1}, z_{2}, \omega) \times \left| \mathbf{E}^{\text{inc}}_{-\mathbf{k},0}(\mathbf{k}, 0, \omega) \right|^2,$$

(49)

In Eq. (49), we assumed local equilibrium for nonuniform temperatures because the fluctuation-dissipation theorem was used. This is in general justified for high-vacuum conditions. The calculation of $W^{(\text{e})}_{lm}$ for an arbitrary temperature distribution is formidable because of the integration in Eq. (49). However, if $f(r_{11}, z', \omega) = e_{s}(r_{11}, z', \omega) \Theta(\omega) \mathbf{T}(r_{11}, z')$ is periodic in the $xy$ plane, the calculation is simplified using Eq. (30). In this case, $f$ can be expanded in a Fourier series as

$$f(r_{11}, z', \omega) = \sum_{s_{i}} \tilde{f}(g_{s_{i}}(z')) e^{i g_{s_{i}} r_{11}}.$$

(50)

Substituting Eq. (50) into Eq. (49) and using Eq. (23), we obtain

$$W^{(\text{e})}_{lm}(r_{11}, r_{22}; z_{1}, z_{2}; \omega) = \frac{\omega}{\pi} \mathcal{P}_{BB}^{\alpha}(r_{11}, z_{1}, z_{2}, \omega) \times \left| \mathbf{E}^{\text{inc}}_{-\mathbf{k},0}(\mathbf{k}, 0, \omega) \right|^2,$$

(51)

where $\beta$ is the polarization defined similarly to $\alpha$ and we used

$$\hat{M}(\mathbf{k} - g_{s_{i}}', \mathbf{k} - g_{s_{i}}; z', \omega) = \hat{M}(\mathbf{k} - g_{s_{i}}'; \mathbf{k} - g_{s_{i}}; z', 0; \omega) e^{i \mathbf{k} \cdot (\mathbf{k} - g_{s_{i}}; \omega)}$$

(52)

and

$$\sum_{s_{i}} \tilde{f}(g_{s_{i}}(z')) \delta_{g_{s_{i}}(k_{1})g_{s_{i}}(k_{2})} = \tilde{f}(g_{s_{i}} - g_{s_{i}}'; z') \delta_{g_{s_{i}}(k_{1})g_{s_{i}}(k_{2})}.$$

(53)

Thus the electric cross-spectral density tensor can be calculated from the knowledge of the transfer matrices using Eq. (51).
Now we wish to replace the transfer matrices by the electric fields as in the previous section. We replace $\mathbf{k}$ in Eqs. (40) and (41) by $k_{z} + q_{1z}$ and $k_{z} + q_{2z}$ and substitute the resulting equations into Eq. (51) to obtain

$$W_{m}^{(e)}(r_{1z}, r_{2z}, z_{1}, z_{2}; \omega) = \frac{\omega^{2} \mu_{0}}{\pi S^{2}} \int dr_{1} \int dz'$$

$$\times \sum_{n} \sum_{\alpha, \beta} k_{1z} g_{n1z}^{(e)}_{\alpha} e^{(\alpha_{1z} + q_{1z})_{\beta} (r_{1z}, z_{1}, \omega) \Theta_{\alpha, \beta} (r_{1z}, z_{1}, \omega)}$$

$$\times e^{-i(k_{2z} + q_{2z})_{\alpha} (r_{2z}, z_{2})} e^{-i(k_{1z} + q_{1z})_{\beta} (r_{1z}, z_{1})} e^{i(k_{2z} + q_{2z})_{\beta} (r_{2z}, z_{2})}$$

$$\times e^{-i(e_{\alpha}^{(\alpha_{1z} + q_{1z})_{\beta}} - k_{1z} + q_{1z})_{\alpha} (r_{1z}, z_{1})}$$

$$\times e^{-i(e_{\alpha}^{(\alpha_{2z} + q_{2z})_{\beta}} - k_{2z} + q_{2z})_{\alpha} (r_{2z}, z_{2})},$$

where we removed $\bar{J}$ using Eq. (30). Equation (54) is the general equation that describes the correlations of any two points over periodic structures with a periodic temperature distribution. The location of the two points can be in the near field where evanescent fields exist.

Often, we are interested in the coherence on a plane, that is, parallel to the surface of the film and in the far field. In this case, the coherence is related to the angular dependence of the thermal emission. We set $z_{1} = z_{2} = z$ and assume that $z$ is large such that $k_{z}z \gg 1$ for all $g_{i}$'s, where $k_{z}$ is the imaginary part of $k_{z}$. We also assume that the temperature is uniform and the wavelength is larger than the periodicity of the structure. For this wavelength, only zero-order reflections occur for an incident light. With these assumptions, Eq. (54) is reduced to

$$W_{m}^{(e)}(R_{m1}z, z, \omega) = \frac{\omega^{2} \mu_{0}}{\pi S S_{w}} \int dr_{1} \int dz'$$

$$\times \sum_{n} \sum_{\alpha, \beta} \frac{e^{(\alpha_{1z} + q_{1z})_{\beta} (r_{1z}, z, \omega) \Theta_{\alpha, \beta} (r_{1z}, z, \omega)}}{4 \cos^{2} \theta}$$

$$\times e^{-i(k_{2z} + q_{2z})_{\alpha} (r_{2z}, 0, \omega)} e^{i(k_{1z} + q_{1z})_{\beta} (r_{1z}, 0, \omega)}$$

$$\times e^{-i(e_{\alpha}^{(\alpha_{1z} + q_{1z})_{\beta}} - k_{1z} + q_{1z})_{\alpha} (r_{1z}, 0)}$$

$$\times e^{-i(e_{\alpha}^{(\alpha_{2z} + q_{2z})_{\beta}} - k_{2z} + q_{2z})_{\alpha} (r_{2z}, 0)},$$

where $R_{m1z} = r_{1z} - r_{2z}$, $|k_{1z}| \leq \omega / c$, and we used $k_{z} = (-k_{1z}, 0)$, $= \omega / c \cos \theta$. Note that $W_{m}^{(e)}$ depends only on the difference in the position in the $\theta$. The trace of $\tilde{W}^{(e)}$ in Eq. (55) becomes

$$\text{Tr} \tilde{W}^{(e)}(R_{m1z}, z, \omega) = \frac{\omega^{2} \mu_{0}}{\pi S S_{w}} \int dr_{1} \int dz' e^{(\alpha_{1z} + q_{1z})_{\beta} (r_{1z}, z, \omega) \Theta_{\alpha, \beta} (r_{1z}, z, \omega)}$$

$$\times \sum_{k_{1z}} \frac{e^{i(k_{1z} \cdot R_{m1z})}}{4 \cos^{2} \theta} |E^{(\alpha_{1z})}_{\alpha_{1z} \beta} (r_{1z}, z, \omega)|^{2},$$

where we used the fact that $\alpha_{1z} = \alpha_{1z}$. Using the absorption $A = \Sigma_{\alpha} A^{(\alpha_{1z})}/2$ defined in Eq. (47), Eq. (56) can be written as

$$\text{Tr} \tilde{W}^{(e)}(R_{m1z}, z, \omega) = \frac{c \mu_{0} \Theta(\omega, T)}{2 \pi S} \sum_{k_{1z}} \frac{A(-k_{1z}, \omega)}{\cos \theta} e^{i(k_{1z} \cdot R_{m1z})}.$$  (57)

Equation (57) indicates that, apart from a constant factor, the coherence function $\text{Tr} \tilde{W}^{(e)}$ is equal to the Fourier transform of $A / \cos \theta$. Conversely, the absorbance $A$ can be obtained in terms of the coherence function $\text{Tr} \tilde{W}^{(e)}$ by the inverse Fourier transform as

$$A(-k_{1z}, \omega) = \frac{2 \pi e \cos \theta}{c \mu_{0} \Theta(\omega, T)} \int dR_{m1z} \text{Tr} \tilde{W}^{(e)}(R_{m1z}, z, \omega)e^{-i(k_{1z} \cdot R_{m1z})}.$$  (58)

An analytical expression for $\text{Tr} \tilde{W}^{(e)}(R_{m1z}, z, \omega)$ is obtained for a black body. In Eq. (57), setting $A = 1$ and using $\cos \theta = \frac{e^{i(k_{1z} \cdot R_{m1z})}}{4 \pi^{2}}$, we have

$$\text{Tr} \tilde{W}^{(e)}(R_{m1z}, z, \omega) = \frac{c \mu_{0} \Theta(\omega, T)}{8 \pi^{3}} \int d(k_{1z} \cdot R_{m1z}) \cos^{2} \theta e^{i(k_{1z} \cdot R_{m1z})}.$$  (59)

where $\rho = \frac{e^{i(k_{1z} \cdot R_{m1z})}}{4 \pi^{2}}$. In Eq. (59), the transition from summation to integral is valid when the linear dimension of the black body is much larger than the wavelength $\lambda = 2\pi c / \omega$. Equation (59) agrees with Ref. 25 and shows that the coherence length of a black body is on the order of $\lambda$. Note that in general $W_{m}^{(e)}$ in Eq. (55) cannot be obtained in terms of $A_{\omega}(\omega)$ because the electric fields resulting from incident $s$- and $p$-polarized light ($E^{(s)}$ and $E^{(p)}$) are not necessarily orthogonal in the photonic crystal. This is possible only when they are orthogonal as in a homogeneous flat film. However, $\text{Tr} \tilde{W}^{(e)}$ can be expressed in terms of $A$ for photonic crystals as seen in Eq. (57). Equation (57) shows that $\text{Tr} \tilde{W}^{(e)}$ is in general a complex number. This can be real if $A(-k_{1z}, \omega) = A(k_{1z}, \omega)$ which happens for structures with mirror symmetry. However, even in this case, $\text{Tr} \tilde{W}^{(e)}$ in the near field is in general complex.

Using Eq. (57) and the transfer matrix method, we calculated $\text{Tr} \tilde{W}^{(e)}$ for the SiC grating reported in Ref. 27. At $\lambda = 11.36 \mu m$, surface phonon polaritons can be excited on the SiC film and coupled to light by the grating. Because the surface phonon polaritons can propagate a long distance, it was shown that the coherence length was large. This coherence has already been calculated in Ref. 28 but only the contributions from the surface phonon polaritons were considered. Here we investigate the coherence considering all the propagating fields. The structural parameters were slightly modified such that the groove period, width, and depth are 6.248 $\mu m$, 2.083 $\mu m$, and 250 nm, respectively.
Figure 1 shows the calculated absorptance for $s$ and $p$ polarizations as a function of the inclination angle $\theta$ from the surface normal in the plane perpendicular to the grating direction. The envelope of the normalized $T_{x^2}W(\theta)$ decays to $1/e$ at $-\lambda$. Thus the coherence length is $\sim \lambda$ even though the thermal emission is highly directional. This is partly due to the contributions of the modes that are not related to the surface phonon polaritons. These contributions are also manifested in the oscillating features with a periodicity of $-\lambda$ in Fig. 2. These features are present in the $T_{x^2}W(\theta)$ of a black body as shown as a dashed line in Fig. 2. However, this periodicity of $-\lambda$ is also contributed by the surface phonon polaritons. The peak in Fig. 1 at $\theta=46.7^\circ$ corresponds to $k_x \alpha_s / 2 \pi = 0.4$, where $\alpha_s$ is the grating period. At this wave vector, the expected periodicity in $T_{x^2}W(\theta)$ is $R_x / \lambda = 1.375$ from Eq. (57) if only the peak in Fig. 1 is considered. We also observe in Fig. 2 the beats with a period $R_x / \lambda \sim 9$. This cannot be explained by the surface phonon polariton modes in Fig. 1 or other modes different from surface phonon polaritons. The surface phonon polaritons couple to the light not only in the $xz$ plane but also in all the other planes perpendicular to the surface. These surface phonon polaritons have different wave vectors than $k_x \alpha_s / 2 \pi = 0.4$ and contribute to the beats in Fig. 2. The exact locations of $k_x$ can be found in Ref. 29. Because these $k_x$’s cover a broad range, this also contributes to the short coherence length in Fig. 2. Therefore, the large difference in the coherence length between Eq. (60) and Fig. 2 comes partly from the fact that Eq. (60) considers only the surface phonon polaritons in the $xz$ plane.

In Ref. 28, the coherence length of a grating shorter than that of a flat film was attributed to the radiative losses. Here, we find that the surface phonon polaritons with a range of wave vectors couple to the light for the grating and this is the main reason for the decrease in the coherence length. In this case, many different wave vectors are summed up in Eq. (57) resulting in dephasing which implies a decrease in the coherence length. The range of wave vectors is the consequence of the directional momentum transfer from the grating to the surface phonon polaritons. If we consider only the surface phonon polaritons of the wave vectors in the $x$ direction, Eq. (57) yields $l \sim 32 \lambda$ which agrees with the prediction of Eq. (60) and is not very different from $l \sim 36 \lambda$ predicted for a flat film. When we considered all the surface phonon polariton modes excluding the background emission, the calculated coherence was $l \sim 5 \lambda$ (not shown). Therefore, we conclude that the main reason for the decrease in the coherence length for the grating is not the radiation damping but the momentum transfer in the $x$ direction from the grating. If the grating has a cylindrical symmetry as in a bull’s eye pattern, the momentum transfer occurs in the radial direction. Further, if the resulting momentum of the light is such that $k_z = 0$, the coherence length due to the surface polaritons does not decrease by the momentum transfer because a very narrow range of wave vectors is involved. In this case, the light due to the surface polaritons will be beaming in the direction of surface normal.

The calculation of coherence in the near field can be demanding even for simple structures. This is because large parallel wave vectors contribute to the coherence significantly in the near field. To see this more clearly, we note that Eq. (54) contains a factor $\exp[-k_{z,\lambda} z]$. From Eq. (17), $k_{z,\lambda}(k_x + g_1, \omega)$ increases as $|k_x + g_1|$ increases. When $z$ is not small, the contributions of large $|k_x + g_1|$’s become negligible because $\exp[-k_{z,\lambda} z]$ becomes small. Thus, in this case, we do not need large $|g_1|$’s in numerical calculations. However, when $z$ is small, we need to include many terms in the summation over $g_1$’s in Eq. (54), which leads to a large compu-
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**Fig. 1.** Angular dependence of the absorptance of a SiC linear grating for $s$ and $p$ polarizations at $\lambda=11.36$ $\mu$m. The groove period, width, and depth are 6.248 $\mu$m, 2.083 $\mu$m, and 250 nm, respectively. $\theta$ is the angle from the surface normal in the plane perpendicular to the grating direction.
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**Fig. 2.** Normalized electric coherence $T_{x^2}W(\theta)$ as a function of the separation of the two points at $\lambda=11.36$ $\mu$m in the far field of the grating in Fig. 1. The distance between the two points $(R_x)$ is normalized to the wavelength $\lambda$. 
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length in Fig. 3 is mainly due to the surface phonon polaritons which are $p$ polarized.

The electric energy density is proportional to $W^{(e)}$ for $R_s=0$. In Fig. 3, we can see that the electric energy density increases as $z$ decreases. It is well known that, for a flat surface, the electric energy density decreases with increasing $z$ as $1/z^3$ in the near field. However, this is not in general true for photonic crystals. To see this more clearly, we set $r_1=r_2$ and $z=z_1=z_2$ in Eq. (54) and define the electric energy density averaged over a unit cell $\overline{u}^{(e)}$ as

$$\overline{u}^{(e)}(z,\omega) = \frac{1}{S_{uc}} \int_{r_1} d\tau \sum_l W^{(e)}(r_1, r_1'; z, z'; \omega).$$  \hfill (61)

Substitution of Eq. (54) for a uniform temperature into Eq. (61) yields

$$\overline{u}^{(e)}(z,\omega) = \frac{\omega \mu_\omega \Theta}{4\pi S_{uc}} \sum_{\alpha,\beta} \sum_{k_0} \sum_{l_0} e^{-2k_0l_0(k_1+g_0,\omega)}$$

$$\times \frac{k_0}{|k_0|} A^{(\alpha\beta\omega)}(-k_1-g_0,\omega),$$ \hfill (62)

where the generalized absorptance $A^{(\alpha\beta\omega)}$ is defined similarly to Eq. (47) as

$$A^{(\alpha\beta\omega)}(-k_1-g_0,\omega) = \frac{\omega}{c|k_0|} \frac{k_0}{|k_0|} A^{(\alpha\beta\omega)}(-k_1-g_0,\omega)$$

$$\times \int d\sigma \int_{uc} d\tau' Q^{(\alpha\beta\omega)}(-k_1, r_1'; z', \omega)$$ \hfill (63)

and the generalized absorption rate per unit volume $Q^{(\alpha\beta\omega)}(-k_1, r_1', z', \omega)$

$$= \sum_{l,\alpha} \omega \mu_\omega \Theta \frac{k_0}{|k_0|} e_\alpha(r_1', z', \omega)$$

$$\times \frac{E_{\alpha}^\omega(-k_1-g_0,0)}{E_{\alpha}^\omega(-k_1-g_0,0)E_{\alpha}^{\omega\omega}} E_{\omega}^{\omega\omega}(-k_1-g_0,0,\omega)$$

$$\times E_{\omega}^{\omega\omega}(-k_1-g_0,0,0)$$

$$\times E_{\omega}^{\omega\omega}(-k_1-g_0,0,0) E_{\omega}^{\omega\omega}(r_1', z', \omega)$$ \hfill (64)

$Q^{(\alpha\beta\omega)}(-k_1, r_1', z', \omega)$ is the local absorption rate per unit volume for the two sources that have polarizations $\alpha$ and $\beta$ and the same parallel wave vector $-k_1-g_0$ at $z=0$. $A^{(\alpha\beta\omega)}$ is the corresponding absorptance. When $1/z \gg \omega/c$, it follows from Eq. (62) that

$$\overline{u}^{(e)}(z,\omega) \approx \frac{\omega \mu_\omega \Theta}{16\pi^2} \int_0^{\infty} dq_0 \frac{e^{-2q_0z}}{q_0^2}$$

$$\times \left[ \sum_{\alpha,\beta} \int_0^{2\pi} d\phi A^{(\alpha\beta\omega)}(-q_0,\omega) \right] \frac{1}{|k_0|} \left( q_0,\omega \right),$$ \hfill (65)

where $q_0=k_1+g_0$ and $\phi$ is the azimuthal angle on the xy plane. For a flat surface, the factor in the bracket in Eq. (65)
FIG. 4. The ratio of the electric energy density $u^{(e)}$ for the grating in Fig. 1 to $u_{\text{flat}}^{(e)}$ for the flat film as a function of the distance $z$ from the top of the grating at $\lambda=11.36$ $\mu$m. The distance $z$ is normalized to the wavelength $\lambda$. $u^{(e)}$ was calculated at different positions in the $x$ direction. The coordinate system and the geometry of the unit cell are shown in the inset. $x$ is measured from the center of the groove. Square and triangular symbols are for $x=0$ and $x=a_x/2=3.124$ $\mu$m, respectively, and circular symbols show the average $u^{(e)}/u_{\text{flat}}^{(e)}$ over the unit cell $0 \leq x \leq a_x$.

is proportional to $q_l$ and $u^{(e)} \propto 1/z^3$ in the near field.18 However, this does not happen in general for periodic structures. Therefore, the near-field heat transport can be modified when a uniform film is periodically structured.

The condition for $u^{(e)} \propto 1/z^3$ is typically satisfied for a flat surface when $z/\lambda < 0.01$.18 Due to the previously discussed long-time computation for the near field of photonic crystals in this range, we instead investigate the electric energy density behavior for $0.1 \leq z/\lambda \leq 10$. Figure 4 shows how the ratio of the electric energy density $u^{(e)}$ for the grating in Fig. 1 to $u_{\text{flat}}^{(e)}$ for the flat surface varies with the distance $z$ from the top of the grating. While the energy density of the flat surface is uniform on a plane parallel to the surface, at small distances from a corrugated surface it is inhomogeneous in the $x$ direction (see Fig. 4 inset for the coordinate system). As can be seen from Eq. (57), this inhomogeneity disappears in the far field. This is shown in Fig. 4. The distribution of the electric energy density in the $x$ direction depends on the distance $z$. For example, $u^{(e)}(x=0)$ is smaller than $u^{(e)}(x=a_x/2)$ at $z/\lambda=1$ but becomes larger at $z/\lambda=0.4$. Overall, the energy density undergoes a significant change when $z \sim \lambda$ which marks the transition region between the near and the far fields. In the far field, the energy density of the grating is roughly twice that of the flat surface. However, the energy density averaged over the unit cell can be smaller or larger than the flat surface in the near field depending on the distance. These results imply that the distance dependence of heat transfer can be modified with periodic structures.

V. CONCLUSION

We have shown using fluctuational electrodynamics that thermal emission in the far field of photonic crystals obeys Kirchhoff’s law. This does not assume that the photonic crystals are in thermal equilibrium with the radiation field but the material components should be in thermal equilibrium. Our proof is applicable to any photonic crystal structure. Thus, in the study of thermal emission, we can avoid the direct calculation of thermal emission from photonic crystals which is computationally intensive.13 Our formulation of fluctuational electrodynamics provides a comprehensive study of thermal emission from photonic crystals both in the far field and the near field. The coherence in the far field of a linear grating that supports surface polaritons is not much improved in comparison to the flat surface due to two reasons: (1) the directional momentum transfer from the grating to the surface polaritons and (2) the modes that are not related to the surface polaritons. These two lead to the far-field coherence length of $\sim \lambda$ which is not much different from the black body. The thermal near-field behavior of photonic crystals is shown to be different from a uniform film. This implies that near-field heat transport can be controlled by using photonic crystals.
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