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Abstract—Locally testable codes (LTCs) are error-correcting codes for which membership, in the code, of a given word can be tested by examining it in very few locations. Most known constructions of locally testable codes are linear codes, and give error-correcting codes whose duals have (superlinearly) many small weight codewords. Examining this feature appears to be one of the promising approaches to proving limitation results for (i.e., upper bounds on the rate of) LTCs. Unfortunately till now it was not even known if LTCs need to be non-trivially redundant, i.e., need to have one linear dependency among the low-weight codewords in its dual. In this paper we give the first lower bound of this form, by showing that every positive rate constant query strong LTC must have linearly many redundant low-weight codewords in its dual. We actually prove the stronger claim that the actual test itself must use a linear number of redundant dual codewords (beyond the minimum number of basis elements required to characterize the code); in other words, non-redundant (in fact, low redundancy) local testing is impossible.
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I. INTRODUCTION

In this work, we exhibit some limitations of locally testable linear codes. A linear code over a finite field $\mathbb{F}$ is a linear subspace $C \subseteq \mathbb{F}^n$. The dimension of $C$ is its dimension as a vector space, and its rate is the ratio of its dimension to $n$. The distance of $C$ is the minimal Hamming distance between two different codewords.

One is typically interested in codes whose distance is a growing function of the block length $n$, ideally $\Omega(n)$. Such a code is locally testable if given a word $x \in \mathbb{F}^n$ one can verify with good accuracy whether $x \in C$ by reading only a few (say a constant independent of $n$) chosen symbols from $x$. More precisely such a code has a tester, which is a randomized algorithm with oracle access to the received word $x$. The tester reads at most $q$ symbols from $x$ and based on this local view decides if $x \in C$ or not. It should accept codewords with probability one, and reject words that are far (in Hamming distance) from the code with noticeable probability.

Locally Testable Codes (henceforth, LTCs) are the combinatorial core of PCP constructions. In recent years, starting with the work of Goldreich and Sudan [17], several surprising constructions of LTCs have been given (see [16] for an extensive survey of some of these constructions). The principal challenge is to understand the largest asymptotic rate possible for LTCs, and to construct LTCs approaching this limit. We now know constructions of LTCs of dimension $n/\log^O(n)$ which can tested with only three queries [11], [13].

One of the outstanding open questions in the subject is whether there are asymptotically good LTCs, i.e., LTCs that have dimension $\Omega(n)$ and distance $\Omega(n)$. Our understanding of the limitations of LTCs is, however, quite poor (in fact, practically non-existent), and approaches that may rule out the existence of asymptotically good LTCs have been elusive. Essentially the only negative results on LTCs concern binary codes testable with just 2-queries [8], [19] (which is a severe restric-
VII.

Suppose nevertheless, till now it was not even known that if \( C \) is a \( q \)-query LTC of dimension \( k \), then its dual \( C^⊥ \) has a basis of \( n - k \) codewords each of weight at most \( q \). All known constructions of LTCS in fact have duals which have super-linearly many low-weight dual codewords. In other words, there must be a substantial number of linear dependencies amongst the low-weight dual codewords. Examining whether this feature is necessary might be one of the promising approaches to proving limitations (i.e., upper bounds on the rate) of LTCS, as it imposes strong constraints on the approaches to proving limitations (i.e., upper bounds on distance). We use the standard notation for describing linear error correcting codes and point out that all codes discussed in this paper are linear. A \([n, k, d]_q\)-code is a \( k \)-dimensional subspace \( C \subseteq \mathbb{F}_q^n \) of distance \( d \), defined next. The relative distance of \( C \) is denoted \( \delta(C) \) and defined to be the minimal value of \( \delta(x, y) \) for two distinct codewords \( x, y \in C \). The distance of \( C \) is \( \Delta(C) = \delta(C) \cdot n \). Let \( \delta(x, C) = \min_{v \in C} \{ \delta(x, y) \} \) denote the relative distance of \( x \) from the code \( C \). We say that \( x \) is \( \alpha \)-far from \( C \) if \( \delta(x, C) \geq \alpha \) and otherwise we say \( x \) is \( \alpha \)-close to \( C \). The inner-product between two vectors \( u \) and \( v \) in \( \mathbb{F}_q^n \) is \( \langle u, v \rangle = \sum_{i=1}^{n} u_i v_i \).

For a linear code \( C \) let \( C^⊥ \) denote its dual code, i.e., \( C^⊥ = \{ u \in \mathbb{F}_q^n \mid \forall v \in C : \langle u, v \rangle = 0 \} \) and recall \( \dim(C^⊥) = n - \dim(C) \). Let \( C^⊥_{\leq t} = \{ u \in C^⊥ \mid |u| < t \} \) and \( C^⊥_{< t} = \{ u \in C^⊥ \mid |u| \leq t \} \).

Definition 1 (Tester). Suppose \( C \) is a \([n, k, d]_q\)-code. A q-query test for \( C \) is an element \( u \in C^⊥_{\leq q} \) and a q-query tester \( T \) for \( C \) is defined by a distribution \( p \) over q-query tests. When \( C \) is clear from context we omit reference to it. The support of \( T \), denoted \( S_T \), is the support of \( p \), i.e., the set \( S_T = \{ u \in C^⊥_{\leq q} \mid p(u) > 0 \} \). When \( p \) is uniform over a subset of \( C^⊥_{\leq q} \) we say the tester is uniform and may identify the tester with \( S_T \).

Invoking the tester \( T \) on a word \( w \in \mathbb{F}_q^n \) is done by sampling a test \( u \in S_T \) according to the distribution \( p \) and outputting accept if \( \langle u, w \rangle = 0 \), in which case we say that \( u \) (and \( T \)) accept \( w \), denoted \( T[w] = \text{accept} \), and outputting reject, denoted \( T[w] = \text{reject} \).
if \( \langle u, w \rangle \neq 0 \). Clearly any such tester always accepts \( w \in C \).

- A \((q, \rho')\)-strong tester is a \( q \)-query tester \( T \) satisfying for all \( w \in \mathbb{F}^n \)
  \[
  \Pr[T[w] = \text{reject}] \geq \rho' \cdot \delta(w, C).
  \]
- A \((q, \varepsilon, \rho)\)-tester is a \( q \)-query tester \( T \) satisfying for all \( w \in \mathbb{F}^n \) that is \( \varepsilon \)-far from \( C \)
  \[
  \Pr[T[w] = \text{reject}] \geq \rho.
  \]

The probability in both equations above is according to the distribution \( \rho \) associated with \( T \).

**Definition 2** (Locally Testable Code (LTC) [17]). A \([n, k, d]\)-code \( C \) is said to be a \((q, \rho')\)-strong locally testable code if it has a \((q, \rho')\)-strong tester, and \( C \) is a \((q, \varepsilon, \rho)\)-locally testable code if it has \((q, \varepsilon, \rho)\)-tester. The parameter \( \rho \) is known as the soundness of \( T \) and \( \varepsilon \) is its distance parameter.

Note that a \((q, \rho')\)-strong LTC is also a \((q, \varepsilon, \rho' \cdot \varepsilon)\) LTC for every \( \varepsilon > 0 \). Moreover, if \( T \) is a \((q, \rho') > 0\)-strong tester for a \([n, k, d]\)-code then, letting \( S_T \) denote the support of \( T \), we have \( \dim(S_T) = \dim(C^\perp) = n - k \).

**Remarks on definitions of testers:** Our definition of a tester, and an LTC is somewhat different from previous definitions (notably [10] and [17]). We clarify the differences here.

We start with Definition 2. The definition of strong LTCs we use is the same as that in [17]. The weak notion is weaker than their definition of a weak tester (which simply allowed the rejection probability of a weak tester to be smaller by a \( o(1) \) additive amount compared to the strong case). Our definition on the other hand only requires rejection probability to be positive when the word is very far (constant relative distance) from the code. Since our goal is to prove “impossibility” results, doing so with weaker definitions makes our result even stronger.

We now discuss Definition 1. For linear LTCs it was shown in [10] (see also references therein) that the tester might as well pick a collection of low-weight dual codewords and verify that the given word \( w \) is orthogonal to all of them. On the other hand, our definition (Definition 1) requires the tester to pick only one dual codeword and test orthogonality to it. Our definition is more convenient to us when defining and analyzing the redundancy of tests (defined below). We first note that our restricted forms of tests may only alter the soundness of the test by a constant factor.

For this we recall the assertion from [10] who showed that without loss of generality a \( q \)-query “standard” tester for a \([n, k, d]\)-code is defined by a distribution over subsets \( I \subseteq [n], |I| \leq q \). The test associated with \( I \) accepts a word \( w \) if and only if \( \langle w, u \rangle = 0 \) for all \( u \in C^\perp \) such that \( \text{supp}(u) \subseteq I \). (The soundness and distance parameters of a “standard” tester are defined as in Definition 1.) To convert this “standard” tester to one that only tests one dual codeword, consider a tester that, given \( I \), samples uniformly from the set \( U_I = \{ u \in C^\perp | \text{supp}(u) \subseteq I \} \) and accepts iff \( \langle u, w \rangle = 0 \). This resulting tester conforms to our Definition 1. Furthermore, if the soundness of the “standard” tester is \( \rho \) then the soundness of the tester that samples uniformly from \( U_I \) is at least \( \frac{|I| - 1}{|I|} \rho \geq \frac{1}{2} \rho \). To see this, notice that \( U_I \) forms a linear space over \( \mathbb{F} \). And the set \( \{ u \in U_I | \langle u, w \rangle = 0 \} \) is a linear subspace of \( U_I \). Thus, whenever \( w \) is rejected by some \( u \in U_I \) we actually know that \( w \) is rejected by at least a fraction \( \frac{|I| - 1}{|I|} \) of \( U_I \) because the set of rejecting words is the complement of a subspace of \( U_I \). Hence, using our definition of a tester is equivalent to the most general definition of a tester, up to a constant loss in the soundness parameter.

**Definition 3** (Basis Tester and Tester redundancy). Suppose \( C \) is a \([n, k, d]\)-code. A \( q \)-query tester \( T \) for \( C \) is said to be a basis tester if its support \( S_T \) forms a basis for \( C^\perp \), i.e., \( S_T \subseteq C_{\leq q}^\perp \) is linearly independent and of size \( \dim(C^\perp) = n - k \). In case \( S_T \) spans \( C^\perp \) but has size larger than \( \dim(C^\perp) \) we define the redundancy of \( T \) to be \( |S_T| - \dim(C^\perp) \). (Notice a basis tester has redundancy 0.)

**III. MAIN RESULTS**

**Theorem 4** (Main Theorem). If a \([n, k, d]\)-code \( C \) has a \((q, \frac{4(C)}{d}, \rho)\)-basis tester then
\[
\rho \leq \frac{q}{k}.
\]

**Remark 5.** The main theorem holds even for a basis tester that has only expected query complexity \( \leq q \) (and all other parameters are as in the statement of the theorem). We say a basis tester has expected query complexity at most \( q \) if \( E_w[|u|] = q \) where the expectation is taken with respect to the probability associated with the tester. Additionally, the theorem holds even for a tester whose support is strictly contained in a basis for \( C^\perp \).

The first corollary of our main theorem says that \( \Omega(n) \) redundancy is necessary for uniform testing of all codes that have nontrivial (i.e., super-constant) size.

**Corollary 6** (Uniform testers for LTCs with super constant size require linear redundancy). Let \( C \) be a \([n, k, d]\)
code that is \((q, \frac{1}{\rho}\delta(C), \rho)\)-locally testable by a uniform tester using a set \(S \subseteq C_{\leq q}^+)\) with \(\dim(S) = \dim(C^+)\). Then

\[
|S| \geq \left(\frac{1 - q/k}{1 - \rho}\right) \cdot \dim(C^+).
\]

In words, \(S\) has redundancy at least \(\frac{1 - q/k}{1 - \rho} \cdot \dim(C^+)\).

For instance, if \(k = \dim(C) = \omega(1)\) and \(\rho, q\) are constants then the previous corollary says that a uniform tester for \(C\) requires a linear amount \((\Omega(n))\) of redundancy.

Our second corollary shows that non-trivial redundancy is necessary for general (i.e., for nonuniform) testing.

**Corollary 7** (Testers for LTCs with constant rate require linear redundancy). Let \(C\) be a \([n, k, d]\) code that is \((q, \frac{1}{\rho}\delta(C), \rho)\)-locally testable by a tester that is distributed over a set \(S \subseteq C_{\leq q}^+)\) of dimension \(\dim(S) = \dim(C^+)\). Then

\[
|S| \geq \dim(C^+) + \frac{\rho k}{q} - 1.
\]

In words, \(S\) has redundancy at least \(\frac{\rho k}{q} - 1\).

For instance, if \(k = \Theta(n)\) and \(\rho, q\) are constants (i.e., when \(C\) comes from an asymptotically good family of error correcting codes) then, once again, a linear amount of redundancy is required by any constant-query tester for \(C\). For the state of the art LTCs [11], [13], [22] \(k = \Theta(n/\text{poly}(\log n))\) and our result implies that \(\Theta(n/\text{poly}(\log n))\) redundancy is necessary in such cases.

Finally, we show that our main theorem is almost tight in two respects. In section VI we show that there do exist codes of constant size that can be strongly tested by a uniform basis tester and that every code can be strongly tested by a uniform basis tester that has large query complexity. We conclude by showing in Section VII that if \(C \subseteq F_2^n\) is a \((q, \epsilon, \rho)\)-LTC then it has a \((\frac{100}{\rho}, \epsilon, \frac{1}{100})\)-tester that is uniform over a multiset \(S\) with a small (linear) amount of redundancy, i.e., with \(|S| \leq 3\dim(C^+)\) and \(\dim(S) \geq \dim(C^+) - 3\epsilon n\).

**IV. Proof of Main Theorem 4**

A. Overview

To explain what goes on in the proof we focus on a relatively simple case. We say that a tester is smooth if it has the property that every bit of the input word \(w\) is queried by it with equal probability. Let us sketch how to prove a linear lower bound on the query complexity \(q\) of a \((q, \rho)\)-smooth and uniform basis tester for a \([n, k = \kappa n, d = \delta n]_{F_2}\)-code \(C\) over the two-element field \(F_2\). Namely, we will show \(q = \Omega(n)\).

Let \(B = \{v_1, \ldots, v_{n-k}\}\) be the set of tests selected (uniformly) by our smooth basis tester \(T\). By assumption \(B\) is a basis for \(C^+\) and contains words of size at most \(q\).

The main idea implemented in the proof is to build a special basis for \(F^n\) using the code \(C\) and the basis \(B\). Specifically we define a set \(V = \{v_1, \ldots, v_{n-k}\}\) such that for every word \(w \in F^n\) we can find a codeword \(c_w \in C\) and a set \(V_w \subseteq V\) such that \(w = c_w + \sum_{v \in V_w} v\).

(Specifically, we build such a set \(V\) by letting \(v_j \in C^+\) such that \(v_j\) has inner product zero with \(u_i\) for every \(i \neq j\) and inner product one with \(u_j\).)

We note that in this basis, the rejection probability of the basis tester based on \(B\) is straightforward to compute. A word \(w\) is rejected with probability exactly \(|V_w|/|V|\). (This follows from the fact that \(u_i\) rejects \(w\) iff \(v_i \in V_w\).

Since this applies also to the elements \(v_i \in V\) also, we conclude they have small weight. Specifically, using the assumption that \(B\) is a \((q, \rho)\)-strong tester we conclude

\[
\rho \cdot \frac{|v_i|}{n} = \rho \delta(v_i, C) \leq \Pr[T[v_i] = \text{reject}]
\]

\[
= \frac{|\{v_i\}|}{|V|} \leq \frac{1}{(1 - \kappa)n}
\]

which gives \(|v_i| \leq \frac{1}{(1 - \kappa)n} = O(1)\).

The non-trivial step now is to consider the probability of rejecting some low-weight words. Specifically we consider the probability of rejecting the “unit” vector \(e_i\) in the standard basis. I.e., \(e_i = 0^{i-1}10^{n-i}\). On the one hand, smoothness implies this word can not be rejected with high-probability if the query complexity is low (since its weight is so low). On the other hand, we note that for some \(i\), the set \(V_{e_i}\) has to be large and so it must be rejected with high probability. This leads to a contradiction to the assumption that the query complexity is low. We give more details below.

Note that there must exist a vector \(e_i\) whose representation is

\[
e_i = e_{c_i} + \sum_{v_j \in V_{e_i}} v_j
\]

where \(c_{e_i}\) is a non-zero codeword. This is because \(e_1, \ldots, e_n\) are linearly independent, so they cannot all belong to \(\text{span}(V)\) which is a \((n - k)\)-dimensional space. The crucial observation is that \(|V_{e_i}|\) must be large. This is because \(|v_j| \leq \frac{1}{\rho(1 - \kappa)n}\) and \(|c_{e_i}| \geq \delta n\) so \(|V_{e_i}| \geq \frac{\delta}{\rho(1 - \kappa)n} n\). This implies that \(e_i\) is rejected with
probability
\[
\frac{|V_{e_i}|}{|V|} \geq \frac{\delta}{\rho^{1 - \kappa/n}} = \frac{\delta}{\rho}.
\]

On the other hand, the assumption of smoothness implies rejection probability of \( e_i \) is precisely the probability of querying the \( i \)th coordinate which is 
\[ q - k = \frac{q}{(1 - \kappa/n)}. \]

We conclude
\[ q \leq \frac{\delta}{\rho} \cdot \frac{|V_{e_i}|}{|V|} = \Pr[T[e_i] = \text{reject}] = \frac{q}{(1 - \kappa/n)}, \]

which gives 
\[ q \geq \frac{\delta(1 - \kappa)}{\rho} n = \Omega(n) \] as claimed.

Our proof of Theorem 4 follows the outline laid above. The two noticeable differences are that the tester need not be smooth, nor uniform, and the field size may be greater than 2. But the overall picture is roughly the same. Now for the details.

B. The \((C, V)\)-representation of words in \( \mathbb{F}^n \)

Let \( B = \{v_1, \ldots, v_{n-k}\} \subseteq C_{≤q}^⊥ \) be a basis for \( C^⊥ \).

The first part of our proof shows that every word in \( \mathbb{F}^n \) can be represented uniquely as the sum of a codeword in \( C \) and a subset of a set of vectors \( V = \{v_1, \ldots, v_{n-k}\} \) where the rejection probability of \( w \) is related to its representation structure. We start by defining \( V \).

**Definition 8.** For \( i \in [n-k] \) let \( v_i \) be a word of minimal weight that satisfies
\[
\langle v_i, u_j \rangle = \begin{cases} 
1 & i = j \\
0 & j \in [n-k] \setminus \{i\}
\end{cases}
\] (1)

and let \( V = \{v_1, \ldots, v_{n-k}\} \).

**Proposition 9.** For all \( v_i \in V \) we have
\[ \frac{\text{wt}(v_i)}{n} = \frac{\delta(v_i, C)}{\delta(v_i, C)}. \]

**Proof:** We have \( \delta(v_i, C) \leq \frac{\text{wt}(v_i)}{n} \) because \( \delta(v_i, 0^n) = \frac{\text{wt}(v_i)}{n} \) and \( 0^n \in C \). On the other hand, for every \( c \in C \) we must have \( \delta(v_i, C) \geq \frac{\text{wt}(v_i, C)}{n} \) because if \( \delta(v_i, C) < \frac{\text{wt}(v_i, C)}{n} \) then setting \( v_i' = v_i - c \) we have \( \text{wt}(v_i') < \text{wt}(v_i) \) but \( v_i' \) satisfies (1) (with respect to index \( i \)), thus contradicting the minimal weight of \( v_i \).

The following claim states that \( \mathbb{F}^n \) is the direct sum of the code \( C \) and \( \text{span}(V) \).

**Claim 10.** \( \dim(\text{span}(C \cup V)) = n \) and \( \dim(V) = n-k \).

**Proof:** Let \( S = C \cup V \). To prove both equalities stated in our claim it is sufficient to show that \( S^⊥ = \{0^n\} \), i.e., that \( \dim(S^⊥) = 0 \), because \( \dim(C) = k \) and \( |V| = n-k \). Assume by way of contradition that \( u \in S^⊥ \) is nonzero. Then in particular \( u \in C^⊥ \) because \( C \subseteq S \) which implies \( C^⊥ \supseteq S^⊥ \). Thus, \( u \) is a nonzero linear combination of vectors from \( B \) because \( B \) is a basis for \( C^⊥ \). Suppose \( u_i \) appears in the representation of \( u \) under \( B \). Then from (1) we conclude \( (u, v_i) \neq 0 \) which implies \( u \notin V^⊥ \) which gives \( u \notin S^⊥ \), contradicting the assumption \( u \in S^⊥ \). So \( \dim(S^⊥) = 0 \) and this completes our proof.

Claim 10 shows that every \( w \in \mathbb{F}^n \) has a unique representation as a sum of a single element from \( C \), denoted \( c(w) \), and a linear combination of \( v_j \)'s, denoted \( v(w) \). We say \( (c(w), v(w)) \) is the \((C, V)\)-representation of \( w \). We denote by \( \Gamma(w) \subseteq [n-k] \) the set of indices \( j \) of \( v_j \)'s participating in \( v(w) \). Formally, if \( v(w) = \sum_{j=1}^{n-k} \alpha_j v_j \) then
\[ \Gamma(w) = \{j \mid \alpha_j \neq 0\}. \]

The next claim relates the rejection probability of \( w \) by our basis tester to the structure of \( v(w) \). For \( i \in [n-k] \) let \( p(i) = p(u_i) \) denote the probability of \( u_i \) under the distribution associated with our basis tester.

For \( I \subseteq [n-k] \) the set of indices of \( B' \subseteq B \) let \( p(I) = p(B') = \sum_{i \in I} p(i) = \sum_{i \in B} p(u_i) \).

**Claim 11** (Rejection probability is related to \((C, V)\)-representation structure). For all \( w \in \mathbb{F}^n \) we have
\[ \Gamma(w) = \{j \in [n-k] \mid \langle u_j, w \rangle \neq 0\}. \] (2)

Consequently, we have
\[ \Pr[T[w] = \text{reject}] = p(\Gamma(w)). \]

**Proof:** Consider the \((C, V)\)-representation of \( w \):
\[ w = c(w) + \sum_{j \in \Gamma(w)} \alpha_j v_j, \] where \( \alpha_j \neq 0 \).

By assumption for all \( u_i \in B \) we have \( \langle u_i, c(w) \rangle = 0 \) and by (1) we have \( \langle u_i, v(w) \rangle \neq 0 \) if and only if \( i \in \Gamma(w) \). This implies (2). The consequence follows because, by definition, the probability of rejecting \( w \) is the probability of the event \( \langle u_i, w \rangle \neq 0 \) where \( u_i \) is selected from \( B \) with probability \( p(i) \). This completes the proof.

C. Main Lemma and Proof of Main Theorem 4

The following lemma is the main part of our proof. Assuming it we can complete the proof of Theorem 4 and the proof of the lemma comes after the proof of the theorem. In what follows the singleton vector \( e_i \) is the characteristic vector of the singleton set \( \{i\} \subseteq [n] \).

**Lemma 12** (Main Lemma). There exists \( i \in [n] \) such that following two conditions hold:
The probability that the \( i \)th bit is queried by the basis tester is at most \( q/k \).

Letting \( c(e_i) + v(e_i) \) denote the \((C, V)\)-representation of \( e_i \), we have \(|v(e_i)| \geq d - 1\).

Proof of Theorem 4: We show that Lemma 12 implies the existence of \( w \in \text{span}(\{v_j \mid j \in \Gamma(e_i)\}) \) that is \( d/k \)-far from \( C \). This implies

\[
\rho \leq \Pr[T[w] = \text{reject}] \leq p(\Gamma(e_i)) \leq \frac{q}{k}
\]

which implies the theorem.

First, observe that Claim 11 implies

\[
\Gamma(e_i) = \{ j \mid \text{supp}(u_j) \ni i \}. \tag{3}
\]

Now, if \(|v_j| \geq \frac{1}{3}d\) for some \( j \in \Gamma(e_i) \) then setting \( w = v_j \) completes the proof. This is because Proposition 9 implies that \( v_j \) is \( \frac{d}{3k} \)-far from \( C \) and Claim 11 implies it is rejected with probability \( \rho(p(j) \leq p(\Gamma(e_i)) \leq q/k \).

From here on we assume \(|v_j| < \frac{1}{3}d\) for all \( j \in \Gamma(e_i) \).

Let \( t = |\Gamma(e_i)| \) and assume wlog \( \Gamma(e_i) = [t] \). Denote the \((C, V)\)-representation of \( e_i \) by \( c(e_i) + \sum_{j=1}^{t} \alpha_j v_j \) where \( \alpha_j \neq 0 \). Let \( w_\ell = \sum_{j=1}^{\ell} \alpha_j v_j \). We know the following:

1. \(|w_1| < \frac{1}{3}d\).
2. \(|w_1| = |v(e_i)| \geq d - 1\) by the second bullet in Lemma 12.
3. \(|w_{\ell+1}| \leq |w_\ell| + |v_{\ell+1}| < |w_\ell| + \frac{1}{3}d\) for all \( 1 \leq \ell < t \), by the triangle inequality.

This implies the existence of some \( \ell \in [t] \) such that \( \frac{1}{3}d < |w_\ell| \leq \frac{2}{3}d \) and notice \( w = w_\ell \) is \( \frac{1}{3}d \)-far from \( C \).

Claim 11 implies that \( w \) is rejected with probability

\[
\Pr[T[w] = \text{reject}] = \sum_{j=1}^{\ell} p(j) \leq p(\Gamma(e_i)) \leq q/k
\]

and this completes the proof of the Main Theorem 4.

Proof of Lemma 12: We start by showing that there exist \( k \) distinct singleton vectors, denoted without loss of generality \( e_1, \ldots, e_k \), such that \( c(e_1), \ldots, c(e_k) \) are linearly independent, hence distinct and nonzero.

Since every word in \( \mathbb{F}^n \) has a unique \((C, V)\)-representation we get \( e_i \in \{c(e_i) + v \mid v \in \text{span}(V)\} \).

This implies

\[
\{e_1, \ldots, e_n\} \subseteq \text{span}(\{c(e_1), \ldots, c(e_n)\} \cup V).
\]

Counting dimensions, we have

\[
n = \dim(\text{span}(\{e_1, \ldots, e_n\})) \\
\leq \dim(\text{span}(\{c(e_1), \ldots, c(e_n)\} \cup V)) \\
\leq \dim(\text{span}(\{c(e_1), \ldots, c(e_n)\} \cup V) \cup V).
\]

By Claim 10 we have \( \dim(\text{span}(V)) = n - k \) we conclude that (without loss of generality) \( c(e_1), \ldots, c(e_k) \) are linearly independent, as claimed.

Next, we argue that for \( i \in [k] \) we have \(|v(e_i)| \geq d - 1\). This is because \( e_i = c(e_i) + v(e_i) \) and \(|e_i| = 1\) and \(|v(e_i)| \geq d\) because \( c(e_i) \) is a nonzero word in a linear code with minimal distance \( d \).

So far we have shown that every \( v(e_i), i \in [k] \) satisfies the second bullet of the Main Lemma 12. To complete the proof all that remains is to show that for some \( i \in [k] \) we have \( p(\Gamma(e_i)) \leq q/k \), because (3) shows that \( p(\Gamma(e_i)) \) is the probability that our tester queries the \( i \)th bit. Using the assumption that \( T \) is a \( q \)-tester, i.e., that \(|u_j| < q \), sum over all \( j \in [n - k] \) and get

\[
\sum_{j=1}^{k} p(\Gamma(e_j)) \leq \sum_{j=1}^{n} p(\Gamma(e_j)) = \sum_{j=1}^{n-k} p(u_j) \cdot |u_j| \\
= \mathbb{E}_{u_j \sim p} \|u_j\| \leq q.
\]

We conclude that there must exist \( i \in [k] \) such that \( p(\Gamma(e_i)) \leq q/k \) and this completes the proof of Lemma 12.

V. TESTING OF NONTRIVIAL CODES REQUIRES REDUNDANCY

In this section we prove our two main corollaries — 6 and 7.

Proof of Corollary 6: By assumption \( \dim(S) = \dim(C^\perp) = n - k \). Partition \( S \) into \( B \cup S' \) where \( B \) is a basis for \( C^\perp \), \( |B| = n - k \) and \( S' = S \setminus B \) is the set of redundant tests. We bound the size of \( S' \) from below.

Consider a basis tester defined by \( B \). By Theorem 4 this tester is not very sound, i.e., there exists a word \( w \in \mathbb{F}^n \) that is \((\frac{1}{3}d(C))\)-far from \( C \) and is rejected by at most a fraction \( \rho_B \leq \frac{q(n-k)}{k} \) of the constraints in \( B \).

The overall number of constraints rejecting \( w \) is at least \( \rho(S) = \rho(|B| + |S'|) \) because \( S \) is a uniform tester for \( C \) and \( w \) is far from \( C \). Taking the most extreme case that all words in \( S' \) reject \( w \) we get

\[
\rho((n-k) + |S'|) \leq \frac{q(n-k) + |S'|}{k}.
\]
which implies
\[ |S'| \geq \frac{\rho - (q/k)}{1 - \rho} \cdot (n - k) \]
and this completes the proof of Corollary 6.

Proof of Corollary 7: The high level idea is to partition \( S \) into a basis \( B \) for \( C^\perp \) and a set of redundant tests \( S' \) such that, roughly speaking, the probability of sampling from \( B \), according to the distribution \( p \) associated with \( T \), is large. Then we continue as in the proof of Corollary 6.

To construct the said partition start with an arbitrary partition \( S = B \cup S' \) with \( B \) a basis for \( C^\perp \). Iteratively modify the partition as follows. If there exists \( u \in S' \) represented in the basis \( B \) as \( \sum_{b \in B} \alpha_b b \) and \( p(b) < p(u) \) for some \( b \in B \) with \( \alpha_b \neq 0 \), then replace \( b \) with \( u \), i.e., set \( B \) to be \( (B \cup \{u\}) \setminus \{b\} \) and \( S' \) to be \( (S' \setminus \{b\}) \cup \{u\} \). Repeat the process until no such \( u \in S' \) exists. Notice the process must terminate because \( \sum_{b \in B} p(b) \) is bounded by 1 and there exists \( \gamma > 0 \) such that with each iteration this sum increases by at least \( \gamma \).

At the end of the process we have partitioned \( S \) into a basis \( B \) for \( C^\perp \) and a redundant set \( S' \) with the following property that will be crucial to our proof. For \( u \in S' \), letting \( B(u) \) denote the minimal subset of \( B \) required to represent \( u \), i.e., \( B(u) \) satisfies
\[ u = \sum_{b \in B(u)} \alpha_b b \text{ where } \alpha_b \neq 0, \]
then \( p(u) \leq p(b) \) for all \( b \in B(u) \).

We continue with our proof. Consider the basis tester \( T' \) defined by taking the conditional distribution of our tester on \( B \) and let \( p' \) denote the conditional distribution on \( B \), noticing \( p'(b) \geq p(b) \) for all \( b \in B \). By theorem 4 there exists \( w \) that is \( \frac{1}{5\delta(C)} \)-far from \( C \) and is rejected by \( T' \) with probability at most \( q/k \). Let \( B' \subseteq B \) be the set of tests that reject \( w \) and notice \( p(B') \leq p'(B') \leq q/k \).

Consider a word \( u \in S' \) that rejects \( w \) and represent \( u \) as a linear combination of elements of \( B(u) \subseteq B \). Note that if the test \( u \) rejects \( w \) then there must be some \( b \) in \( B(u) \) that also rejects \( w \) (and hence belongs to \( B' \)). By the special properties of our partition which were discussed in the previous paragraph we have
\[ p(u) \leq p(b) \leq p(B') \leq p'(B') \leq q/k . \]
Thus, every test that rejects \( w \) from \( S' \) has probability at most \( q/k \) of being performed and furthermore, the probability of rejecting \( w \) using an element of \( B \) is at most \( q/k \) as well. Summing up, we get
\[ \rho \leq \Pr[T[w] = \text{reject}] \leq q/k + |S'| \cdot q/k \]
which after rearranging the terms give \( |S'| \geq \frac{nk}{q} - 1 \) as claimed.

VI. TIGHTNESS OF MAIN THEOREM 4

In this section we argue that the bound \( (k \leq \frac{q}{\rho}) \) obtained in Theorem 4 is close to tight. In Proposition 13 we show that there are codes with constant relative distance and constant dimension which have a basis tester, and in Proposition 14 we show in all codes have a basis tester whose query complexity equals to the dimension of the code plus one.

Proposition 13 (The repetition code has a \((2,1)\)-strong uniform basis tester). For any finite field \( F \) and constant \( c \in \mathbb{N}^+ \) there exists a \( [n = cm, k = c, d = m]_F \)-code \( C \) which has a \((2,1)\)-strong basis tester.

Proof: Let \( C \) be the \( [n = cm, k = c, d = m]_F \)-repetition code where a \( c \)-symbol message \( a_1, \ldots, a_c \) is encoded by repeating each symbol \( m \) times, i.e., \( a_1, \ldots, a_c \mapsto a_1^m, \ldots, a_c^m \). Consider the tester that compares a random position in a block to the first bit in the block. Formally, the tester is defined by the uniform distribution over the following set \( B \) of words of weight \( 2 : B = \{ e_{im+1} \pm e_{im+j} | i \in \{0, \ldots, c - 1\}, j \in \{2, \ldots, m\} \} \), where \( e_i \) has a 1 in the \( i \)th coordinate and is zero elsewhere.

It can be readily verified that \( B \) is a basis for \( C^\perp \), has query complexity 2 and rejects a word \( w \) with probability \( \delta(w, C) \) because if the rejection probability is \( \epsilon \) this means that at most \( \epsilon/2 \) fraction of symbols need to be changed to reach a word that is constant on each of its \( c \) blocks.

Proposition 14 (Every code has a basis tester with large query complexity). Let \( F \) be a finite field and \( C \) be a \([n, k, d]_F \)-code. Then \( C \) has a \((k + 1, 1)\) strong uniform basis tester.

Proof: Assume without loss of generality the first \( k \) entries of a codeword are message bits. This means that after querying the first \( k \) symbols of a word \( w_1, \ldots, w_k \), one can interpolate to obtain any other symbol of the codeword that is the encoding of the message \( (w_1, \ldots, w_k) \). For \( k < i \leq n \) let \( w_i \) be the constraint that queries the first \( k \) bits of \( w \) and accepts if \( w_i \) is equal to the \( i \)th symbol of the encoding of \( (w_1, \ldots, w_k) \). It can be readily that \( B = \{ u_{k+1}, \ldots, u_n \} \) is a basis for \( C^\perp \) and has query complexity \( k + 1 \).
Consider the soundness of the uniform tester over \( B \). If \( \Pr[T \equiv \text{reject}] \leq \rho \) then \( w \) is \( \rho \)-close to the codeword of \( C \) that is the encoding of \( (w_1, \ldots, w_k) \), implying that \( \delta(w, C) \leq \rho \).

VII. EVERY BINARY CODE CAN BE TESTED WITH REDUNDANCY LESS THAN \( 2 \dim(C^\perp) \)

We show that every binary linear code \( C \) can be tested with linear redundancy, by proving the following statement. We point out that [5] implicitly showed already that every code can be tested with a linear amount of redundancy. The added value of the following statement is that it shows that the amount of redundancy can be as small as twice the dimension of \( C^\perp \).

**Proposition 15** (\( 2 \dim(C^\perp) \) redundancy is sufficient for testing any LTC). If \( C \) is a \( [n, k, d]_2 \) code that is a \( (q, \varepsilon, \rho) \)-LTC and \( \varepsilon \leq \delta(C)/3 \), then \( C \) has a \( (\frac{10}{q^2}, \varepsilon, \frac{1}{100}) \)-tester whose support is over a set \( U \) of size at most \( 3 \dim(C^\perp) \) and additionally \( \dim(U) \geq \dim(C^\perp) - 3\varepsilon n \).

**Remark 16.** Inspection of the proof of Proposition 15 reveals that \( C \) can be tested by a \( (c \cdot q, \varepsilon, 1/c) \)-tester whose support is over \( U \) of size \( \leq (4 \ln 2 + \eta) \cdot (n - k) \) for any \( \eta > 0 \), where \( c > 1 \) is a constant that depends on \( \eta \) and goes to infinity as \( \eta \) goes to 0. Recalling \( 4 \ln 2 = 2.77258 \ldots \), we preferred to round this constant up to the closest integer in the statement of the proposition above.

We point out that the support of a non-strong tester need not span \( C^\perp \). However, the lower bound on \( \dim(U) \) stated above implies that every tester’s support must at least span a large subspace of \( C^\perp \). The proof of this proposition follows immediately from the following two claims.

**Claim 17.** If \( C \subseteq \mathbb{F}_2^n \) is a \( [n, k, d]_2 \)-code that is a \( (q, \varepsilon, \rho) \)-LTC, then it has a \( (\frac{10}{q^2}, \varepsilon, \frac{1}{100}) \)-tester whose support is over a set \( U \) of size at most \( 3 \dim(C^\perp) \).

**Claim 18.** Let \( T \) be a \( (q, \varepsilon, \rho) \)-tester for a linear code \( C \subseteq \mathbb{F}_2^n \) such that \( \varepsilon \leq \frac{\delta(C)}{3} \). Let \( U \subseteq C^\perp \) denote the support of \( T \). Then \( \dim(U) \geq \dim(C^\perp) - 3\varepsilon n \).

In the remainder of this section we prove these two claim. Let us state a couple of inequalities in probability that will be used later on in the proof.

**Claim 19** (Chernoff Bound). If \( X = \sum_{i=1}^m X_i \) is a sum of independent \( \{0, 1\} \)-valued random variables, where \( \Pr[X_i = 1] = \gamma \), then
\[
\Pr[X < (1 - \sigma)\gamma m] \leq \exp(-\sigma^2\gamma m/2).
\]

**Claim 20.** If \( X = \sum_{i=1}^m X_i \) is a sum of independent \( \{0, 1\} \)-valued random variables, where \( \Pr[X_i = 1] = \gamma \), then
\[
\Pr[X \equiv 0 (\text{mod} 2)] \leq \frac{1}{2}(1 + \exp(-2\gamma m)).
\]

**Proof:** Let \( Y_i = (-1)^{X_i} \) and let \( Y = \prod_{i=1}^m Y_i \). Notice \( X \equiv 0 (\text{mod} 2) \) iff \( Y = 1 \). Since \( Y \) is the product of independent random variables we have
\[
\Pr[X \equiv 0 (\text{mod} 2)] = \mathbb{E}\left[\frac{1}{2}(1 + Y)\right]
\]
\[
= \frac{1}{2}(1 + \prod_{i=1}^m \mathbb{E}[Y_i]) = \frac{1}{2}(1 + (1 - 2\gamma)^m) \leq \frac{1}{2}(1 + e^{-2\gamma m}).
\]
We have
\[ e^{-0.98^2 \frac{1}{2} (1 - e^{-2\rho t})} m/2 + \ln(2)(n-k) < 1 \] if
\[ -0.98^2 \frac{1}{2} (1 - e^{-2\rho t}) m/2 + \ln(2)(n-k) < 0. \]

By construction we have \( m > 2.95(n-k) \). So
\[
m > \frac{2.773(n-k)}{0.98^4} \Rightarrow \]
\[
m > \frac{2.773(n-k)}{0.98^2} \Rightarrow \]
\[
\left((1 - e^{-2\rho t}) m > \frac{4 \ln(2)(n-k)}{0.98^2}\right) \Rightarrow \]
\[-0.98^2 \frac{1}{2} (1 - e^{-2\rho t}) m/2 + \ln(2)(n-k) < 0 \]

Hence we showed that there is a positive probability to pick the set \( U \) such that every \( \varepsilon \)-far word is rejected with probability at least \( \frac{1}{100} \) and this completes the proof. ■

**Proof of Claim 18:** Assume by way of contradiction that \( \dim(U) < \dim(C^+) - 3\varepsilon n \). We call a word \( w \) a coset leader if \( w \) has minimal weight in \( w + C = \{w + c | c \in C\} \). (If there is more than one minimal weight word in \( w + C \) pick arbitrarily one of them to be the coset leader.) The proof of Proposition 9 implies that if \( w \) is a coset leader then \( \frac{w(w)}{m} = \delta(w, C) \).

Let
\[ V = \{w \in F_2^n \setminus C | \forall u \in U : \langle u, w \rangle = 0 \} \]
and \( w \) is a coset leader of \( w + C \), i.e. \( V \) contains all non-codewords that are accepted by all tests in \( U \). We have \( \dim(V) \geq 3\varepsilon n \) and thus \( |\bigcup_{v \in V} (\text{supp}(v))| \geq 3\varepsilon n \). In addition for all \( v \in V \) we have \( \text{supp}(v) < \varepsilon n \) because
\[ \Pr[T[v] = \text{reject}] = 0. \]

Let \( w_1, \ldots, w_s \) be an arbitrary ordering of the elements of \( V \). Let \( \mu(\ell) \) the maximal size of an element in \( \text{span}(w_1, \ldots, w_\ell) \). We have \( \mu(1) \leq \varepsilon n \) and \( \mu(s) \geq 2\varepsilon n \) because the expected size of a word in \( \text{span}(V) \) is (exactly) \( \frac{1}{2} |\bigcup_{v \in V} (\text{supp}(v))| \). Finally, we have \( \mu(\ell + 1) < \mu(\ell) + \varepsilon n \). We conclude there must exist \( \ell \) for which \( \varepsilon n < \mu(\ell) \leq 2\varepsilon n \). Let \( w' \) be a word of maximal size in \( \text{span}(w_1, \ldots, w_\ell) \). We see that \( w' \) is \( \varepsilon \)-far from \( C \) but accepted by \( T \) with probability 1, a contradiction. ■
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