Efficient Sketches for Earth-Mover Distance, with Applications
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Abstract — We provide the first sub-linear sketching algorithm for estimating the planar Earth-Mover Distance with a constant approximation. For sets living in the two-dimensional grid $[\Delta]^2$, we achieve space $\Delta^2$ for approximation $O(1/\epsilon)$, for any desired $0 < \epsilon < 1$. Our sketch has immediate applications to the streaming and nearest neighbor search problems.

1. INTRODUCTION

For any two multisets $A, B$ of points in $\mathbb{R}^2$, $|A| = |B| = N$, the (planar) Earth-Mover Distance $F$ between $A$ and $B$ is defined as the minimum cost of a perfect matching with edges between $A$ and $B$, i.e.,

$$EMD(A, B) = \min_{\pi : A \rightarrow B} \sum_{a \in A} ||a - \pi(a)||$$

where $\pi$ ranges over all one-to-one mappings. Computing the minimum cost bi-chromatic matching is one of the most fundamental problems in geometric optimization, and there has been an extensive body of work focused on designing efficient algorithms for this problem [19], [25], [2], [3], [5], [17], [1], [15].

Recently, there has been a significant interest in developing methods for geometric representation of EMD. The goal of this line of research is to provide mappings (say, $f$) that map a set of points $A$ into a vector $f(A)$ in a $k$-dimensional space, such that the distance $EMD(A, B)$ between any two point sets can be approximated from the vectors $f(A)$ and $f(B)$. To be useful, the space that $f$ maps into must be “simple”, e.g., its dimension $k$ must be low, or its distance estimation function should be of simple form. For example, [5], [17] provide a mapping $f$ that works when the sets $A, B$ are subsets of the discrete square grid $[\Delta]^2$, and guarantees that, for some absolute constant $C > 0$, we have

$$||f(A) - f(B)||_1 \leq EMD(A, B) \leq C \log \Delta ||f(A) - f(B)||_1.$$  

Geometric representations of EMD have found applications in several areas, including:

- **Data streaming computation:** The mapping of EMD into $\ell_1$, combined with $\ell_1$-distance-preserving mappings into low-dimensions [14], yields an efficient algorithm for estimating the EMD between a set of points given in a streaming fashion [13]. Specifically, the algorithm provides an $O(\log \Delta)$ approximation in one pass over the data, using only $\log^{O(1)}(\Delta N)$ space for sets of size at most $N$. Obtaining a better EMD estimation algorithm has been an important open problem in the streaming literature [21].

- **Visual search and recognition:** The aforementioned embedding, together with efficient nearest neighbor search methods, has been applied to fast image search in large collections of images [17]. Kernel variants of that embedding, such as pyramid kernels [10] and spatial pyramid kernels [20], are some of the best known practical methods for image recognition in large data sets [20].

However, representing EMD as vectors in the $\ell_1$ space has limitations: it has been shown [23] that any such mapping must incur a distortion of at least $\Omega(\sqrt{\log \Delta})$. Thus, in order to obtain more accurate representations, one must consider mappings into spaces other than $\ell_1$.

In this paper, we provide a construction of such mappings. Their key feature is that they map the sets into spaces of dimension that is significantly sub-linear in $\Delta$. For a multiset $A \subseteq [\Delta]^2$, let $x(A) \in \mathbb{R}^{\Delta^2}$ be the characteristic vector of $A$. Our main result is:

**Theorem 1.1.** For any $0 < \epsilon < 1$, there is a distribution over linear mappings $F : \mathbb{R}^{\Delta^2} \rightarrow \mathbb{R}^{O(\Delta)}$ as well as an estimator function $E$ such that for any two multisets $A, B \subseteq [\Delta]^2$ of equal size, we have

$$EMD(A, B) \leq E(F \cdot x(A), F \cdot x(B)) = O(1/\epsilon) \cdot EMD(A, B)$$

with probability $2/3$. Moreover, the entries in the matrix defining $F$ are integers in the range $\{-\Delta^{O(1)}, \ldots, \Delta^{O(1)}\}$.

The estimation function $E(\cdot, \cdot)$ can be evaluated in time $O(1)$. However, $E(\cdot, \cdot)$ is not a metric distance function. Instead, it involves operations such as median, and as a result it does not satisfy triangle inequality.

**Applications.** Theorem 1.1 almost immediately provides an improved algorithm for streaming and nearest neighbor search problems. In the streaming model (cf. [22], [16]), consider the aforementioned problem of computing the EMD between the sets $A$ and $B$ of points given in a stream. It can be seen that, due to the linearity of $F$, the “sketch” vectors
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1 Variants of this notion are also known as the transportation distance or bi-chromatic matching distance.
For any 0 < ϵ < 1, there is a one-pass streaming algorithm that maintains an O(1/ϵ)-approximation of the value of EMD between point-sets from |Δ|² given in a stream of length N, using Δ² log(O(1))(ΔN) space.

Another application of Theorem 1.1 is to give an improved data structure for the approximate nearest neighbor problem under EMD. Specifically, consider a set S consisting of s sets A_i ⊆ |Δ|², each of size at most N. By increasing the dimension of the mapping F by a factor of O(log s) we can ensure that, for any fixed set B, one can estimate the distance between B and all sets in S up to a factor of O(1/ϵ) with probability 2/3. We build a lookup table that, for each value of Fx(B), stores the index i that minimizes the value of the estimated distance E(Fx(A_i), Fx(B)). From the properties of the mapping F, we obtain the following theorem.

Theorem 1.3. For any 0 < ϵ < 1, there is a data structure that, given a “query” multi-set B, reports an O(1/ϵ)-approximate nearest neighbor of B in S with probability at least 2/3. The data structure uses 2Δ² log(sΔN)O(1) space and (Δ log(sΔN))O(1) query time.

Thus, we obtain a data structure with very fast query time and space sub-exponential in the dimension |Δ|² of the underlying EMD space. This improves over the result of [3], who obtained an algorithm with a similar space bound while having super-constant approximation guarantee with query time polynomial in the number of data points s.

Techniques. Our mapping utilizes two components: one old, and one new. The first component, introduced in [15], provides a decomposition of EMD over |Δ|² into a convex combination of closely related metrics, called EEMD, defined over |Δ|². Specifically, consider an extension of EMD to any (multi-)sets A, B ⊆ |Δ|² (not necessarily of the same size), defined as:

$$EEMD_{Δ}(A, B) = \min_{S \subseteq A, S' \subseteq B} \left[ EMD(S, S') + Δ(|A - S| + |B - S'|) \right]$$

(we often skip the subscript Δ when it is clear from the context). It is known that the EEMD metric can be induced by a norm ||·||EEMD, such that for any multi-sets A, B we have $EEMD(A, B) = ||x(A) - x(B)||_{EEMD}$ (see Section 2 for the definition). The decomposition from [15] can be now stated as follows (after adapting the notation to the setup in this paper):

Fact 1.4 ([15]). For any 0 < ϵ < 1, there exists a distribution over n-tuples of linear mappings (F₁, ..., F_n), for $F_i : \mathbb{R}^{Δ} \rightarrow \mathbb{R}^{m^2}$ with $m = Δ^γ$, such that for any $x \in \mathbb{R}^{Δ}$, we have

1. $||x||_{EEMD} \leq \sum_i ||F_i(x)||_{EEMD}$ with probability 1, and
2. $E(\sum_i ||F_i(x)||_{EEMD}) \leq O(1/ε) \cdot ||x||_{EEMD}$.

Furthermore, $n = Δ^O(1)$.

It suffices to estimate the sum of the terms $||F_i(x)||_{EEMD}$ in the decomposition. The second component needed for our result (and the main technical development of this paper) is showing that the sum estimation can be accomplished by using a proper linear mapping. In fact, the method works for estimating the sum $\sum_i ||x_i||_X$ for a vector $x = (x_1, ..., x_n) \in X^n$ for any normed space $X = (\mathbb{R}^m, \|\|_X)$. We denote $||x||_1.X = \sum_i ||x_i||_X$. This component is formalized in the following theorem.

Theorem 1.5 (Linear sketching of a sum of norms). Fix $n \in \mathbb{N}$, a threshold $M > 0$, and approximation $γ > 1$. For $k = (γ \log n)^O(1)$, there exists a distribution over random linear mappings $μ : X^n → \mathbb{R}^k$, and a reconstruction algorithm $R$, such that for any $x \in X^n$ satisfying $M/γ ≤ ||x||_1.X ≤ M$, the algorithm $R$ produces an $O(1)$-approximation to $||x||_1.X$ from $μ(x)$, with high probability.

Theorem 1.5 immediately implies Theorem 1.1, since we can use the mapping from [5], [7] to obtain an estimation $M$ of $||x||_1.X_{EEMD}$ with an approximation factor $γ = O(\log Δ)$. For completeness, we include its proof in Section 4.

The main idea behind the construction of the mapping is as follows. First, observe that a natural approach to the sum estimation problem would be to randomly sample a few blocks $x_i$ of the vector $x$. This does not work, however: the mass of the sum could be concentrated in only a single block, and a random sample would likely miss it. An alternative approach, used in the off-line algorithm of [15], is to sample each block $x_i$ with probability approximately proportional to $||x_i||_{EEMD}$. However, this requires existence of a streaming algorithm that supports such sampling. A recent paper of [18] is a step towards achieving such an algorithm. However, it applies to the case where one samples just individual coordinates, while we need to sample and retrieve blocks, in order to compute the value of EMD on them directly. Although the two problems are related in principle (having enough samples of block coordinates could

There are other technical obstacles such as that their algorithm samples with probability proportional to $||x_i||_p$ for $p > 2$, while here we would need the sampling probability to be proportional to the norm of $x_i$, i.e., $p = 1$. However, these issues are not much of a problem.
provide some information about the norm of the block itself, the tasks seem technically different. Indeed, the recovery procedure forms the main technical part of the paper, even though the final algorithm is quite simple.

2. Preliminaries

We start by defining the $\|\cdot\|_{\text{EEMD}}$ norm. For any $x \in \mathbb{R}^{n^2}$, let $x^+ = (|x| + x)/2$ be the vector containing only the positive entries in $x$, and let $x^- = x - x^+$. Then define $|x|_{\text{EEMD}} = EEMD(x^+, x^-)$, where we identify $x^+ \in \mathbb{N}^{n^2}$ with the multi-set for which $x^+$ is the indicator vector (and similarly with $x^-$). The norm naturally extends to entire $x \in \mathbb{R}^{n^2}$ by corresponding weighting; we omit these details in this paper. Observe that for any multi-sets $A, B$ we have $EEMD(A, B) = \|x(A) - x(B)\|_{\text{EEMD}}$.

We consider all logs to be in base 2. The notation $\chi[E]$ stands for 1 if event/expression $E$ is true and 0 otherwise.

3. Proof of Theorem 1.5

We first present the construction of the sketching function $\mu$ and of the reconstruction algorithm $R$. The respective algorithms are presented in Figures 1 and 2. We then prove the correctness guarantee, namely that the reconstruction algorithm $R$ approximates well the norm $\|x\|_{1,X}$.

3.1. Sketch and reconstruction algorithms

We start by giving some intuition behind our constructions.

Fix an input $x \in X^n$. We will refer to $x_i$’s as the elements of $x$. As in [12] and several further papers, the idea is to partition these elements into exponential levels, depending on their $X$-norm. Specifically, for a level $j \in \mathbb{N}$, we set the threshold $T_j = M/2^j$ and define the level $j$ to be the set

$$S_j = \{ i \in [n] \mid \|x_i\|_X \in (T_j, 2T_j) \}.$$

Let $s_j = |S_j|$ be the size of $S_j$. We will observe that $\|x\|_{1,X}$ is approximated by $\sum_{j \geq 1} T_j \cdot s_j$. Furthermore, it is sufficient to consider only levels $j \leq \ell := \log(4n\gamma)$.

The main challenge is to estimate each $s_j$ for each $j \in [\ell]$. We will do so for each $j$ separately. We will subsample the elements from $[n]$ such that, with “good probability”, we subsample exactly one element from $S_j$, say $i \in S_j$, and no element from $S_{j'}$ for $j' < j$. We refer to this event as $E$. In a sense, we “isolate” (at most) one element $i \in S_j$, while the rest of the remaining elements are from “lighter” levels and thus have a much smaller weight than $i$. Such an isolation allows us to efficiently verify the fact we have succeeded to isolate one $i$.

The probability that we manage to isolate exactly one such $i \in S_j (E \text{ holds})$ is in fact roughly proportional to the size of the set $S_j$. Thus it suffices to just estimate the probability that the event $E$ holds. To ensure the “rough proportionality” we subsample the elements at a rate for which $E$ holds with a probability that is inversely poly-logarithmic, $\log^{-\Theta(1)} n$. Thus we repeat the subsampling experiment for $t = (\gamma \log n)^{O(1)}$ times and count in how many experiments the event $E$ holds; this count gives an estimate for $s_j$ (when appropriately scaled).

The following core problem remains: for each subsampling experiment $u \in [\ell]$, we need to actually verify that $E$ holds in this experiment, i.e., whether exactly one element of $S_j$ is subsampled and no element from $S_{j'}$ for $j' < j$. To do so, we hash the subsampled elements, denoted $I_{j,u}$, into a hash table. Then, $E$ holds roughly when there is exactly one cell that has norm in the right range (roughly $(T_j, 2T_j)$), and all the other cells have small norm. Ideally, if the hash table were huge, then the subsampled elements, $I_{j,u}$, do not collide in the hash table and then the verification procedure is accurate. Since the hash table size is much smaller, of only poly-logarithmic size, this verification procedure may fail. Specifically, the verification procedure fails when either the elements from the “lighter” level-sets $S_{j'}$ for $j' > j$ contribute a lot to one of the cells, or some elements from “heavier” level-sets $S_{j'}$ for $j' < j$ are subsampled and collide. If we set the size $w$ of the hash table sufficiently high, we will ensure that neither of these two bad events happens with a significant probability.\(^3\)

The detailed algorithm for the sketch $\mu$ is presented in Figure 1. As defined in the preliminaries, $\chi[E]$ stands for 1 if expression $E$ is true and 0 otherwise. Note that the constructed sketch $\mu$ is linear.

Before giving the reconstruction algorithm $R$, we need the following definition, which describes our procedure of verifying that the event $E$ from the above discussion holds.

**Definition 3.1.** For $j \in [\ell]$, $u \in [\ell]$, call the pair $(j, u)$ an accepting pair if the following holds:

- there is exactly one position $v \in [w]$ such that $\|H_{j,u}^{(j,v)}\|_X \in (0.9 \cdot T_j, 2.1 \cdot T_j)$, and
- for all other $v' \in [w]$, $\|H_{j,u}^{(j,v')}\|_X \leq 0.9 \cdot T_j$.

\(^3\)Similar phenomena has been exploited for the sparse approximation and heavy hitter problems, see [9], [6], [8], [7].
For each \( j \in [\ell] \), let \( c_j \) be the number of accepting pairs \((j, u)\) for \( u \in [\ell] \)

Return \( \mathcal{E} = \sum_{j \in [\ell]} T_j \cdot c_j \cdot \frac{1}{p_j} \)

**Algorithm 2**: Reconstruction algorithm \( \mathcal{R} \).

The resulting reconstruction algorithm is given in Figure 2.

### 3.2. Proof of correctness

First, we observe that the norm \( \|x\|_{1, X} \) is approximated by

\[
\sum_{j \in [\ell]} T_j \cdot |S_j|
\]

up to a factor of 4. Indeed, \( \|x\|_{1, X} \) is 2-approximated by the same sum with unrestricted \( j \), i.e., \( \sum_{j \geq 1} T_j \cdot |S_j| \). Moreover, every element \( i \in [n] \) from a higher level \( j > \ell \) contributes a norm that is at most

\[
\frac{M}{2^j} \leq \frac{1}{4^n} \cdot \frac{M}{\gamma} \leq \frac{1}{4^n} \cdot \|x\|_{1, X}.
\]

Thus the elements from the ignored levels constitute at most a 1/4-fraction of \( \|x\|_{1, X} \).

We set \( s_j = |S_j| \) to be the size of \( S_j \). By notational convention, we also assume that for \( j < 4 \), we have \( |S_j| = 0 \) and \( s_j = 0 \). Also, we can assume that \( \gamma \leq n^2 \) for some absolute constant \( c > 0 \), since, otherwise, the construction with \( k = \gamma^{1/c} \) is trivial.

We define \( \tilde{s}_j = \frac{c_j}{\gamma} \cdot \frac{1}{p_j} \), which one should think of as our estimate of \( s_j \). Then the reconstruction algorithm returns the estimate \( \mathcal{E} = \sum_{j \in [\ell]} T_j \cdot \tilde{s}_j \) of the norm \( \|x\|_{1, X} \).

Our main challenge is to prove that \( \tilde{s}_j \) is a good estimate of \( s_j \) for each \( j \in [\ell] \). While we can prove a good upper bound on \( \tilde{s}_j \) for all \( j \in [\ell] \), we cannot prove a good lower bound on all \( \tilde{s}_j \)'s. Namely, if \( s_j \) is very small, we cannot lower-bound \( \tilde{s}_j \) (as we do not have enough subsampling experiments). But in this case, the level \( j \) contributes a negligible mass to the norm \( \|x\|_{1, X} \), and thus it can simply be ignored.

To formalize the above point, we partition the levels \( j \) into two types — important and non-important levels — depending on the number \( s_j \) of elements in the corresponding level. Intuitively, the non-important levels are those that contribute a negligible amount of mass to the norm \( \|x\|_{1, X} \).

**Definition 3.2.** Call level \( j \in [\ell] \) important if \( s_j \geq \frac{M/\gamma}{T_j} \cdot \frac{1}{8^j} \). Let \( \mathcal{J} \subseteq [\ell] \) denote the set of important levels.

The following two lemmas prove, respectively, lower and upper bound on our estimates \( \tilde{s}_j \).

**Lemma 3.3.** For every important level \( j \in \mathcal{J} \), with high probability,

\[
\tilde{s}_j \geq s_j/8.
\]

**Lemma 3.4.** For every level \( j \in [\ell] \), with high probability,

\[
\tilde{s}_j \leq 2 \left( s_{j-1} + s_j + s_{j+1} + \frac{2^j}{8^j \ell} \right).
\]

First, we show how the two lemmas imply Theorem 1.5.

**Proof of Theorem 1.5.** We have already observed that \( \sum_{j \in [\ell]} T_j \cdot s_j \) approximates \( \|x\|_{1, X} \) up to a factor of 4. Thus, by Lemma 3.4, we have

\[
\mathcal{E} = \sum_{j \in [\ell]} T_j \cdot \tilde{s}_j \leq O(1) \sum_{j \in [\ell]} T_j \cdot \left( s_{j-1} + s_j + s_{j+1} + \frac{2^j}{8^j \ell} \right)
\]

\[
\leq O(1) \sum_{j \in [\ell]} T_j \cdot s_j + O(\ell) \cdot \frac{M}{8^j \ell} \leq O(1) \cdot \|x\|_{1, X},
\]

where we have used the fact that \( \|x\|_{1, X} \geq M/\gamma \).

On the other hand, we can lower bound \( \mathcal{E} \) by dropping all the non-important levels \( j \). By Lemma 3.3, we have

\[
\mathcal{E} \geq \sum_{j \in \mathcal{J}} T_j \cdot \tilde{s}_j \geq \Omega(1) \sum_{j \in \mathcal{J}} T_j \cdot s_j.
\]

The contribution of the non-important levels is, by the definition of importance,

\[
\sum_{j \in [\ell] \setminus \mathcal{J}} T_j \cdot s_j \leq \frac{M/\gamma}{8^\ell} \leq \frac{1}{8} \cdot \|x\|_{1, X}.
\]

Thus, we conclude

\[
\sum_{j \in \mathcal{J}} T_j \cdot s_j = \sum_{j \in [\ell]} T_j \cdot s_j - \sum_{j \in [\ell] \setminus \mathcal{J}} T_j \cdot s_j \geq \frac{1}{4} \cdot \|x\|_{1, X} - \frac{1}{8} \cdot \|x\|_{1, X} = \Omega(1) \cdot \|x\|_{1, X},
\]

which completes the proof of Theorem 1.5.

**3.2.1. Proofs of Lemmas 3.3 and 3.4.** As mentioned before, at a given level \( j \), we are trying to estimate the size \( s_j \) of the set \( S_j \). We do so by subsampling the elements \( t \) times, each at a rate of roughly \( 1/|S_j| \), and counting how many times the subsampling produced exactly one element from \( S_j \) (and there will be a negligible probability that more than one element is subsampled). The hope is that the pair \((j, u)\) is accepting iff the event \( E \) holds, that is, the subsample \( I_{j, u} \) contains only one element from \( S_j \) and none from \( S_{j'} \) for \( j' < j \). The main difficulty turns out to be bounding the contribution of the elements from the sets \( S_{j'} \) for \( j' \geq j + 2 \); the sets \( S_{j'} \) may be much larger than \( S_j \) and thus a fraction of them is likely to be present in the subsample. Nonetheless, the elements from these sets \( S_{j'} \) are small in norm and thus are distributed nearly uniformly in the hash table \( H^{(j, u)} \).

To formalize this intuition, we will prove the Noise Lemma that quantifies the “noise” (norm mass) contributed by the elements from the sets \( S_{j'} \) for \( j' \geq j + 2 \), in a hash table \( H^{(j, u)} \). This Noise Lemma will be used for both Lemma 3.3 and Lemma 3.4.

The Noise Lemma has two parts. The first part gives a tight bound on the noise in a given cell of the hash table \( H^{(j, u)} \), but the probability guarantee is for a given cell only. The second part gives a somewhat weaker bound on the noise, but holds for all the cells of \( H^{(j, u)} \) simultaneously.
Lemma 3.5 (Noise Lemma). Fix some \( j \in [\ell] \) and \( u \in [t] \). Consider some cell \( v \) of the hash table \( H^{(j,u)} \), and let \( S_{\geq j+2} = \bigcup_{j' \geq j+2} S_{j'} \). Then

\[
\sum_{i \in S_{\geq j+2}} \chi[i \in I_{j,u}] \cdot \chi[h_{j,u}(i) = v] \cdot \|x_i\|_X \leq 0.1 \cdot T_j
\]

(1)

with probability at least \( 1 - \frac{1}{2^w} \).

Furthermore, with probability at least \( 1 - \frac{\log^2 n}{w} \), we have

\[
\max_{v' \in [w]} \sum_{i \in S_{\geq j+2}} \chi[i \in I_{j,u}] \cdot \chi[h_{j,u}(i) = v'] \cdot \|x_i\|_X \leq 0.6 \cdot T_j.
\]

(2)

Proof: We begin by proving Eqn. (1). We have by the linearity of expectation that:

\[
\mathbb{E} \left[ \sum_{i \in S_{\geq j+2}} \chi[i \in I_{j,u}] \cdot \chi[h_{j,u}(i) = v] \cdot \|x_i\|_X \right] \\
\leq \frac{p_j}{w} \cdot \|x\|_{1,X} \leq \frac{M/2}{40w} \leq \frac{T_j}{40w}.
\]

Using standard Markov’s bound, we conclude that Eqn. (1) holds with probability at least \( 1 - \frac{1}{2^w} \), completing the first part of the Noise Lemma.

We now prove the second part, Eqn. (2). Note that we cannot hope to prove that all cells will have noise at most \( 0.1 \cdot T_j \), because even just one element from a set \( S_{j+2} \) can contribute as much as \( T_j/2 \). To prove this part, we partition the elements in \( S_{\geq j+2} \) into two types: heavy elements (of mass close to \( T_j \)) and light elements (of mass much smaller than \( T_j \)). For heavy elements, we will prove that we subsample only a few of them, and thus they are unlikely to collide in the hash table. The light elements are so light that they can be upper-bounded using a tight concentration bound.

Specifically, we define the following sets of light and heavy elements:

\[ S_l := \bigcup_{j' \geq j+\log \log n} S_{j'} \]

\[ S_h := S_{\geq j+2} \setminus S_l = \bigcup_{j+2 \leq j' < j+\log \log n+1} S_{j'} \]

We first show that the light elements do not contribute more than \( (0.1/T_j) \) to any cell w.h.p. Namely, we will bound the noise in a cell \( v' \in [w] \) using a Hoeffding bound, and then use a union bound over all \( v' \). We use the following variant of the Hoeffding inequality, which can be deduced from [11].

Lemma 3.6 (Hoeffding bound). Let \( Z_i \) be \( n \) independent random variables such that \( Z_i \in [0, B] \), for \( B > 0 \), and \( \mathbb{E}[\sum_i Z_i] = \mu \). Then, for any \( a > 0 \), we have that

\[
\text{Pr} \left[ \sum_i Z_i > a \right] \leq e^{-a(2\mu)/B}. 
\]

We use the lemma for variables \( Z_i = \chi[i \in I_{j,u}] \cdot \chi[h_{j,u}(i) = v'] \cdot \|x_i\|_X \), where \( i \in S_l \). To get a bound on \( B \), we observe that, for \( i \in S_l \), we have \( \|x_i\|_X \leq T_j/20 \log \log n \). We also have an upper bound of \( \mu = \mathbb{E}[\sum_{i \in S_l} Z_i] \leq T_j/(40w) \) (from Eqn. (3)). Thus, applying Lemma 3.6 we obtain

\[
\text{Pr} \left[ \sum_{i \in S_l} \chi[i \in I_{j,u}] \cdot \chi[h_{j,u}(i) = v'] \cdot \|x_i\|_X > 0.1 \cdot T_j \right] \\
\leq e^{-(0.1 - 1/(20w))T_j/(T_j/\log n)} < e^{-0.05 \log n} = n^{-\Omega(1)}.
\]

Taking the union bound over all cells, we obtain the same bound on all cells \( v' \in [w] \).

We now analyze the behavior of the heavy elements, i.e., elements from the set \( S_h \). We can bound the expected number of subsampled heavy elements as follows:

\[
\mathbb{E} \left[ \sum_{i \in S_h} \chi[i \in I_{j,u}] \right] \leq \left( \frac{j + \log \log n}{\ell} \right) \cdot p_j \\
< 2^{j + \log \log n + 1} \cdot \frac{2 - j}{40 \ell} = \frac{\log n}{20 \ell} \leq O(1).
\]

Applying the Hoeffding bound from above, we obtain

\[
\text{Pr} \left[ \sum_{i \in S_h} \chi[i \in I_{j,u}] > \log n \right] \leq e^{-\Omega(\log n)} = n^{-\Omega(1)}.
\]

Thus, no more than \( \log n \) heavy elements are subsampled, w.h.p. We can further bound the probability that any two of them hash into the same cell by \( \text{Pr} \) there exists a collision of heavy elements \( \leq (\log n)/w \leq \log^2 n/2w \).

To conclude, for every cell \( v' \), the light elements can contribute at most \( 0.1 \cdot T_j \), and the heavy elements can contribute at most \( T_j/2 \). The lemma then follows.

We are now ready to prove Lemmas 3.3 and 3.4. We will let \( A_{j,u} \) represent the event that \((j,u)\) is an accepting pair, as per Definition 3.1.

Proof of Lemma 3.3: Fix an important \( j \in J \), and some \( u \in [t] \). Define the following two events:

**E1**: exactly one element of \( S_j \) is subsampled in \( I_{j,u} \), and \( E2 \): no element from \( S_{j'} \) is subsampled in \( I_{j,u} \), for all \( j' < j \) and \( j' = j + 1 \).

We will prove the following claim.

**Claim 3.7.** For fixed \( u \in [t] \), if \( E1 \) and \( E2 \) hold, then \( A_{j,u} \) occurs with probability at least \( 1/2 \). Moreover, \( E1 \) and \( E2 \) occur simultaneously with probability at least \( 1/2 A_{j,u} p_j \).

Proof of Claim 3.7: To prove the first part, assume \( E1 \) and \( E2 \) hold. Let \( i^* \) be the element in \( I_{j,u} \cap S_j \) (guaranteed to be unique by \( E1 \)), and let \( v^* \) be the cell that contains element \( i^* \). First, we note that, using the triangle inequality in \( X \) and the Noise Lemma 3.5, we have
\[ \|H_v^{(j,u)}\|_X \geq \|x_t\|_X - \sum_{i \in I_{j,u} \setminus \{i^*\}} \chi[h_{j,u}(i) = v^*] \cdot \|x_i\|_X \]
\[ > T_j - 0.1 \cdot T_j = 0.9 \cdot T_j, \]
and
\[ \|H_v^{(j,u)}\|_X \leq \|x_t\|_X + \sum_{i \in I_{j,u} \setminus \{i^*\}} \chi[h_{j,u}(i) = v^*] \cdot \|x_i\|_X \]
\[ \leq 2.1 \cdot T_j, \]
with probability at least 3/4. Furthermore, for every other cell \( v \neq v^* \), we have that, similarly to above:
\[ \max_{v \neq v^*} \|H_v^{(j,u)}\|_X \leq \max_{v \neq v^*} \sum_{i \in I_{j,u}} \chi[h_{j,u}(i) = v] \cdot \|x_i\|_X \leq 0.6 \cdot T_j \]
with probability at least 3/4. The two bounds hold at the same time with probability at least 1/2, in which case \( A_{j,u} \) occurs.

Next we show that \( E1 \) and \( E2 \) hold with probability at least \( \frac{1}{2} s_j p_j \). We have
\[ \Pr[E1] = s_j p_j (1 - p_j)^{s_j - 1} \geq s_j p_j (1 - s_j p_j) \geq \frac{3}{4} s_j p_j, \]
where we use the fact that \( s_j \leq 2^{\gamma} = \frac{1}{100 p_j} \). To estimate \( \Pr[E2] \), we first consider all \( j' < j \). Using the union bound, we can bound the probability that anything from \( \bigcup_{j' < j} S_{j'} \) is subsampled:
\[ \Pr \left[ \bigcup_{j' < j} S_{j'} \cap I_{j,u} \neq \emptyset \right] \leq \sum_{j < j'} s_j p_j \leq \sum_{j < j'} 2^{j'} p_j < 2^j p_j \]
\[ = \frac{1}{40 \ell}. \]
Similarly, we have
\[ \Pr[S_{j+1} \cap I_{j,u} \neq \emptyset] \leq s_{j+1} p_j \leq \frac{1}{20 \ell}. \]
Thus we obtain that \( \Pr[E2] \geq 1 - \frac{1}{10 \ell} \).

We note that \( E1 \) and \( E2 \) are independent events since they concern different levels. We can conclude that
\[ \Pr[E1 \land E2] = \Pr[E1] \cdot \Pr[E2] \geq \frac{3}{4} s_j p_j \cdot \left( 1 - \frac{1}{10 \ell} \right) \geq \frac{1}{2} s_j p_j, \]
which finishes the proof of Claim 3.7.

We now complete the proof of Lemma 3.3. We can lower bound the probability of \( A_{j,u} \) as follows:
\[ \Pr[A_{j,u}] \geq \Pr[A_{j,u} \land E1 \land E2] \]
\[ = \Pr[A_{j,u} \mid E1 \land E2] \cdot \Pr[E1 \land E2] \geq \frac{1}{2} s_j p_j. \]
Now, we can finally analyze the estimate \( \hat{s}_j \) of the size of the set \( S_j \). Since \( \hat{s}_j = \frac{\gamma}{T} \cdot \frac{1}{p_j} \), we will lower bound \( c_j \). Note that
\[ \mathbb{E}[c_j] = \mathbb{E}[A_{j,u}] \geq \frac{t}{4} s_j p_j \geq \frac{t}{4} \cdot \frac{2^j}{8 \gamma \ell} \cdot \frac{2^{-j}}{40 \ell} \geq \Omega(\log n). \]

Thus, a standard application of the Chernoff bound suffices to conclude that \( c_j \geq \frac{1}{8} s_j p_j \), w.h.p., and then \( \hat{s}_j = \frac{\gamma}{T} \cdot \frac{1}{p_j} \geq \frac{1}{8} s_j p_j \cdot \frac{1}{p_j} = \frac{1}{8} s_j \), also with high probability. This concludes the proof of Lemma 3.3.

We now prove the Lemma 3.4 that upper bounds the estimate \( \hat{s}_j \).

**Proof of Lemma 3.4**: First, fix some \( j' \in [\ell] \), and consider any particular hash table \( H^{(j,u)} \). As before, let \( A_{j,u} \) denote the event that \( (j, u) \) is an accepting pair, and define the following new event:
\( E3: \) at least one element of \( S_{j-1} \cup S_j \cup S_{j+1} \) is subsampled.

**Claim 3.8**: If \( E3 \) does not occur, \( A_{j,u} \) holds with probability at most \( p_j \left( \frac{2^j}{8 \gamma \ell} \right) \). Moreover, \( E3 \) holds with probability at most \( p_j (s_{j-1} + s_j + s_{j+1}) \).

**Proof**: For the first part, we prove that, with probability at least \( 1 - p_j \left( \frac{2^j}{8 \gamma \ell} \right) \), no cell of \( H^{(j,u)} \) can have a norm that is in the accepting range of \( (0.9 \cdot T_j, 2.1 \cdot T_j) \). A cell \( v \) of \( H^{(j,u)} \) may have a norm in the accepting range only when (i) more than one element from \( S_{\leq j-2} = \bigcup_{j' \leq j-2} S_{j'} \) falls into \( v \), or (ii) the noise in \( v \) from elements in \( S_{\geq j+2} = \bigcup_{j' \geq j+2} S_{j'} \) exceeds \( 0.6 \cdot T_j \). In particular, if neither (i) nor (ii) hold, then either \( v \) contains no element from \( S_{\leq j-2} \), in which case \( \|H_v^{(j,u)}\|_X \leq 0.6 \cdot T_j \leq 0.9 T_j \), or \( v \) contains exactly one element from \( S_{\leq j-2} \), in which case \( \|H_v^{(j,u)}\|_X > 4 T_j - 0.6 T_j > 2.1 T_j \).

Now, the probability that (2) holds for any cell \( v \) is at most \( \frac{\log^2 n}{n} \) by the Noise Lemma 5.5. It remains to bound the probability of (1), that more than one element from \( S_{\leq j-2} \) falls into the same cell of the hash table. We note that the expected number of subsampled elements from \( S_{\leq j-2} \) is upper bounded by \( 2^j \cdot p_j \leq O(1) \). Thus, with high probability, only at most \( \log n \) of the elements from \( S_{\leq j-2} \) may appear in \( I_{j,u} \). Furthermore, these \( \log n \) elements collide with probability at most \( \frac{\log^2 n}{n} \). It follows that the probability that (1) holds for any cell \( v \) is at most \( \frac{\log^2 n}{n} \).

Thus, we have that
\[ \Pr[A_{j,u} \mid E3] \leq 2 \cdot \frac{\log^2 n}{n} \leq p_j \left( \frac{2^j}{8 \gamma \ell} \right) = \frac{1}{320 \gamma \ell^2}. \]

For the second part, we need to bound the probability \( \Pr[E3] \). But this follows from a simple union bound over all elements in \( S_{j-1} \cup S_j \cup S_{j+1} \).

We can now finish the proof of the lemma. From the above claim, we obtain the following bound on the probability of an accepting pair:
\[ \Pr[A_{j,u}] \leq \Pr[A_{j,u} \mid E3] + \Pr[E3] \]
\[ \leq p_j \left( s_{j-1} + s_j + s_{j+1} + \frac{2^j}{8 \gamma \ell} \right). \]

We can now upper bound the estimate \( \hat{s}_j \):
\[ \mathbb{E}[\hat{s}_j] = \sum_{u} \Pr[A_{j,u}] \cdot \frac{1}{p_j} \leq \left( s_{j-1} + s_j + s_{j+1} + \frac{2^j}{8 \gamma \ell} \right). \]
Again, by a Chernoff bound, 

\[ s_j \leq 2(s_{j-1} + s_j + s_{j+1} + \frac{2^j}{\delta}) \]

w.h.p. This completes the proof of Lemma 3.4. \[ \Box \]

4. PROOF OF THEOREM 1.1

We now prove our main Theorem 1.1. As mentioned in the introduction, its main ingredient is Theorem 1.5.

Proof of Theorem 1.1. The sketch \( F \) consists of two parts. The first part is just a linear map \( f \) of planar EMD into \( \ell_1 \) as in [5], [7], that approximates the EMD distance up to \( \gamma = O(\log \Delta) \) approximation.

The second part is a collection of \( O(\log \Delta) \) sketches \( \nu_i \). Each \( \nu_i \) is a composition of two linear maps: the map \( F^{(i)} = \langle F_1^{(i)} \ldots F_T^{(i)} \rangle \) obtained from an application of Fact 1.4, and a sketch \( \mu_i \) obtained from an application of the Theorem 1.5. Specifically, for \( i \leq \log \Delta \), the sketch \( \mu_i \) is given by the Theorem 1.5 for \( M = 2^i \), \( n = T \), and \( \gamma \) as defined above. The final sketch is then the following linear map:

\[ F = \langle f, \mu_1 \circ F^{(1)}, \ldots, \mu_{\log \Delta} \circ F^{(\log \Delta)} \rangle. \]

The reconstruction algorithm \( E \) works in a straightforward manner. Given sketches \( Fx(A) \) and \( Fx(B) \), compute first a \( \gamma \) approximation to \( EMD(A, B) \) using the map \( f \). Then, use the corresponding map \( \nu_i = \mu_i \circ F^{(i)} \) to compute the estimate \( \sum_j \|F_j^{(i)}(x(A) - x(B))\|_{EEMD}. \) This estimate is a \( O(1/\epsilon) \) approximation to \( EMD(A, B) \) by Fact 1.4.

This finishes the proof of Theorem 1.1. \[ \Box \]
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