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Abstract—In this paper, we consider the problem of learning Gaussian multiresolution (MR) models in which data are only available at the finest scale, and the coarser, hidden variables serve to capture long-distance dependencies. Tree-structured MR models have limited modeling capabilities, as variables at one scale are forced to be uncorrelated with each other conditioned on other scales. We propose a new class of Gaussian MR models in which variables at each scale have sparse conditional covariance structure conditioned on other scales. Our goal is to learn a tree-structured graphical model connecting variables across scales (which translates into sparsity in inverse covariance), while at the same time learning sparse structure for the conditional covariance (not its inverse) within each scale conditioned on other scales. This model leads to an efficient, new inference algorithm that is similar to multipole methods in computational physics. We demonstrate the modeling and inference advantages of our approach over methods that use MR tree models and single-scale approximation methods that do not use hidden variables.

Index Terms—Gauss–Markov random fields, graphical models, hidden variables, multipole methods, multiresolution (MR) models.

I. INTRODUCTION

Multiresolution (MR) methods have been widely used in large-scale signal processing applications due to their rich modeling power as well as computational efficiency [34]. Estimation algorithms based on MR representations are efficient since they perform global computations only at coarser scales in which the number of variables is significantly smaller than at finer scales. In addition, MR models provide compact representations for long-range statistical dependencies among far-apart variables by capturing such behavior at coarser resolutions. One of the most common settings [3], [7], [8], [11], [19], [23], [28], [34] for representing MR models is that of graphical models, in which the nodes of the graph index random variables and the edges encode conditional independence structure among the variables. Graphical models in which edges are undirected are also called Markov random fields (MRFs).

In many applied fields including communication [13], speech and image processing [32], and bioinformatics [27], statistical models have been represented with sparse graphical model structures in which each node in the graph is connected to only a few other nodes. For Gaussian phenomena, in which the variables being represented are jointly Gaussian, this corresponds to sparsity in the inverse covariance matrix. There are a variety of attractions of such sparse models, including parsimonious parameterization (with obvious advantages for learning such models and avoiding overfitting) and the potential for efficient inference algorithms (e.g., for computing posterior distributions given measurements or for parameter estimation).

The potential advantages of sparsity for efficient inference, however, depend very much on the structure of the resulting graph, with the greatest advantage for tree-structured graphs, i.e., graphs without cycles. Indeed, this advantage provided one of the major motivations for the substantial literature and application [10], [14], [22], [34] of models on MR trees (such as in Fig. 1) in which each level represents the phenomenon of interest at a corresponding scale or resolution. The coarser scales in these models are usually introduced solely or primarily as hidden variables. That is, it is the finest scale of such a model that represents the phenomenon of interest, and coarser scales are introduced to capture long-range correlations in a manner that is graphically far more parsimonious than could be captured solely within a single, finest scale model. Indeed, a sparse single-scale graphical model is often poor at capturing long-range correlations, and even if it does, may result in the model being ill-conditioned.

A significant and well-known limitation of such MR tree models, however, is the set of statistical artifacts they can...
introduce. In an MR tree model, variables at one scale are conditionally independent when conditioned on neighboring scales, a direct consequence of the fact that nodes are connected to each other only through nodes at other scales. Thus, the correlation structure between variables at the finest scale can depend dramatically on exactly how the MR tree is arranged over these finest scale nodes. In particular, finest scale nodes that are the same “distance” from each other as measured solely within that finest scale can have very different distances along the MR tree due to the different lengths of fine-to-coarse-to-fine paths that connect them. While in some applications such fine-scale artifacts may have no significant effect on the particular estimation task of interest, there are many situations in which these artifacts are unacceptable. A variety of methods [3], [7], [8], [11], [19], [23], [28] have been proposed to overcome this limitation of tree models. These methods involve including additional edges—either interscale or within the same scale—to the MR tree model and considering an overall sparse MR graphical model.

In this work, we propose a different approach to address the limitation of MR tree models—one that has considerable intuitive appeal. Note that the role of coarser scales in an MR model is to capture most of the correlations among the finer scale variables through coarser scales. Then, should not the residual correlations at each scale that need to be captured be approximately local? In other words, conditioned on variables at other scales, the residual correlation of any node should be concentrated on a small number of neighboring nodes within the same scale. This suggests that instead of assuming that the conditional statistics at each scale (conditioned on the neighboring scales) have sparse graphical structure (i.e., sparse inverse covariance) as in the previous methods, we need to look for models in which the conditional statistics have sparse covariance structure.

MR models with the type of structure described above—tree-structure between scales and then sparse conditional covariance structure within each scale—have a special inverse covariance structure. As we describe later in the paper, the inverse covariance matrix of our MR model (denoted $J$) can be represented as a sum of the inverse covariance matrix of an MR tree (denoted $J^h$) and inverse of a conditional covariance matrix within each scale (denoted $\Sigma^s$), i.e., $J = J^h + (\Sigma^s)^{-1}$ where both $J^h$ and $\Sigma^s$ are sparse matrices. This structure leads to efficient estimation algorithms that are different in a fundamental way from standard graphical model estimation algorithms which exploit sparse graph structure. Indeed, as we describe in this paper, sparse in-scale conditional correlation structure generally corresponds to a dense graphical model within each scale, so that standard graphical model inference algorithms are not useful. However, estimation for phenomena that are only locally correlated requires local computations—essentially a generalization of finite impulse response (FIR) filtering within each scale—corresponding to multiplication involving the sparse conditional covariance matrix. Our approach can be viewed as a statistical counterpart to so-called multipole methods [20] for the rapid solution of elliptic partial differential equations (in particular those corresponding to evaluating electric fields given charge distributions); we use the sparse tree structure of part of the overall statistical structure, namely, that between scales, to propagate information from scale-to-scale (exploiting sparsity in $J^h$), and then perform local FIR-like residual filtering within each scale (exploiting sparsity in $\Sigma^s$).

In addition to developing efficient algorithms for inference given our MR model, we develop in detail methods for learning such models given data at the finest scale (or more precisely an empirical marginal covariance structure at the finest scale). Our modeling procedure proceeds as follows: given a collection of variables and a desired covariance among these variables, we construct an MR model by introducing hidden variables at coarser resolutions. Then, we optimize the structure of each scale in the MR model to approximate the given statistics with a sparse conditional covariance structure within each scale. This step can be formulated as a convex optimization problem involving the log-determinant of the conditional covariance matrix.

The rest of the paper is organized as follows. In the next section, we provide some background on graphical models and a sparse matrix approximation method using log-determinant maximization. In Section III, the desired structure of our MR model—sparse interscale graphical structure and sparse in-scale conditional covariance structure—is specified in detail. The special-purpose inference algorithm that exploits sparsity in both Markov and covariance structure is described in Section IV, while in Section V, we show how the log-det maximization problem can be used to learn our MR models. In Section VI, we illustrate the advantages of our framework in three modeling problems: dependencies in monthly stock returns, fractional Brownian motion [30], and a 2-D field with polynomially decaying correlations. We provide experimental evidence that our MR model captures long-range correlations well without blocky artifacts, while using many fewer parameters than single-scale approximations. We also demonstrate that our MR approach provides improved inference performance. Section VII concludes this paper, and in Appendices I–III, we provide algorithmic details for our learning method.

II. PRELIMINARIES

A. Gaussian Graphical Models

Let $G = (\mathcal{V}, \mathcal{E})$ be a graph with a set of nodes $\mathcal{V}$ and (pairwise) edges $\mathcal{E}$. Two nodes $s$ and $t$ are said to be neighbors if there is an edge $\{s, t\}$ between them. A subset of nodes $S \subset \mathcal{V}$ is said to separate subsets $A, B \subset \mathcal{V}$ if every path in $G$ between any node in $A$ and any node in $B$ passes through a node in $S$.

A graphical model is a collection of random variables indexed by nodes of the graph: each node $s$ is associated with a random variable $x_s$ and for any $A \subset \mathcal{V}, x_A \equiv \{x_s | s \in A\}$. A probability distribution is said to be Markov with respect to a graph $G = (\mathcal{V}, \mathcal{E})$ if for any subsets $A, B \subset \mathcal{V}$ that are separated by some $S \subset \mathcal{V}, x_A$ and $x_B$ are independent conditioned on $x_S$:

$$p(x_A | x_B, x_S) = p(x_A | x_S) p(x_B | x_S).$$

Specifically, if an edge is not present between two random variables, it indicates that the two variables are independent conditioned on all other variables in the graph.

2For simplicity, we assume that $x_s$ is a scalar variable, but any of the analysis in this paper can be easily generalized to the case when $x_s$ is a random vector.
Let \( x \sim \mathcal{N}(\mu, \Sigma) \) be a jointly Gaussian random vector with a mean vector \( \mu \) and a positive–definite covariance matrix \( \Sigma \). If the variables \( x \) are Markov with respect to a graph \( \mathcal{G} = (V, E) \), the inverse of the covariance matrix \( J = \Sigma^{-1} \) (also called the information, or precision, or concentration matrix) is sparse with respect to \( \mathcal{G} \) [26]. That is, \( J_{ab} \neq 0 \) if and only if \( \{s, t\} \in E \). We use \( \mathcal{N}(J^{-1}h, J^{-1}) \) to denote a Gaussian distribution with an information matrix \( J \) and a potential vector \( h \equiv \Sigma^{-1} \mu \); the distribution has the form \( p(x) \propto \exp(-\frac{1}{2}x^T J x + h^T x) \). Fig. 2(a) shows one example of a sparse graph, and the sparsity pattern of the corresponding information matrix \( J \) is shown in Fig. 2(b).

The graph structure implies that \( x_1 \) is uncorrelated with \( x_5 \) conditioned on \( x_2 \). Note that this does not indicate that \( x_1 \) is uncorrelated with \( x_3 \). In fact, the covariance matrix (the inverse of the information matrix) will, in general, be a full matrix.

For any subset \( A \subset V \), let \( \mathcal{A} = \{ s \in V, s \notin A \} \) be its complement. Then, the conditional distribution \( p(x|A|x_{\mathcal{A}}) \) is Markov with respect to the induced subgraph \( \mathcal{G} \) with nodes \( A \) and edges \( \mathcal{E}_A = \{ \{s, t\} | \{s, t\} \in E, s, t \in A \} \). The corresponding information matrix of the conditional model is the submatrix of \( J \) with rows and columns corresponding to elements in \( A \). For example, in Fig. 2, \( p(x_1, x_2, x_3, x_4|x_5) \) is a chain model connecting variables \( x_1 \) through \( x_4 \), and the information matrix of this conditional distribution is the submatrix \( J(1:4, 1:4) \), which is a tri-diagonal matrix.

### B. Conjugate Graphs

While Gaussian graphical models provide a compact representation for distributions with a sparse information matrix, in general, a sparse graphical model cannot represent distributions with a sparse covariance matrix. Consider a distribution with the sparsity pattern of the covariance matrix given as in Fig. 3(a). Its information matrix will, in general, be a full matrix, and the corresponding graphical model will be fully connected as shown in Fig. 3(b). Therefore, we introduce conjugate graphs to illustrate the sparsity structure of a covariance matrix. Specifically, in the conjugate graph, when two nodes are not connected with a conjugate edge, they are uncorrelated with each other. We use solid lines to display graphical model edges, and dotted lines to represent conjugate edges. Fig. 3(c) shows the corresponding conjugate graph for a distribution with covariance structure as in Fig. 3(a). From the conjugate edge structure, we can identify that \( x_3 \) is uncorrelated with \( x_2, x_4, \) and \( x_5 \).

The term conjugate graph is motivated by the notion of conjugate processes [25]—two random processes that have covariances that are inverses of one another. Our concept of a conjugate graph that represents marginal independence structure is also called a covariance graph or a bi-directed graph [12], [16], [24].

### C. Log-Determinant Maximization

In this section, we introduce the log-determinant maximization problem to obtain a positive–definite matrix that approximates a given target matrix and has a sparse inverse. This technique will be used in Section V to learn a sparse graphical model approximation or a sparse covariance matrix approximation. Suppose that we are given a target matrix \( A^* \), and we wish to learn an approximation \( \hat{A} \) that is positive–definite and has a sparse inverse. Thresholding the elements of \( (A^*)^{-1} \) can be ineffective as the resulting matrix may not be positive–definite. One alternative is to solve the following convex optimization problem of maximizing the log-determinant of \( \hat{A} \) subject to elementwise constraints with respect to the target matrix:

\[
\hat{A} = \arg \max_{A > 0} \log \det A \\
\text{s.t.} \quad d(\gamma_{ij}, A^*_{ij}) \leq \gamma_{ij} \quad \forall i, j \tag{1}
\]

where \( \gamma_{ij} \) is a nonnegative regularization parameter and \( d(\cdot, \cdot) \) is a convex distance function. In Section V, we use the absolute difference between the two values as the distance function:

\[
d(A_{ij}, A^*_{ij}) = |A_{ij} - A^*_{ij}|
\]

Note that this optimization problem is convex in \( \hat{A} \). In the following proposition, we show that when \( \gamma \) is large enough, a set of elements of the inverse of \( \hat{A} \) are forced to be zero.

**Proposition 1:** Assume that \( \gamma_{ij} > 0 \) for all \( i, j \) and that the feasible set of (1) is nonempty. Then, for each \( i, j \) such that the inequality constraint is not tight [i.e., \( d(\hat{A}_{ij}, A^*_{ij}) < \gamma_{ij} \)], the corresponding element of \( \hat{A}^{-1} \) is zero [i.e., \( (\hat{A}^{-1})_{ij} = 0 \)].

**Proof:** From the Karush–Kuhn–Tucker (KKT) conditions [4], there exists \( \lambda_{ij} \geq 0 \) for all \( i, j \) such that the following equations are satisfied:

\[
\lambda_{ij}(d(\hat{A}_{ij}, A^*_{ij}) - \gamma_{ij}) = 0 \\
-\hat{A}^{-1} + W = 0
\]

where \( W \) is a matrix with its elements \( W_{ij} = \lambda_{ij} \nabla d(\hat{A}_{ij}, A^*_{ij}) \). The first equation is also called the complementary slackness condition. The second equation is obtained using \( (\partial \log \det A)/(\partial A) = A^{-1} \). For all \( \{i, j\} \) such that \( d(\hat{A}_{ij}, A^*_{ij}) < \gamma_{ij} \), we get \( \lambda_{ij} = 0 \) from the first equation. Since \( \hat{A}^{-1} = W \) from the second equation, for each \( \{i, j\} \) that the equality constraint is not tight, \( (\hat{A}^{-1})_{ij} = 0 \).
This optimization problem is commonly used in Gaussian modeling to learn a sparse graphical model approximation given the target covariance [1] as we describe in Section V-A. We also use the same framework to learn a sparse covariance matrix approximation given the target information matrix as described in Section V-B.

III. MULTITRRESOLUTION MODELS WITH SPARSE IN-SCALE CONDITIONAL COVARIANCE

We propose a class of MR models with tree-structured connections between different scales and sparse conditional covariance structure at each scale. Specifically, within each scale, a variable is correlated with only a few other variables in the same scale conditioned on variables at scales above and below. We illustrate the sparsity of the in-scale conditional covariance using the conjugate graph. Thus, our model has a sparse graphical model for interscale structure and a sparse conjugate graph for in-scale structure. In the rest of the paper, we refer to such an MR model as a sparse in-scale conditional covariance multiresolution (SIM) model.

We would like to emphasize the difference between the concept of in-scale conditional covariance with the more commonly used concepts of marginal covariance and pairwise conditional covariance. Specifically, marginal covariance between two variables is the covariance without conditioning on any other variables. Pairwise conditional covariance refers to the conditional covariance between two variables when conditioned on all other variables, including the variables within the same scale. In-scale conditional covariance is the conditional covariance between two variables (in the same scale) when conditioned on variables at other scales (or equivalently, variables at scales above and below, but not the variables at the same scale).

As we illustrate subsequently in this section, the distinction between SIM models and the class of MR models with sparse pairwise conditional covariance structure is significant in terms of both covariance/information matrix structure and graphical model representation. The latter, which has been the subject of study in previous work of several authors, has sparse information matrix structure and, corresponding to this, sparse structure as a graphical model, including within each scale. In contrast, our SIM models have sparse graphical model structure between scales but generally have dense conditional information matrices within each scale. At first this might seem to be undesirable, but the key is that the conditional covariance matrices within each scale are sparse—something we display graphically using conjugate graphs. As we show in subsequent sections, this leads both to advantages in modeling power and efficient inference.

Fig. 4(b) shows an example of our SIM model. We denote the coarsest resolution as scale 1 and increase the scale number as we go to finer scales. In the model illustrated in Fig. 4(b), conditioned on scale 1 (variable $x_1$) and scale 3 (variables $x_5$ through $x_{10}$), $x_2$ is uncorrelated with $x_4$. Note that this is different from $x_2$ and $x_4$ being uncorrelated without conditioning on other scales (the marginal covariance is nonzero), and also different from the corresponding element in the information matrix being zero (the pairwise conditional covariance is nonzero). In fact, the corresponding graphical model representation of the model in Fig. 4(b) consists of a densely connected graphical structure within each scale as shown in Fig. 4(c).

In contrast, an MR model with a sparse graphical model structure within each scale is shown in Fig. 4(a). Such a model does not enforce sparse covariance structure within each scale conditioned on other scales: conditioned on scales above and below, $x_2$ and $x_4$ are correlated unless we condition on the other variables at the same scale (namely variable $x_3$). In Section VI, we demonstrate that SIM models lead to better modeling capabilities and faster inference than MR models with sparse graphical structure.

The SIM model, to our best knowledge, is the first approach to enforce sparse conditional covariance at each scale explicitly in MR modeling. A majority of the previous approaches to overcoming the limitations of tree models [7], [8], [11], [23], [28] focus on constructing an overall sparse graphical model structure [as in Fig. 4(a)] to enable an efficient inference procedure. A different approach based on a directed hierarchy of densely connected graphical models is proposed in [32], but it does not have a sparse conjugate graph at each layer and requires mean-field approximations unlike our SIM model.

A. Desired Structure of the Information Matrix

A SIM model consists of a sparse interscale graphical model connecting different scales and a sparse in-scale conditional co-
variance matrix at each scale. Here, we specify the desired sparsity structure for each submatrix of the information matrix of a SIM model. First, we partition the information matrix \( J \) of a SIM model by scale as shown in Fig. 5 (corresponding to a model with three scales). The submatrix \( J_{[m]} \) of \( J \) corresponds to the information matrix of the conditional distribution at scale \( m \) conditioned on other scales (see Section II-A). As illustrated in Fig. 4(c), a SIM model has a densely connected graphical model within each scale, so \( J_{[m]} \) in general is not a sparse matrix. The inverse of \( J_{[m]} \), however, is sparse since we have a sparse conditional covariance matrix within each scale. The submatrix \( J_{[m_1,m_2]} \) is sparse with respect to the graphical model structure connecting scale \( m_1 \) and \( m_2 \). We consider hierarchical models in which only successive neighboring scales are connected. Hence, \( J_{[m_1,m_2]} \) is a zero matrix if \( m_1 - m_2 > 1 \). By the modeling assumption that the interscale graphical model connecting different scales is sparse, \( J_{[m,m+1]} = J_{[m_1,m_2]} \) is a sparse matrix. In Fig. 5, shaded matrices are dense and nonshaded matrices are sparse.

The matrix \( J \) can be decomposed as a sum of \( J^h \), corresponding to the hierarchical interscale tree structure, and \( J^c \), corresponding to the conditional in-scale structure. Let \( \Sigma^c \equiv (J^c)^{-1} \). Since \( J^c \) is a block-diagonal matrix, its inverse \( \Sigma^c \) is also block-diagonal with each diagonal block equal to \( J_{[m]}^{-1} \). Hence, \( \Sigma^c \) is a sparse matrix, whereas \( J^c \) is not sparse in general. Therefore, the information matrix \( J \) of a SIM model can be decomposed as a sum of a sparse matrix and the inverse of a sparse block-diagonal matrix

\[
J = J^h + (\Sigma^c)^{-1}. \tag{2}
\]

Each nonzero entry in \( J^h \) corresponds to an interscale edge connecting a pair of variables at different scales. The block diagonal matrix \( \Sigma^c \) has nonzero entries corresponding to conjugate edges within each scale. One simple example is demonstrated in Fig. 5. In Section IV, we take advantage of sparsity in both \( J^h \) and \( \Sigma^c \) for efficient inference.

IV. INFERENCE EXPLOITING SPARSITY IN MARKOV AND COVARIANCE STRUCTURE

Let \( x \) be a collection of random variables with a prior distribution: \( x \sim N(0, J^{-1}) \). Suppose that we have a set of noisy measurements at a subset of the variables: \( y = Cx + v \) where \( C \) is a selection matrix that only selects variables at which measurements are specified, and \( v \) is a zero-mean Gaussian noise vector with covariance \( R \). The maximum a posteriori (MAP) estimate \( \hat{x} \) is equivalent to the mean of the posterior distribution

\[
\hat{x} = \arg\max_x p(x|y) = E[x|y] = (J + J^p)^{-1}y \tag{3}
\]

where \( J^p \equiv C^T R^{-1} C \), and \( y \equiv C^T R^{-1} y \). The posterior information matrix \( (J + J^p) \) has the same sparsity structure as \( J \) if we assume that the noise covariance matrix \( R \) is diagonal. If \( J \) corresponds to a tree-structured model, (3) can be solved with linear complexity. If the prior model is not a tree, solving this equation directly by matrix inversion requires \( O(N^3) \) computations where \( N \) is the number of variables. We review a class of iterative algorithms that solve linear systems using the idea of a matrix splitting in Section IV-A. Based on the specific splitting of the information matrix of our SIM model as in (2), we propose a new and efficient inference algorithm in Section IV-B.

A. Iterative Algorithms Based on a Matrix Splitting

As described above, computing the optimal estimates in Gaussian models is equivalent to solving a linear equation \( A\hat{x} = h \) where \( A \equiv (J + J^p) \) is a posterior information matrix. Many iterative linear system solvers are based on the idea of a matrix splitting: \( A = M - K \). Let us rewrite the original equation as \( M\hat{x} = h + K\hat{x} \). Assuming that \( M \) is invertible, we obtain the following iterative update equations:

\[
\hat{x}^{\text{new}} = M^{-1}(h + K\hat{x}^{\text{old}}) \tag{4}
\]

where \( \hat{x}^{\text{old}} \) is the value of \( \hat{x} \) at the previous iteration, and \( \hat{x}^{\text{new}} \) is the updated value at the current iteration. The matrix \( M \) is called a preconditioner, and (4) corresponds to the preconditioned Richardson iterations [18]. If solving the equation \( M\hat{x} = z \) for a fixed vector \( z \) is easy due to a special structure of \( M \), each iteration can be performed efficiently.\(^6\) There are a variety of ways in which splittings can be defined [15]. For example, Gauss–Jacobi iterations set the preconditioner \( M \) as a diagonal matrix with diagonal elements of \( A \), and embedded tree (ET) algorithms [33] split the matrix so that \( M \) has a tree structure.

B. Efficient Inference in SIM Models

We use the matrix splitting idea in developing an efficient inference method for our SIM model. Recall that the information matrix of the SIM model can be decomposed as in (2). Our goal is to solve the equation \( (J^h + (\Sigma^c)^{-1} + J^p)\hat{x} = h \) where \( J^h, \Sigma^c, \) and \( J^p \) are all sparse matrices. We alternate between two inference steps corresponding to interscale computation and in-scale computation in the MR model. Our interscale computation, called the tree inference step, exploits sparse Markov structure connecting different scales, while our in-scale inference step exploits sparse in-scale conditional covariance structure within each scale.

1) Tree Inference: In the tree-inference step, we select the interscale tree structure as the preconditioner in (4) by setting

\(^6\)We may use different preconditioners for each iteration, resulting in nonstationary Richardson iterations [6].
$M = J^h + J^p + D$, where $D$ is a diagonal matrix added to ensure that $M$ is positive–definite\(^\text{7}\)

$$
(J^h + J^p + D)v^{\text{new}} = h - (\Sigma^\gamma)^{-1}v^{\text{old}} + Dv^{\text{old}},
$$

(5)

With the right-hand side vector fixed, solving the above equation is efficient since $M$ corresponds to a tree-structured graphical model.\(^\text{8}\) On the right-hand side, $Dv$ can be evaluated easily since $D$ is diagonal, but computing $z \equiv (\Sigma^\gamma)^{-1}v$ directly is not efficient because $(\Sigma^\gamma)^{-1}$ is a dense matrix. Instead, we evaluate $z$ by solving the matrix equation $\Sigma^\gamma z = \hat{x}$. The matrix $\Sigma^\gamma$ (in-scale conditional covariance) is sparse and well-conditioned in general; hence the equation can be solved efficiently. In our experiments, we use just a few Gauss–Jacobi iterations (see Section IV-A) to compute $z$.

2) In-scale Inference: In this step, we select the in-scale structure to perform computations within each scale by setting $M = (\Sigma^\gamma)^{-1}$. Then, we obtain the following update equation:

$$
\hat{x}^{\text{new}} = \Sigma^\gamma (h - J^h \hat{x}^{\text{old}} - J^p \hat{x}^{\text{old}}),
$$

(6)

Evaluating the right-hand side only involves multiplications of a sparse matrix $(\Sigma^\gamma)$ and a vector, so $\hat{x}^{\text{new}}$ can be computed efficiently. Note that although we use a similar method of splitting the information matrix and iteratively updating $\hat{x}$ as in the Richardson iteration (4), our algorithm is efficient due to a fundamentally different reason. In the Richardson iteration (specifically, the ET algorithm) and in the tree-inference step, solving the matrix equation is efficient because it is equivalent to solving an inference problem on a tree model. In our in-scale inference step, the preconditioner selected actually corresponds to a densely connected graphical model, but since it has a sparse conjugate graph, the update equation reduces to a sparse matrix multiplication. Thus, our in-scale inference step requires only local computations, which is in the same spirit as multipele methods [20] or FIR filtering methods.

After each iteration, the algorithm checks whether the procedure has converged by computing the relative residual error:

$$
\varepsilon \equiv \|h - A\hat{x}\|_2 / \|h\|_2 \qquad \text{where } \| \cdot \|_2 \text{ is the } L_2 \text{ norm and } A = J^h + (\Sigma^\gamma)^{-1} + J^p.
$$

The term $A\hat{x}$ can be evaluated efficiently even though $A$ is not a sparse matrix. Since $A\hat{x} = J^h \hat{x} + J^p \hat{x} + (\Sigma^\gamma)^{-1} \hat{x}$, the value of $z = (\Sigma^\gamma)^{-1} \hat{x}$ computed from the tree-inference step can be used to evaluate the residual error as well, and since $J^h$ and $J^p$ are sparse matrices, the first two terms can be computed efficiently.

The concept of performing local in-scale computations can be found in algorithms that use multiple scales to solve partial differential equations, such as multipele methods [20] or multigrid methods [5]. The efficiency of these approaches comes from the assumption that after a solution is computed at coarser resolutions, only local terms need to be modified at finer resolutions. However, these approaches do not have any statistical basis or interpretation. The models and methods presented in this paper are aimed at providing a precise statistical framework leading to inference algorithms with very solid advantages analogous to those of multipele and multigrid methods.

V. LEARNING MR MODELS WITH SPARSE IN-SCALE CONDITIONAL COVARIANCE

In this section, we describe the procedure of learning a SIM model approximation to a given target covariance. As has been well-developed in the literature and reviewed in Section V-A, optimization of the log-determinant of a covariance matrix leads to sparse inverse covariances and hence sparse graphical models. In Section V-B, we turn the tables—optimizing the log-determinant of the inverse covariance to yield a sparse covariance. We learn SIM models with sparse hierarchical graphical structure and sparse in-scale conditional covariance structure by combining these two methods as described in Section V-C.

A. Sparse Graphical Model Approximation

Suppose that we are given a target covariance $\Sigma^*$ and wish to learn a sparse graphical model that best approximates the covariance. The target covariance matrix may be specified exactly when the desired statistics of the random process are known, or may be the empirical covariance computed from samples. One possible solution for selecting a graphical model is to use the inverse of the target covariance matrix, $(\Sigma^*)^{-1}$. However, whether $\Sigma^*$ is exact or empirical, its inverse will, in general, be a full matrix, resulting in a fully connected graphical model. One may threshold each element of $(\Sigma^*)^{-1}$ so that small values are forced to zero, but often, this results in an invalid covariance matrix that is not positive–definite.

Therefore, standard approaches in Gaussian graphical model selection [1], [17], [21] use the log-determinant problem in (1) to find an approximate covariance matrix

$$
\hat{\Sigma} = \arg \max_{\Sigma \geq 0} \log \det \Sigma \quad \text{s.t.} \quad |\Sigma_{i,j} - \hat{\Sigma}_{i,j}| \leq \gamma \quad \forall i,j,
$$

(7)

From Proposition 1, the solution of the above problem has a sparse inverse, which is a sparse graphical model approximation. The entropy of a Gaussian distribution is proportional to the log-determinant of its covariance matrix. Hence, this learning approach is also called maximum-entropy modeling [21].

It can be shown that the dual problem of (7) is given as follows [1]:

$$
\hat{J} = \arg \min_{J > 0} \quad D(p(x)||p^*(x)) + \frac{\gamma}{2} \sum_{i,j} |J_{i,j}|
$$

(8)

where $p(x) \sim \mathcal{N}(0, J^{-1})$, $p^*(x) \sim \mathcal{N}(0, \Sigma^*)$, and $D(p(x)||p^*(x)) \equiv \mathbb{E}_p[\log(p(x)/p^*(x))]$ is the divergence between the two distributions. This problem minimizes the divergence between the approximate and the original distribution with an $\ell_1$ penalty on the elements of $J$ to obtain a sparse graphical model approximation. Both the primal (7) and the dual (8) optimization problems are convex and can be solved efficiently using interior-point methods [21], block coordinate descent methods [1], or the so-called graphical lasso [17].

\(^{7}\)In (4), $M$ needs to be invertible, but $(J^h + J^p)$ is singular since the diagonal elements at coarser scales (without measurements) are zero. In our experiments, we use $\hat{D} = (\text{diag}(\Sigma^\gamma))^{-1}$ where $\text{diag}(\Sigma^\gamma)$ is a diagonal matrix with diagonal elements of $\Sigma^\gamma$.

\(^{8}\)This step is efficient for a more general model as well in which the interscale structure is sparse but not a tree.
B. Sparse Covariance Approximation

We now consider the problem of approximating a target distribution with a distribution that has a sparse covariance matrix (as opposed to a sparse information matrix as in the previous section). That is, we wish to approximate a target Gaussian distribution with information matrix $J^*$ by a distribution in which many pairs of the variables are uncorrelated. We again use the log-determinant problem in (1), but now in the information matrix domain

$$\hat{J} = \arg \max_{J > 0} \log \det J \quad \text{s.t.} \quad |J_{i,j} - J^*_{i,j}| \leq \gamma \forall i,j,$$  

(9)

The solution $\hat{J}$ has a sparse inverse, leading to a sparse covariance approximation. Note the symmetry between (7) and (9). In a Gaussian model, the log-partition function [7] is proportional to the negative of the log-determinant of the information matrix. Thus, the problem in (9) can be interpreted as minimizing the log-partition function.

In our MR modeling approach, we apply this sparse covariance approximation method to model distributions at each scale conditioned on other scales. Thus, the conditional distribution at each scale is modeled as a Gaussian distribution with a sparse covariance matrix.

C. Learning a SIM Model

In this section, we discuss a method to learn a SIM model to approximate a specified MR model that has some complex structure (e.g., without the local in-scale conditional covariance structure). When a target covariance (or graphical model) is specified only for the finest scale variables, we first need to construct a full MR model that serves as the target model for the SIM approximation algorithm; such an “exact” target MR model must have the property that the marginal covariance at the finest scale equals the specified covariance for the finest scale variables.

Appendix I describes in detail the algorithm that we use to produce a target MR information matrix $J^*$ if we are only provided with a target covariance at the finest scale. The basic idea behind this approach is relatively simple. First, we use an EM algorithm to fit an MR tree model so that the marginal covariance at each finest scale node in this model matches those of the provided finest scale target covariance. As is well known, because of the tree structure of this MR model, there are often artifacts across finest scale tree boundaries, a manifestation of the fact that such a model does not generally match the joint statistics, i.e., the cross covariances, across different finest scale nodes. Thus, we must correct the statistics at each scale of our MR model in order to achieve this finest scale matching. Therefore, in our second step, we introduce correlations within each scale resulting in a full target $J^*$ whose finest scale marginal covariance matches the originally given covariance. Referring to Fig. 5, what the first tree construction does is to build the tree-structured information matrix $J^*$, capturing interscale connections, as well as a first approximation to the diagonal of the in-scale conditional covariance $J^*$. What the second step does is to fill in the remainder of the shaded blocks in $J^*$ and modify the diagonals in order to match the finest scale marginal statistics. In so doing, this target covariance does not, in general, have sparse in-scale conditional covariance (i.e., $\Sigma^{*} \equiv (J^{*})^{-1}$ is not sparse), and the procedure we now describe (with many more details in Appendix II and III) takes the target $J^* = J^* + J^{**}$ and produces an approximation that has our desired SIM structure.

Suppose that the target MR model is specified in information form with information matrix $J^*$. We can find a SIM model that approximates $J^*$ by solving the following optimization problem:

$$\hat{J} = \arg \max_{J > 0} \sum_{m} \log \det J_{[m]} + \sum_{\{i,j\} \in E_{\text{inter}}} |J_{i,j} - J^*_{i,j}| \quad \text{s.t.} \quad |J_{i,j} - J^*_{i,j}| \leq \gamma \forall i,j,$$  

(10)

where $J_{[m]}$ is the in-scale information matrix at scale $m$ and $E_{\text{inter}}$ is the set of all possible interscale edges connecting successive neighboring scales. Note that except for the positive-definiteness condition $J > 0$, the objective function as well as the constraints can be decomposed into an interscale component and in-scale components. If we only look at the terms involving the parameters at scale $m$ (i.e., elements of the matrix $J_{[m]}$), the above problem maximizes the log-determinant of the information matrix $J_{[m]}$ subject to elementwise constraints. Therefore, from the arguments in Section V-B, the log-det terms ensure that each $J_{[m]}$ has a sparse inverse, which leads to a sparse in-scale conditional covariance, and thus a sparse conjugate graph. The $\ell_1$-norm on the interscale edges penalizes nonzero elements [performing the same role as in the second term of (8)] and thus encourages the interscale structure connecting different scales to be sparse. Often, the specified target information matrix $J^*$ of the MR model already has a sparse interscale graphical structure, such as an MR tree structure (see Appendix I, for example). In such a scenario, the $\ell_2$-norm can be dropped from the objective function.

The problem in (10) is convex and can be efficiently solved using general techniques for convex optimization [4], [29]. In Appendices II and III, we provide a simplified version of the problem in (10) to further reduce the computational complexity in solving the optimization problem. This can be achieved by interleaving the procedure of constructing the target MR model and the optimization procedure at each scale to obtain a sparse conjugate graph structure scale-by-scale. The regularization parameter $\gamma$ in the constraints of (10) provides a tradeoff between sparsity of the in-scale conjugate graphs and data-fidelity (i.e., how close the approximation $\hat{J}$ is to the target information matrix $J^*$). In practice, we allow two different regularization parameters for each scale: one for all node constraints and one for all edge constraints. For our experimental results, we selected these regularization parameters using a heuristic method described in Appendix III.

VI. EXPERIMENTAL RESULTS

Modeling of complex phenomena is typically done with an eye to at least two key objectives: 1) model accuracy; and 2) tractability of the resulting model in terms of its use for various statistical inference tasks.

In this section, we compare the performance of our SIM model to four other modeling approaches. First, we consider
a single-scale approximate model where we learn a sparse graphical model using (7) without introducing hidden variables. This is motivated by the fact that one of the dominant themes in statistical modeling is to encourage a sparse graphical model structure to approximate given statistics. Another widely used modeling method is a tree-structured MR model. Such tree models are the absolute winner in terms of computational tractability, but they are not nearly as good in terms of modeling accuracy. Third, we consider a sparse MR model in the form introduced in [7], which aims to overcome the limitations of the tree. Note that unlike a SIM model, a sparse MR model has a sparse information matrix but not sparse in-scale conditional covariance. Finally, for each of our examples, we have the original model defined by the exact given statistics. They serve as target statistics for each approximate modeling method, but they do not have a sparse structure that makes inference computationally tractable in larger examples.

We measure the modeling accuracy of approximate models by computing the divergence between the exact distribution and the approximate distribution.9 The tractability of each model can be evaluated either by measuring computation time for a specific inference task or by counting the number of parameters. An important point here is that all of the methods to which we compare, as well as our SIM model, are general-purpose modeling frameworks that are not tailored or tuned to any specific application.

### A. Stock Returns

Our first experiment is modeling the dependency structure of monthly stock returns of 84 companies in the S&P 100 stock index.10 We use the hierarchy defined by the Standard Industrial Classification (SIC) system,11 which is widely used in finance, and compute the empirical covariance using the monthly returns from 1990 to 2007. Our MR models have four scales, representing the market, six divisions, 26 industries, and 84 individual companies, respectively, at scales from the coarsest to the finest.

![Fig. 6. Structure of the SIM model approximation for stock data.](image)

**Table I**

<table>
<thead>
<tr>
<th>Sign</th>
<th>SIC code</th>
<th>Industry Group</th>
<th>Representative Companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>13</td>
<td>Oil and Gas Extraction</td>
<td>Schlumberger</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>Petroleum Refining</td>
<td>Exxon Mobile, Chevron</td>
</tr>
<tr>
<td>+</td>
<td>35</td>
<td>Machinery And Computer Equipment</td>
<td>Dell, Apple, IBM, Xerox</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>Other Electrical Equipment Except Computer Equipment</td>
<td>TI, Intel, GE</td>
</tr>
<tr>
<td>+</td>
<td>20</td>
<td>Food And Kindred Products</td>
<td>Coca Cola, Heinz</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>Chemicals And Allied Products</td>
<td>Dow Chemical, Johnson &amp; Johnson</td>
</tr>
<tr>
<td>+</td>
<td>35</td>
<td>Machinery And Computer Equipment</td>
<td>Dell, Apple, IBM, Xerox</td>
</tr>
<tr>
<td></td>
<td>73</td>
<td>Business Services</td>
<td>Microsoft, Oracle</td>
</tr>
</tbody>
</table>

![Fig. 7. Stock returns modeling example. Sparsity pattern of the information matrix of (a) the single-scale (122.48), and (b) the sparse MR approximation (28.34). (c) Sparsity pattern of the in-scale conditional covariance of the SIM approximation (16.36). All at the finest scale. We provide the divergence between the approximate and the empirical distribution in the parenthesis. The tree approximation has divergence 38.22.](image)

9For multiscale models, we marginalize out coarser scale variables and use the marginal covariance at the finest scale to compute this divergence.

10We disregard 16 companies that have been listed on S&P 100 only after 1990.

that belong to the same industry, because there is no hidden variable to capture the correlations at a coarser resolution. Fig. 7(b) shows the information matrix at the finest scale of a sparse MR model approximation [8]. Although the graphical model is sparser than the single-scale approximation, some of the companies still have densely connected edges. As shown in the caption of Fig. 7, the SIM model approximation provides the smallest divergence of all approximations.

**B. Fractional Brownian Motion**

We consider fractional Brownian motion (fBm) [30] with Hurst parameter $H = 0.3$ defined on the time interval $[0,1]$ with the covariance function: $\Sigma(t_1,t_2) = (1/2)(|t_1|^{2H} + |t_2|^{2H} - |t_1 - t_2|^{2H})$. Note that this is a nonstationary process. Fig. 8 shows the covariance realized by each model using 64 time samples. For the tree model and the SIM model, we only show the marginal covariance of the finest scale variables. Our SIM approximation in Fig. 8(d) is close to the original covariance in Fig. 8(a), while the single-scale approximation in Fig. 8(b) fails to capture long-range correlations and the tree model covariance in Fig. 8(c) appears blocky.

A similar covariance realization without severe blocky artifacts can also be obtained by the sparse MR model of [7]. However, we observe that a SIM model can achieve a smaller divergence with respect to the true model with a smaller number of parameters than the counterpart sparse MR model. Fig. 9(a) shows the sparsity pattern of the conjugate graph (i.e., the conditional covariance) of the finest scale of the SIM model and Fig. 9(b) shows the sparsity pattern of the graphical model (i.e., the information matrix) of the finest scale of the sparse MR model. The SIM model has 134 conjugate edges at the finest scale and the sparse MR model has 209 edges. The divergence with respect to the true distribution is 1.62 for the SIM model and 2.40 for the sparse MR model. Moreover, note that the structure of the conjugate graph in Fig. 9(a) is mostly local, but in the sparse MR model in Fig. 9(b), some nodes are connected to many other nodes. This suggests that the conditional covariance structure is a more natural representation for capturing in-scale statistics.

Fig. 10(a) displays a 256-point sample path using the exact statistics and Fig. 10(b) displays sparse and noisy observations of Fig. 10(a). Observations are only available on $(0,1/3]$ (over which the noise variance is 0.3) and $(2/3,1]$ (with noise variance 0.5). Fig. 10(c)–(e) shows the estimates (in dashed–dotted line) based on the approximate single-scale model, the tree, and the SIM model, respectively, together with the optimal estimate based on the exact statistics, and the dashed gray lines show plus/minus one standard deviation error bars of the optimal estimate.

**TABLE II**

<table>
<thead>
<tr>
<th></th>
<th>#Variables</th>
<th>#Parameters</th>
<th>Divergence $^d$</th>
<th>RMS $^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>256</td>
<td>32896</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Single</td>
<td>256</td>
<td>20204</td>
<td>3073</td>
<td>0.2738</td>
</tr>
<tr>
<td>Tree</td>
<td>341</td>
<td>681</td>
<td>80.4</td>
<td>0.1134</td>
</tr>
<tr>
<td>Sparse MR</td>
<td>341</td>
<td>1699</td>
<td>15.68</td>
<td>0.1963</td>
</tr>
<tr>
<td>SIM</td>
<td>341</td>
<td>1401</td>
<td><strong>8.56</strong></td>
<td><strong>0.0672</strong></td>
</tr>
</tbody>
</table>

$^a$#variables + #edges (or conjugate edges)
$^b$Divergence between original and approximation
$^c$Root-mean-square error w.r.t. the optimal estimate

The performance of each model is summarized in Table II. Note that the number of parameters (number of nodes plus the number of (conjugate) edges) in the SIM model is much smaller than the original or the single-scale approximate model. Specifically, the number of interscale edges and conjugate in-scale edges in the SIM model is $O(N)$ while the number of edges in
the original and the single-scale approximation is $O(N^2)$ where $N$ is the number of variables.

C. Polynominally Decaying Covariance for A 2-D Gaussian Field

We consider a collection of 256 Gaussian random variables arranged spatially on a $16 \times 16$ grid. The variance of each variable is given by $\Sigma_{x_0} = 1.5$ and the covariance between each pair of variables is given by $\Sigma_{x_0, x_t} = d(s, t)^{-\alpha/2}$, where $d(s, t)$ is the spatial distance between nodes $s$ and $t$. The original graphical structure (corresponding to the inverse of the specified covariance matrix) is fully connected, and the single-scale approximation of it is still densely connected with each node connected to at least 31 neighbors.

Fig. 11 shows the conjugate graph of the SIM model approximation within each scale, i.e., the sparsity of the conditional covariance at that scale. We emphasize that these conjugate edges encode the in-scale conditional correlation structure among the variables directly, so each node is only locally correlated when conditioned on other scales. Fig. 12(a) displays the covariance as a function of the distance between a pair of nodes. The covariance of the single-scale approximation falls off much more rapidly than that of the original model, and the magnified portion of the plot emphasizes the blocky artifacts of the tree model.

We conclude that our SIM model provides good modeling capabilities for processes with long-range correlation.

To compare the inference performance, we generate random noisy measurements using the specified statistics and compare the computation time to solve the inference problem for the SIM model (using the inference algorithm in Section IV-B), the original and the single-scale approximate model (using the ET SIM model (using the inference algorithm in Section IV-B), the original and the single-scale approximate model (using the ET algorithm described in Section IV-A), and the sparse MR model (using the algorithm in [8]). Table III shows the average time until convergence (the relative residual error $\varepsilon$ reaches $10^{-10}$) averaged over 100 experiments, and Fig. 12(b) shows the residual error versus computation time for one set of random measurements. The SIM modeling approach provides a significant gain in convergence rate over the other models. Note that the sparse MR model has a smaller number of parameters, but the divergence and the average time until convergence are larger. Hence, even though sparse MR models have advantages over single-scale approximations, SIM models provide more accurate approximations of the underlying process and enable more efficient inference procedures.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have introduced a new class of Gaussian MR models with sparse in-scale conditional covariance structure at each scale and tree-structured connections across scales. In our SIM model, each variable is correlated with only a few other variables in the same scale when conditioned on other scales. Our approach overcomes the limitations of tree-structured MR models and provides good modeling performance especially in capturing long-range covariance behavior without blocky artifacts. In addition, by decomposing the information matrix of the resulting MR model into the sum of a sparse matrix (the information matrix corresponding to interscale graphical structure) and an information matrix that has a sparse inverse (the in-scale conditional covariance), we develop an efficient inference algorithm utilizing the sparsity in both Markov and covariance structure. Our algorithm alternates computations across scales using the sparse interscale graphical structure, and in-scale computations that reduce to sparse matrix multiplications.

We also describe a method for learning models with this structure, i.e., for building SIM models that provide a good approximation to a target covariance. Given a target covariance at the finest scale, our learning algorithm first constructs an exact MR model for the target covariance, and then optimizes the structure of each scale using log-determinant maximization to obtain

<table>
<thead>
<tr>
<th>Model</th>
<th>#Variables</th>
<th>#Parameters</th>
<th>Divergence</th>
<th>Time(s)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>256</td>
<td>32896</td>
<td>0</td>
<td>0.1511</td>
</tr>
<tr>
<td>Single</td>
<td>256</td>
<td>7513</td>
<td>64.5</td>
<td>0.0942</td>
</tr>
<tr>
<td>Tree</td>
<td>341</td>
<td>681</td>
<td>34.3</td>
<td>0.0013</td>
</tr>
<tr>
<td>Sparse MR</td>
<td>341</td>
<td>973</td>
<td>8.38</td>
<td>0.1035</td>
</tr>
<tr>
<td>SIM</td>
<td>341</td>
<td>1396</td>
<td>6.87</td>
<td>0.0773</td>
</tr>
</tbody>
</table>

$^a$Average computation time in seconds for solving the inference problem.
a sparse conjugate graph approximation. In Appendix I, we introduce one method to construct an exact MR model, which first learns a good MR tree model and then augments each scale in a coarse-to-fine way. An important and interesting extension of our learning method would be to alternatively optimize the tree and the in-scale models in a computationally tractable way. Although for simplicity we assumed that the interscale structure of SIM models is a tree, our inference procedure is efficient for the more general case of having a sparse interscale structure (but not necessarily a tree) as well.

SIM models are of most value when there are long-distance correlations, which are most prominent in multidimensional data such as in geophysical fields, and the application of our methods in such areas is a promising line of work. While our focus in this paper is on the Gaussian model, applying similar principles to discrete or other more general models is also of interest. Although the sparse matrix multiplication and the log-det optimization framework for Gaussian models are not directly applicable to the discrete case, we expect that having a sparse in-scale dependency structure at each scale conditioned on other scales may still result in efficient inference and learning algorithms.

APPENDIX I

COMPUTING THE TARGET INFORMATION MATRIX OF AN MR MODEL

Suppose that we are given a target covariance $\Sigma_F^*$ of the variables at the finest scale. In this section, we discuss a method to introduce hidden variables at coarser scales and build an exact MR model, so that when we marginalize out all coarser scale variables, the marginal covariance at the finest scale is exactly equal to $\Sigma_F^*$. The information matrix of this exact MR model can be used as the target information matrix $J^*$ in (10) to obtain a SIM model approximation.

To begin with, we learn an interscale model by selecting a tree structure (without any in-scale connections) with additional hidden variables at coarser scales and the original variables at the finest scale. Selecting a good tree structure is important, but this structure does not need to be perfect since we later augment the interscale model with in-scale structures. For some processes, there exists a natural hierarchical structure: for example, for regular 1-D or 2-D processes, the MR tree models in Fig. 1 can be used. For other problems in which the spatial relation among the variables is not clearly defined, we can group variables that are highly correlated and insert one coarser scale variable for each group. Once the structure is fixed, the EM algorithm [5] can be applied to choose the parameters that best match the given target covariance $\Sigma_F^*$. For the finest scale variables. This procedure is efficient for a tree-structured model.

After the parameter fitting, we have an information matrix $J_{\text{tree}}$ corresponding to an MR tree model. Although the EM algorithm will adjust the elements of $J_{\text{tree}}$ so that the marginal covariance at the finest scale is close to $\Sigma_F^*$, it will in general not match the cross-correlation between variables at different finest scale nodes. As mentioned in Section V-C, if we view $J_{\text{tree}}$ as a first approximation to $J^*$, it has a structure as in Fig. 5 except that the in-scale conditional structure that we have learned (the shaded blocks in $J^*$ in the figure) is diagonal rather than full, resulting in artifacts that correspond to inaccurate matching of finest scale cross covariances. As a result, the basic idea of our construction is to recursively modify our approximation to $J^*$, from coarse-to-fine scales to get full matching of marginal statistics at the finest scale.

In an MR tree model, the covariance matrix at each scale can be represented in terms of the covariance at the next finer scale

$$\Sigma_{[m]} = A_m \Sigma_{[m+1]} A_m^T + Q_m$$

(11)

where $A_m$ and $Q_m$ are determined by $J_{\text{tree}}$.

Since we wish to modify the tree model so that the covariance matrix at the finest scale becomes $\Sigma_F^*$, we set $\Sigma_{[M]} = \Sigma_F^*$ for the finest scale $M$ and compute a target marginal covariance for each scale in a fine-to-coarse way using (11). These target marginal covariances at each scale can be used to modify $J^*$. Specifically, the diagonal matrix $J_F^*$ of the tree model is replaced with a nondiagonal matrix so that the marginal covariance at scale $m$ is equal to $\Sigma_{[m]}$, the target marginal covariance at that scale computed using (11). In modifying $J^*$, we proceed in a coarse-to-fine way. Suppose that we have replaced $J_F^*[m]$ through $J_F^*[m-1]$, and let us consider computing $J_F^*[m]$. We partition the information matrix of the resulting MR model into nine submatrices with the in-scale information matrix at scale $m$ at the center:

$$J^* = \begin{pmatrix} J_c & J_{[m,c]} & 0 \\ J_{[m,c]}^T & J_{[m]} & J_{[m],f} \\ 0 & J_{[m],f}^T & J_f \end{pmatrix}$$

(12)

Note that except for $J_f^*$, all submatrices are equivalent to the corresponding components in $J_{\text{tree}}$ because we have only replaced coarser in-scale blocks.

From (12), the marginal covariance at scale $m$ is $(J_F^*[m] - J_{[m,c]}(J_c)^{-1} J_{[m,c]}^T)^{-1} J_f^*[m]$. Setting this equal to the target covariance matrix $\Sigma_{[m]}$ in (11), the target information matrix at scale $m$ can be computed as follows:

$$J_F^*[m] = (\Sigma_{[m]} + J_{[m],c}(J_c)^{-1} J_{[m],c}^T)^{-1} J_f^*[m]$$

(13)

which we replace with $J_F^*[m]$ in (12) and proceeds to the next finer scale until we reach the finest scale. The matrix inversion in the above equation requires computation that is cubic in the number of variables $N$. Learning a graphical model structure typically involves at least $O(N^3)$ computation [1], so computing $J_F^*$ is not a bottleneck of the learning process.

After the algorithm augments in-scale structures for all scales, the resulting information matrix $J^*$ has the marginal covariance at the finest scale exactly equal to the target covariance matrix $\Sigma_F^*$. In addition, $J^*$ has dense in-scale structure both as a graphical model and in terms of the corresponding conjugate graph (since in general the matrix $J_F^*$ is not sparse and does not have a sparse inverse), and a sparse interscale graphical structure. Hence, the information matrix $J^*$ can be used as the target

\[1\] Let $B_m = (J_{\text{tree}}[m-1])^{-1} J_{\text{tree}}[m]$ and $D_m = (J_{\text{tree}}[m])^{-1}$. Then, $A_m = B_mD_m^{-1} + D_m - B_mD_m^{-1} B_m$, and $Q_m = D_m + B_mD_m^{-1} B_m - D_m$.

\[2\] For $m = 1$ (the coarsest scale) and $m = M$ (the finest scale), the partition consists of only four submatrices. Also, the 0-blocks in (12) are immediate because of the MR structure, which does not have edges directly between scales $m - 1$ and $m + 1$. 
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information matrix of the MR model in (10) with the $\ell_1$-norm dropped from the objective function to learn a SIM model approximation.

**APPENDIX II**

**SEQUENTIAL STRUCTURE OPTIMIZATION**

In Appendix I, we constructed an exact MR model such that the marginal covariance at the finest scale matches the specified target covariance exactly. The information matrix of the exact MR model can be used as the target information matrix in (10) to learn a SIM model approximation. In this section, we introduce an alternative approach to learn a SIM model; instead of first constructing an exact MR model across all scales and then optimizing the structure of all scales in parallel by solving (10), one can interleave the procedure of finding a target information matrix at scale $m$ and optimizing its structure to have a sparse conjugate graph.

After computing the target information matrix $J^*_m$ at scale $m$ using (13) (before proceeding to compute $J^*_n$ at the next finer scale), we perform structure optimization at scale $m$ to obtain a sparse in-scale conditional covariance approximation (i.e., a sparse conjugate graph). This in-scale structure optimization can be performed by solving a simplified version of the log-det problem in (10). Since the interscale edges of $J^*$ are sparse by our construction, the $\ell_1$-norm can be dropped from the objective function of (10). In addition, the parameters at all scales other than scale $m$ are fixed. Thus, the optimization problem reduces to the following:

$$
\hat{J}_m = \operatorname{argmax}_{J_{m} \geq 0} \log \operatorname{det} J_m \quad \text{s.t.} \quad \|J_{i,j} - J^*_m\|_1 \leq \gamma \quad \forall i, j \in V_m
$$

where $V_m$ is the set of nodes at scale $m$. Using the approximation techniques described in Appendix III, the above problem can be solved more efficiently than the problem in (10) that does not use the sequential approach.

**APPENDIX III**

**COMPUTATIONAL SIMPLIFICATIONS IN SOLVING THE LOG-DET PROBLEM**

In this section, we introduce some techniques to obtain an approximate solution of the log-determinant problem in (14) efficiently, and provide a method for choosing the regularization parameters. The problems in (10) and (14) are both convex and can be solved using standard convex optimization techniques [4]. In order to further reduce the computational complexity, we ignore the positive-definiteness condition $\hat{J} \succ 0$ until we find a solution that maximizes the log-determinant with the element-wise constraints satisfied. Then, the problem reduces to (9) that involves only the information matrix at scale $m$, $J_m$, which can be efficiently solved using the techniques in [1], [17], and [21].

If, after replacing $J_m$ with the solution $\hat{J}_m$, the entire information matrix $\hat{J}$ is positive-definite, then $\hat{J}_m$ is indeed the optimal solution. If $\hat{J}$ is not positive-definite, then we adjust the regularization parameter, and for this purpose, we allow two regularization parameters: one for all nodes and one for all edges

$$
\hat{J}_m = \operatorname{argmax} \log \operatorname{det} J_m \quad \text{s.t.} \quad \|J_{i,j} - J^*_m\|_1 \leq \gamma_E \quad \forall i \neq j \in V_m
$$

where $\gamma_E$ and $\gamma_s$ are parameters for edges and nodes, respectively. Note that the KKT conditions of the above problem are exactly the same as those in Proposition 1, and the inverse of $\hat{J}_m$ (the conjugate graph at scale $m$) is sparse.

It is straightforward to show that the optimal solution of (15) has the diagonal elements equal to $\operatorname{diag}(J^*_m) + \gamma_n I$, so for large enough value of $\gamma_n$, $\hat{J}$ becomes positive-definite. Therefore, if the $\hat{J}$ is not positive-definite, we can increase the value of $\gamma_n$. In practice, we set $\gamma_E$ equal to $0.5 \times \xi$ where $\xi$ is the maximum value of the off-diagonal elements of $J^*_m$, and set the initial value of $\gamma_s = 2 \gamma_E$ for all coarser scales. For the finest scale, we use $\gamma_E = 0.25\xi$ and adjust $\gamma_n$ so that the divergence between the approximate and target distribution is minimized.

After every scale in the MR model is augmented with a sparse conjugate graph, the resulting SIM model has a sparse interscale structure, and a sparse conjugate graph at each scale. Table IV summarizes the algorithm for learning a SIM model given the target covariance at the finest scale.
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