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Abstract

Discovering the underlying low-dimensional latent structure in high-dimensional perceptual observations (e.g., images, video) can, in many cases, greatly improve performance in recognition and tracking. However, non-linear dimensionality reduction methods are often susceptible to local minima and perform poorly when initialized far from the global optimum, even when the intrinsic dimensionality is known a priori. In this work we introduce a prior over the dimensionality of the latent space that penalizes high dimensional spaces, and simultaneously optimize both the latent space and its intrinsic dimensionality in a continuous fashion. Ad-hoc initialization schemes are unnecessary with our approach; we initialize the latent space to the observation space and automatically infer the latent dimensionality. We report results applying our prior to various probabilistic non-linear dimensionality reduction tasks, and show that our method can outperform graph-based dimensionality reduction techniques as well as previously suggested initialization strategies. We demonstrate the effectiveness of our approach when tracking and classifying human motion.

1. Introduction

Many computer vision problems involve high dimensional datasets that are computationally challenging to analyze. In such cases it is desirable to reduce the dimensionality of the data while preserving the original information in the data distribution, allowing for more efficient learning and inference. Linear dimensionality reduction techniques (e.g., PCA) have been very popular in the past, due to their simplicity and efficiency. However, in practice, as shown below, they can result in poor approximations when dealing with complex datasets.

Graph-based methods, e.g., LLE [19] and Isomap [21] exploit local neighborhood distances to approximate the geodesic distance in the manifold. They have been shown to be very effective when dealing with large datasets that are homogenously sampled. However, as demonstrated here, they suffer in the presence of noisy and sparse data. Unfortunately, a large set of real world computer vision datasets are sparse. Human motion datasets comprise small numbers of examples from different subjects performing different activities [2, 11]. While these databases are typically densely sampled in time, they are sparse in the motion style and activity type. Object recognition databases [1], also suffer from sparsity: only a few objects are labeled for categories with large variation in appearance.

Non-linear probabilistic models, such as the GPLVM [13], can recover complex manifolds. They have received considerable attention in recent years, having been applied to human motion tracking [25, 23, 14, 10], detection [3, 18, 7], 3D shape estimation [20] and character animation [6, 24]. However, they have only been applied to small databases typically composed of very few examples of a single activity [25]. Moreover, the latent dimensionality was either chosen by the user [25, 23, 14] or optimized by cross-validation [20], which is computationally expensive.

While their representation power is desirable, such methods suffer from local minima, since they rely on optimization of complex non-linear functions that are generally non-convex. Even with the right dimensionality, if initialized far from the optimum, they can result in poor representations [24]. Factors which contribute to this include the distortion introduced by the initialization and the non-convexity of the optimization. This is aggravated when optimizing extremely low-dimensional latent spaces (e.g., 2D or 3D), which is typically the case in applications such as tracking [25].

In this paper we present a new learning paradigm that reduces the problem of local minima by performing continuous dimensionality reduction. In contrast to
previous GPLVM-based approaches, no distortion is introduced by an initialization step in our approach, since the latent coordinates are initialized to be the original observations. By introducing a prior over the dimensionality of the latent space that encourages sparsity of the singular values, our method is able to simultaneously estimate the latent space and its dimensionality while keeping flexibility.

Regularization via sparsity has recently become a focus of attention in the machine learning and vision communities, and has been applied to feature selection for linear dimensionality reduction, e.g. Sparse PCA [28], or transfer learning [17]. Here we are interested in learning non-linear low-dimensional latent spaces; to our knowledge, ours is the first non-linear dimensionality reduction technique that penalizes the latent space rank and simultaneously optimizes the structure of a non-linear latent space as well as its intrinsic dimensionality.

In the remainder of the paper we first briefly review latent variable models. We then show how to incorporate a rank prior in the optimization of a non-linear probabilistic model, and demonstrate our approach when tracking and classifying complex articulated human body motions.

2. Background: Latent Variable Models

Latent Variable Models (LVMs), e.g., Probabilistic PCA [22], assume that the data has been generated by some latent (unobserved) random variables that lie on or close to a low-dimensional manifold. Let $\mathbf{Y} = [y_1, \ldots, y_N]^T$ be the set of observations $y_i \in \mathbb{R}^D$, and let $\mathbf{X} = [x_1, \ldots, x_N]^T$ be the set of latent variables $x_i \in \mathbb{R}^Q$, with $Q \ll D$. Probabilistic LVMs relate the latent variables to a set of observed variables via a probabilistic mapping, $y^{(d)} = f(x) + \eta$, with $y^{(d)}$ the $d$-th coordinate of $y$, and $\eta \sim \mathcal{N}(0, \theta_3)$ iid Gaussian noise.

The Gaussian Process Latent Variable Model (GPLVM) [13] places a Gaussian process prior over the space of mapping functions $f$. Marginalizing over $f$ and assuming conditional independence of the output dimensions given the latent variables results in

$$p(\mathbf{Y} | \mathbf{X}) = \prod_{d=1}^D \mathcal{N} \left( \mathbf{Y}^{(d)} | 0, \mathbf{K} \right)$$

where $\mathbf{Y}^{(d)}$ is the $d$-th column in $\mathbf{Y}$, and $\mathbf{K}$ is the covariance matrix, typically defined in terms of a kernel function. Here we use an RBF + noise kernel, $k(x_i, x_j) = \theta_1 \exp \left( -\frac{|x_i - x_j|^2}{2\sigma^2} \right) + \theta_3 \delta_{ij}$, since it allows for a variety of smooth, non-linear mappings using only a limited number of hyperparameters, $\Theta = \{\theta_1, \theta_2, \theta_3\}$.

Learning is performed by maximizing the posterior $p(\mathbf{X}|\mathbf{Y}) \propto p(\mathbf{Y}|\mathbf{X}) p(\mathbf{X})$ with respect to the latent variables $\mathbf{X}$ and the kernel hyperparameters $\Theta$. $p(\mathbf{X})$ encodes prior knowledge about the latent space $\mathbf{X}$.

PCA and graph-based techniques are commonly used to initialize the latent space in GPLVM-based dimensionality reduction; both offer closed-form solutions. However, as shown below, PCA [16] cannot capture non-linear dependencies, LLE [19] gives a good initialization only if the data points are uniformly sampled along the manifold, and Isomap [21] has difficulty with non-convex datasets [9]. Generally, when initialized far from the global minimum, the GPLVM optimization can get stuck in local minima [13, 24].

To avoid this problem different priors over the latent space have been developed. In [27] a prior was introduced in the form of a Gaussian process over the dynamics in the latent space. This results in smoother manifolds but performs poorly when learning stylistic variations of a motion or multiple motions [24]. In [24] a prior over the latent space was proposed, inspired by the LLE cost function, that encourages smoothness and allows the introduction of prior knowledge, e.g., topological information about the manifold. However, such prior knowledge is not commonly available, reducing considerably the applicability of their technique. In contrast, in this paper we introduce a generic prior that requires no specific prior knowledge, directly penalizing the dimensionality of the latent space to learn effective low-dimensional representations.

3. Continuous Dimensionality Reduction via Rank Priors

In this section we introduce a continuous dimensionality reduction technique that initializes the latent space to the observation space to avoid initial distortions, and learns the latent space and its dimensionality by introducing a prior that penalizes latent spaces with high dimensionality. Therefore we perform a two-stage optimization process where in the first stage only $\mathbf{X}$ is optimized using the rank prior. In the second stage $\Theta$ is optimized while keeping the dimensionality fixed.

The dimensionality of the latent space can be described by the rank of the Gram matrix of the latent coordinates, which can be computed as the number of non-zero singular values of $\mathbf{X}$. However, it is difficult to enforce directly a prior on the rank since it is a discrete quantity.

Instead, we propose a relaxation that results in a penalty function which gradients are continuous and can be easily computed. In particular, we introduce a
Figure 1. **Comparison of our Rank Prior with a GPLVM initialized to PCA**: The goal is to recover the 1D manifold in a 2D space. The GPLVM gets stuck in local minima very early (upper row) since PCA initialization does not capture non-linear dependencies, whereas our method decreases dimensionality gradually and recovers the correct manifold (lower row).

prior of the form

$$p(X) = \frac{1}{Z} \exp \left( -\alpha \sum_{i=1}^{D} \phi(s_i) \right)$$  \hspace{1cm} (1)

where $s_i$ are the normalized singular values of the mean-subtracted matrix of latent coordinates, with $D$ the dimensionality of the latent space, and $Z$ a normalization constant.$^1$

Different penalty functions $\phi$ can be considered. Common choices for sparsity are the power family and the (generalized) elastic net [4]. In the power family

$$\phi(s_i, p) = |s_i|^p$$ \hspace{1cm} (2)

sparsity is achieved for $p \leq 1$. The $L_2$ norm (i.e., $p = 2$) is a well studied penalty, but does not encourage sparsity. It is equivalent to a Gaussian prior over the singular values in (1). The most commonly used penalty that encourage sparsity is the $L_1$ norm (i.e., $p = 1$), that results in a Laplace prior over the singular values in Eq. (1). This case is in general attractive since the penalty function is linear, and when the objective function is also linear the optimization can be effectively solved with a Linear Program, even with large number of variables [17].

However here we are interested in learning non-linear latent spaces; our objective function is non-linear even when $\phi$ is linear. In particular, we minimize the negative log posterior

$$\mathcal{L} = \frac{D}{2} \ln |K| + \frac{D}{2} \text{tr}(K^{-1}YY^T) + \alpha \sum_{i=1}^{D} \phi(s_i)$$ \hspace{1cm} (3)

where $\alpha$ controls the influence of the penalty in the optimization and thus the speed of convergence. In practice we noticed that the algorithm performs quite well for a wide range of $\alpha$’s. We obtained good performance for $\alpha \in (1, 10)$. Of particular interest to us are functions $\phi$ that drive small singular values faster towards 0 than larger ones. Examples of such functions are the power family with $p < 1$, logarithmic and sigmoid functions. We use a logarithmic prior for all of our experiments since converges faster to a sparse solution.

The derivatives of our rank prior (third term in Eq. (3)) with respect to the latent coordinates $X$ are

$$\frac{\partial}{\partial X_{ij}} \left( \sum_{m=1}^{D} \phi(s_m) \right) = \frac{1}{\sqrt{N-1}} \sum_{m=1}^{D} \frac{\partial \phi(s_m)}{\partial s_m} U_{im} V_{jm}$$ \hspace{1cm} (4)

Minimizing Eq. (3) results in a reduction of the energy of the spectrum (since the singular values are minimized). To prevent this from happening, one can instead solve a constrained optimization problem such that the energy of the singular values remains constant,

$$\min \mathcal{L} \quad \text{s.t.} \quad \forall i \ s_i \geq 0, \ \Delta E = 0$$ \hspace{1cm} (5)

where $\Delta E = E(Y) - E(X)$ is the difference of energies.
of the observation space and the latent space, and the energy is computed as \( E(X) = \sum_{i} s_i^2 \). We use SNOPT [5], a non-linear constraint optimizer to minimize Eq. (5).

Finally, we choose the dimensionality of the latent space to be

\[
Q = \arg\max_i \frac{s_i}{s_{i+1} + \epsilon}
\]

where \( \epsilon \ll 1 \), and \( s_1 \geq s_2 \cdots \geq s_D \). \(^2\) Once \( Q \) is computed, we apply PCA in the optimized low-dimensional space. Note that the mapping is still non-linear since PCA is performed in the latent space, not in the observation space, and simply rotates the latent coordinates to produce the most compact \( Q \)-dimensional representation. The last step consists of refining the kernel hyperparameters by optimizing \( p(Y|X, \Theta) \) with respect to \( \Theta \) where \( X \) is kept fix.

The complexity of our approach is of the same order as the complexity of the GPLVM, i.e., \( O(N^3) \), since the complexity of computing the singular values of \( X \) is \( \min(O(D^3), O(N^3)) \), with \( D \) the dimensionality of the whitened space, and \( N \) the number of examples. However, since optimization is performed in a high-dimensional space, a higher number of variables has to be optimized. When using sparsification the complexity is reduced to \( O(Nm^2) \) or \( O(m^3) \), with \( m \ll N \) depending on the technique used.

Fig. 1 compares the GPLVM (initialized via PCA) with the result of optimizing Eq. (5) on a toy example, where a 1D manifold is embedded in a 2D space. PCA provides a non-optimal initialization, and the GPLVM gets trapped in local minima, whereas our method recovers the correct structure. Note that our final PCA projection rotates the latent space and results in a 1D manifold. In this example, using spectral methods could lead to a successful initialization for the GPLVM. However, for more complex datasets this is not necessarily the case in general, as shown in Figs. 3 and 7.

Fig. 2 (left) depicts the evolution of the first ten singular values when optimizing Eq. (5) with a logarithmic penalty function for the 30D motion database used below. Note how our method drops dimensions as the optimization evolves (i.e., the smallest singular values drop to zero within the first few iterations). The behavior of different penalty functions is shown in Fig. 2 (right).

As a pre-processing step, we first whiten the high-dimensional space using PCA and remove all dimensions with negligible singular values. In practice, we choose the kernel width using neighborhood distances, and we set the noise variance to 0.0001.

\(^2\)This strategy is commonly used in statistics to compute the amount of signal sources in noisy data.

4. Examples and Experimental results

In this section we demonstrate the effectiveness of our approach to discover the latent structure and its dimensionality in a variety of artificial datasets. We then illustrate the application of our method to the problem of tracking and classifying 3D articulated motion.

4.1. Example of dimensionality and latent structure estimation

Graph-based methods rely on local neighborhoods to unravel the data and discover underlying latent structure, but often suffer in the presence of sparse and noisy data. We illustrate this problem on a sparse swiss role, which is a 2D structure embedded in a 3D space. We simulate sparsity by providing as training data only the black points in Fig. 3 (a). The first row in Fig. 3 (b) shows the result of applying PCA, Isomap, Laplacian Eigenmaps, LLE, LTSA and MVU (see [26] for a review on these techniques). The second row depicts our technique and the result of optimizing the GPLVM with these algorithms as initialization. The last two rows of Fig. 3 (b) show the test data (i.e., colored samples) reconstructed in the 2D latent space and in the original 3D space. Note that our method, unlike PCA, graph-based techniques and the GPLVM with any of the initializations, is able to recover the correct manifold.

We evaluate quantitatively the manifolds estimated by the different algorithms computing both a global and a local measure of accuracy. The reconstruction error is a global measure of the ability to generalize, and was obtained by first finding the latent coordinates \( x^* \) of the test data \( y^* \) by maximizing \( p(x^*|y^*, X, Y) \), and then computing the average mean prediction error

\[
\frac{1}{N_t} \sum_{i=1}^{N_t} \| \mu(x^*_i) - y^*_i \|_2^2,
\]

with \( N_t \) the number of test data. The relationship error, \( R_{\text{error}} \), measures how well local neighborhoods are preserved and is defined as \( R_{\text{error}} = \sum_{i=1}^{N_t} \sum_{j \in \eta_i} \left( \Gamma_{i,j} - \Gamma_{i,j} \right)^2 \), where \( \eta_i \) is the

![Figure 2](source_image.png)
Figure 3. Finding a 2D manifold in 3D space on a sparsely sampled swiss roll. Only a sparse, noisy subset (depicted in black) of the full manifold is assumed to be known (a). (b) shows the initialization (with neighborhood size $k=6$), GPLVM result and 2D/3D reconstruction of the full manifold (from top to bottom).

set of neighbors of the $i$-th test data, $\Gamma_{i,j} = \frac{\|x_i - x_j\|}{\|y_i - y_j\|}$ is the ratio between the distance in the latent space and the distance in the observation space for two neighbors, and $\bar{\Gamma}_{i,j}$ is the mean ratio in the local neighborhood. Fig. 4 depicts the two error measures when performing the experiment in Fig. 3 averaged over 20 random partitions of the data. We use a local neighborhood of size 4 to compute the relationship error in all experiments, and a logarithmic sparsity function $\phi(s) = \ln(1 + \alpha s^2)$ with $\alpha = 10$, and $\Theta = \{0.5, 1.5, 0.01\}$ for our approach. We report results over a wide range of parameters for the different baselines. The hyperparameters were optimized for the GPLVM baselines. Note that our method outperforms the baselines independent of the initialization used for the GPLVM.

We further illustrate our method on 5 complex synthetic examples. In Fig. 5 (a) a spiral with a wide separation between rings is reduced to a 1D manifold. When the distance between the different rings decreases, the manifold dimensionality changes from 1D to 2D (see Fig. 5 (b)), since relationships between points that have the same phase are considered. In Fig. 5 (c) a 2D manifold from a cut-off sphere sampled along longitudinal lines is recovered. The manifold in Fig. 5 (d) is determined to be 3D, while its truncated version in Fig. 5 (e) is estimated to be 2D.

4.2. Experiments: Tracking and classifying human motion

We conducted experiments tracking and classifying complex motions in synthetic and real data. We created semi-synthetic databases using motion capture
<table>
<thead>
<tr>
<th>Method</th>
<th>Reconstruction Error</th>
<th>Relationship Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>stddev</td>
</tr>
<tr>
<td><strong>our method</strong></td>
<td>0.0041</td>
<td>0.0107</td>
</tr>
<tr>
<td>PCA init</td>
<td>0.0845</td>
<td>0.1860</td>
</tr>
<tr>
<td>ISOMAP init (k=6)</td>
<td>0.3813</td>
<td>0.1791</td>
</tr>
<tr>
<td>ISOMAP init (k=9)</td>
<td>0.3720</td>
<td>0.4247</td>
</tr>
<tr>
<td>ISOMAP init (k=15)</td>
<td>0.2350</td>
<td>0.2156</td>
</tr>
<tr>
<td>Laplacian init (k=6)</td>
<td>2.1396</td>
<td>1.3156</td>
</tr>
<tr>
<td>Laplacian init (k=12)</td>
<td>2.0393</td>
<td>2.0897</td>
</tr>
<tr>
<td>Laplacian init (k=15)</td>
<td>0.5511</td>
<td>2.0241</td>
</tr>
<tr>
<td>LTSA init (k=6)</td>
<td>3.5141</td>
<td>2.1871</td>
</tr>
<tr>
<td>LTSA init (k=9)</td>
<td>2.5795</td>
<td>2.9141</td>
</tr>
<tr>
<td>LTSA init (k=12)</td>
<td>1.4285</td>
<td>1.1356</td>
</tr>
<tr>
<td>LTSA init (k=16)</td>
<td>1.2000</td>
<td>0.7556</td>
</tr>
<tr>
<td>LTSA init (k=18)</td>
<td>0.2577</td>
<td>0.7471</td>
</tr>
<tr>
<td>LTSA init (k=20)</td>
<td>3.3149</td>
<td>3.8835</td>
</tr>
<tr>
<td>MVU init (k=6)</td>
<td>3.5461</td>
<td>2.0941</td>
</tr>
<tr>
<td>MVU init (k=9)</td>
<td>2.3136</td>
<td>2.5141</td>
</tr>
<tr>
<td>MVU init (k=12)</td>
<td>1.6038</td>
<td>0.2878</td>
</tr>
<tr>
<td>MVU init (k=15)</td>
<td>0.5561</td>
<td>2.0321</td>
</tr>
<tr>
<td>LLE init (k=6)</td>
<td>3.7027</td>
<td>2.6553</td>
</tr>
<tr>
<td>LLE init (k=9)</td>
<td>2.3136</td>
<td>2.5141</td>
</tr>
<tr>
<td>LLE init (k=12)</td>
<td>1.6038</td>
<td>0.2878</td>
</tr>
<tr>
<td>LLE init (k=15)</td>
<td>0.5561</td>
<td>2.0321</td>
</tr>
<tr>
<td>MVU init (k=6)</td>
<td>0.3783</td>
<td>0.5381</td>
</tr>
<tr>
<td>MVU init (k=9)</td>
<td>0.3383</td>
<td>0.3665</td>
</tr>
<tr>
<td>MVU init (k=12)</td>
<td>0.3228</td>
<td>0.3477</td>
</tr>
<tr>
<td>MVU init (k=15)</td>
<td>0.0909</td>
<td>0.2069</td>
</tr>
</tbody>
</table>

Figure 4. **Quantitative performance on a synthetic sparse swiss roll example** Reconstruction and Relationship Error for the experiment in Fig. 3 averaged over 20 random partitions of the data. (Left) 8 best dimensionality reduction techniques. (Right) More detailed results, including PCA and graph-based methods with different neighborhood sizes.

**Figure 5. Dimensionality estimation.** (Top) Five 2D manifolds embedded in 3D. (Bottom) Latent spaces and dimensionalities $Q$ learned using our continuous dimensionality reduction method.

Figure 6 shows the result of learning such motions using our method. Note that the latent space is smooth (i.e., consecutive frames in time are close in latent space), requiring generalization to unseen styles. We use the Condensation algorithm [12] with a second-order Markov model and the reprojection error as image likelihood [25, 23]. We compare our approach to two baselines: tracking in the original space, and tracking in a latent space learned using GPLVM with PCA initialization. Fig. 6 (right) depicts tracking accuracy in cm as a function of the number of particles averaged over 10 splits. Note that our approach (green) outperforms significantly the baselines. Tracking in the original space (red) results in the worst performance. For all splits, our approach discovered a 2D latent space. GPLVM with PCA initialization performs worse than our approach since it learns non-smooth latent spaces, as illustrated in Fig. 6 (left). Please note that we do not learn dynamics. The connections between different latent coordinates are depicted for illustration purposes only.

In the second experiment we track and classify human motion from real images in the kitchen domain [8]. The dataset consists of multiple instances of rolling, milling and brooming motions performed in front of a multi-camera array and synchronized mocap. Our method found a 3D latent space from 30D joint angle observations of 2 trials for each of the 3 different motions ($N = 1120$ training examples). Note that in previous work without the inclusion of hand-tuned prior knowledge GPLVM-based approaches were not able to learn latent spaces with multiple motions [24]. Fig. 7 shows the result of learning such motions using our method. Note that the latent space is smooth (i.e., consecutive frames in time are close in latent space),
and separates well the different classes. To quantify the latter, we computed the Fisher score defined as
\[ F_{\text{score}} = \text{tr} \left( S_w^{-1} S_b \right), \]
where \( S_w \) is the within class matrix and \( S_b \) is the between class matrix. Smoothness implies lower relationship error, as depicted by Table 1. Note that our method performs significantly better than traditional GPLVM in terms of the relationship error and the fisher score.

Fig. 8 depicts tracking and classification performance for the milling and rolling motions. The 3D latent space learned by our approach is depicted by Fig. 7. For tracking we used a particle filter in the low dimensional space with second-order Markov dynamics. Our image likelihood is based on low-level silhouette features. We labeled the data using 7 classes (rest, grasp pin, rolling, grasp broom, brooming, grasp mill, milling) and used Nearest Neighbors for classification. Our method significantly outperforms the GPLVM with LLE initialization in both tracking accuracy and classification performance.

5. Conclusions and Future Work

In this paper we have presented a new method for non-linear dimensionality reduction that penalizes high dimensional spaces and results in an optima-
tion problem that continuously reduces dimensionality while solving for the latent coordinates. Our approach can discover the structure of the latent space and its intrinsic dimensionality, without an ad-hoc initialization step. Our approach has proven superior to PCA, graph-based and non-linear dimensionality reduction techniques in a variety of tasks involving synthetic and real-world databases, including tracking and classifying human motion. While our approach avoids most of the local minima present in the GPLVM, the objective function remains non-linear; we plan as future work to investigate simulated annealing and stochastic gradient descend to further mitigate this problem.
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Figure 8. Tracking and classification performance for milling and rolling motions using our method (red) and GPLVM initialized to LLE (blue) as a function of the number of particles used in the particle filter.