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Abstract

We present a novel method for modeling dynamic visual phenomena, which consists of two key aspects. First, the integral motion of constituent elements in a dynamic scene is captured by a common underlying geometric transform process. Second, a Lie algebraic representation of the transform process is introduced, which maps the transformation group to a vector space, and thus overcomes the difficulties due to the group structure. Consequently, the statistical learning techniques based on vector spaces can be readily applied. Moreover, we discuss the intrinsic connections between the Lie algebra and the Linear dynamical processes, showing that our model induces spatially varying fields that can be estimated from local motions without continuous tracking. Following this, we further develop a statistical framework to robustly learn the flow models from noisy and partially corrupted observations. The proposed methodology is demonstrated on real world phenomenon, inferring common motion patterns from surveillance videos of crowded scenes and satellite data of weather evolution.

1. Introduction

Dynamical analysis plays a crucial role in the understanding and interpretation of visual phenomena. Of particular interest are representations that capture underlying dynamics in a parsimonious manner while enabling tractable analysis. Figure 1 illustrates two applications where modeling of visual dynamics has important utility. While seemingly different, they share a common embedded problem at their core: inferring a model of dynamics that govern the scene from observations. In the rail station scene, common motion patterns of individual persons are of primary interest, while in the weather data we are interested in dynamic changes in intensity patterns. With these aims in mind, we develop a method for probabilistic modeling of motions in which we adopt the formalism of Lie groups and Lie algebras. As a result, the use of well known probabilistic models is made simpler. While the existing literature devoted to the study of Lie Groups [2] in disciplines like control and system identification is extensive, we focus on statistical modeling of collective motions for describing image sequences.

There has been much work in dynamic modeling in computer vision in the past decade. Most approaches fall roughly into one of two categories. The first category makes use of graphical models and their associated Markov structure to describe temporal dependency across frames for continuous tracking of individual objects [1, 3, 6, 14, 17, 19, 22]. Such methods suffer in multi-object tracking scenarios such as in Figure 1(a). The second category explicitly incorporates multiple objects into the tracking framework [7, 12, 13, 23]. These methods typically rely on analysis of full trajectories rather than local temporal motions and as
such are susceptible to incorrect measurement-to-track association as well as combinatorial complexity.

Recent methods exploit local motions in which temporally local changes are extracted as features and then grouped by proximity-based clustering algorithms [15] or generative models [17, 20]. These methods have the advantage of circumventing difficulties of full trajectory analysis by avoiding the measurement-to-track association problem, but their proximity-based strategy tends to divide the space into local clusters while missing global scene regularities. Additionally, they assume a single prototypical motion for each group precluding spatial variation in group behavior. As we shall show in subsequent analysis, spatial variation in common group behavior is not unusual.

Motivated by the analysis above, we propose a new approach to dynamic modeling. Rather than grouping objects by proximity, we instead group them by common flow fields parameterized by geometric transformations. The objects subjected to the same flow field may have (and typically do have) substantially different locations and velocities, but are consistent in a geometric sense.

One difficulty in developing statistical models of parameterized geometric transformations is that their inherent group structure, which complicates the application of statistical methods that rely on underlying vector spaces. While one may ignore the multiplicative nature of the underlying group structure, treating transform matrices as if they lie in a linear space, this leads to undesired effects and complexities when incorporating geometric constraints. Lie algebra theory mitigates many of these issues. Its main utility is to construct equivalent representation in a vector space while maintaining connections to the geometric transform group. Thereby, we acquire a vector representation of each transform to which many widely used statistical models can readily be applied.

Furthermore, we consider the theoretical relations between Lie algebraic representations and linear dynamical processes, resulting in a velocity field perspective constrained by the group structure. Thus, we develop a statistical approach for flow-field estimation utilizing observations of local motions that avoids the complications associated with trajectory maintenance. As we will show, robustness as well as outlier motion identification is also attained as a consequence. We test the methodology in two candidate applications. The first involves analysis of motion patterns of people in Grand Central Station from overhead video while the second infers motions within satellite weather image sequences.

The use of geometric transforms is not a new development in computer vision. However, most prior work [4, 11, 18] utilizes geometric transformations and associated Lie group analysis in rigid body tracking or alignment. Our use of geometric transformations is novel in a variety of ways. Transformations are used to describe the collective motion of separate objects, many of whom, though bound by a common motion descriptor, are moving independently of each other. Consequently, (possibly overlapping) flows are associated with regions rather than objects. Additionally, flow fields may persist in a region despite objects entering and leaving. Finally, the geometric characterization of the Lie algebraic representation and its relation to a linear dynamical process, which plays an essential role in our approach, has not been explored.

2. Lie Algebraic Representation

We provide a brief discussion of the groups structure of affine transformations. While the discussion is restricted to two-dimensional affine transformations, we note that the methodology is straightforwardly extended to higher dimensions as well as to other families of transforms. Two-dimensional affine deformations, however, represent a sufficiently rich class for purposes of discussion and to demonstrate the methodology in two candidate applications.

2.1. Lie Algebra of Affine Transforms

Affine transforms, parameterized by A and b, have the following form

\[ x' = Ax + b. \]  

and can be expressed in homogeneous coordinates as

\[ x' = \begin{bmatrix} x' \\ 1 \end{bmatrix} = \begin{bmatrix} A & b \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x \\ 1 \end{bmatrix} = Tx. \]  

All matrices in this form comprise the elements of an algebraic structure known as a Lie group. While widely used in many vision applications, its use in statistical methods presents some difficulties. It is not a vector space, and thus is not closed under vector addition nor scalar multiplication, complicating the use of statistical learning methods with implicit vector space assumptions. Moreover, it is often the case that one would like to impose geometric constraints upon the transformation. For example, restriction to volume-preserving deformations corresponds to a determinant constraint, i.e. \( \det(T) = 1 \). This and a variety of geometric constraints are nonlinear and can be difficult to incorporate into statistical models. The difficulty essentially arises from the fact that the affine group has a multiplicative rather than additive structure. It is desirable to establish a mapping from the multiplicative structure to an equivalent vector space representation. This is precisely what the Lie algebra accomplishes in a local sense. There is rich theory of Lie groups and Lie algebras. Interested readers are referred to [8, 10] for an elaborated introduction.

The Lie algebraic representation of a 2D affine transform is a \( 3 \times 3 \) matrix with all zeroes on the bottom row. It is related to the homogeneous matrix representation through
matrix exponentiation and the matrix logarithm. If \( \mathbf{X} \) denotes the Lie algebra representation of \( \mathbf{T} \) then
\[
\mathbf{T} = \exp(\mathbf{X}) = \mathbf{I} + \sum_{k=1}^{\infty} \frac{1}{k!} \mathbf{X}^k, 
\]
\[
\mathbf{X} = \log(\mathbf{T}) = \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} (\mathbf{T} - \mathbf{I})^k. 
\]
As we shall see, by working with this representation, the algebraic structure becomes additive and as a consequence many statistical learning methods may be readily applied.

2.2. Geometric Characterization and Constraints

One advantage of the Lie algebraic representation is that transformation subgroups are mapped to linear subspaces. Within the 2D affine group, there are many subgroups that correspond to particular families of transforms. This gives rise to a linear parameterization of them. Consider rotations by an angle \( \theta \) of which the transform matrix \( \mathbf{T}_{R(\theta)} \) and the corresponding Lie algebra representation \( \mathbf{X}_{R(\theta)} \) are
\[
\mathbf{T}_{R(\theta)} = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \mathbf{X}_{R(\theta)} = \begin{bmatrix} 0 & -\theta & 0 \\ \theta & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]
It can be easily seen that the Lie algebraic representation of all rotations lies in a one dimensional subspace. Similarly, the Lie algebraic representations of many other important transforms such as scaling, shearing, and translation, correspond to subspaces of the Lie algebra, as well. This property in turn allows for linear characterization of a variety of geometric constraints. Consider the volume-preserving constraint discussed above. Since the composition of two volume-preserving transforms is also volume-preserving. All volume-preserving transforms constitute a subgroup of the affine group. Consequently, their Lie algebraic representations form a subspace. The associated constraint is captured by the simple expression
\[
\text{tr}(\mathbf{X}) = 0 \iff X_{11} + X_{22} = 0. 
\]

2.3. The Perspective of Processes and Field

We are interested in describing transformations as a continuous-time process. Assuming that the transformation occurs over a unit of time, the motion of each point can then be expressed as a function of time \( \mathbf{x}(t) \) such that \( \mathbf{x}(0) = \mathbf{x}_0 \) and \( \mathbf{x}(1) = \mathbf{T}\mathbf{x}_0 = \exp(\mathbf{X})\mathbf{x}_0 \).

Two ways to parameterize the process lead to very different transformation sequences. A common approach, using the homogeneous representation, is to define \( \mathbf{x}(t) = \mathbf{x}_0 + t(T - \mathbf{I})\mathbf{x}_0 \). Alternatively, utilizing the Lie algebraic representation one can define \( \mathbf{x}(t) = \exp(t\mathbf{X})\mathbf{x}_0 \). Figure 2 compares the effect of these two approaches, in which the terminal transformation is a translation plus rotation, i.e. a rigid transformation. In contrast to the conventional approach, when using the Lie algebraic representation, each intermediate transform is also a rigid transformation, i.e. the elements of the sequence remain within the subgroup. Generally, when the process is parameterized using the Lie algebraic representation, if the initial and final transformations are within a subgroup, then intermediate transformations along the path will also lie in that subgroup. Moreover, the process defined using the Lie algebra is optimal in the sense that it corresponds to the shortest geodesics connecting the two transforms on the affine manifold.

The process \( \mathbf{x}(t) = e^{t\mathbf{X}}\mathbf{x}_0 \) has intrinsic relations with the Linear dynamical systems in control theory. It is the solution to the following system of differential equations:
\[
\frac{d\mathbf{x}(t)}{dt} = \mathbf{X}\mathbf{x}(t), \quad \mathbf{x}(0) = \mathbf{x}_0. 
\]
Therefore, a geometric transform can be equivalently represented as a dynamic process governed by the above differential equation. The Lie algebraic representation is in form of \( \mathbf{X} = \begin{bmatrix} \mathbf{Y} & \mathbf{u} \\ \mathbf{0} & \mathbf{0} \end{bmatrix} \), hence equation (7) can be rewritten as
\[
\frac{d\mathbf{x}(t)}{dt} = \mathbf{Y}\mathbf{x} + \mathbf{u}, \quad \mathbf{x}(0) = \mathbf{x}_0. 
\]
Since \( \frac{d\mathbf{x}(t)}{dt} \) represents the velocity, this equation expresses the velocity as a function of location, or in other words, establishes the time-invariant velocity field, where there is a unique velocity at each location. Figure 3(a) illustrates a velocity field with several processes driven by it. In this system, the entire trajectory of a point is uniquely determined.

![Figure 2](image.png)

This illustrates the sequence of intermediate transforms in the continuous time process from initial one to terminal one.

![Figure 3](image.png)

Illustration of velocity field of an affine transform.

(a) with noiseless processes  (b) with noisy processes
by its initial position. This is too restrictive for our purposes in which we assume that objects in the same flow may follow different paths even when starting from the same location. This issue can be addressed by adding a noise term to the state equation as

\[ \frac{d\mathbf{x}(t)}{dt} = \mathbf{Yx} + \mathbf{u} + \epsilon_t, \]  

where \( \epsilon \) is a white noise process. The introduction of the noise term converts the ordinary differential equation to a stochastic differential equation, which has remarkably different statistical characteristics. The stochastic nature of the extended system offers substantially greater flexibility. Figure 3(b) shows several processes starting with the same initial position that end up with distinct trajectories.

3. Statistical Modeling and Inference

As a consequence of adopting the Lie algebra representation, a statistical method for inference of affine flow fields can be developed. Importantly, we rely solely on local velocity observations, avoiding the difficulties of trajectory maintenance.

3.1. Statistical Formulation

In (9), the velocity of each point depends solely on its location. While the equation can be used to synthesize full trajectories, when the locations are observed the estimation procedure only requires local velocity observations eliminating the need for continuous tracking.

Observations are location-velocity pairs \( \{\mathbf{x}_i, \mathbf{v}_i\}_{i=1}^N \) that can be acquired from an image sequence with a variety of algorithms (e.g. image alignment, feature matching, and optical flow estimation).

Figure 4 shows the graphical model of the statistical formulation. The generative process is described as follows:

1) The \( i \)-th location is drawn from a Gaussian distribution \( p(\mathbf{x}_i|S) = \mathcal{N}(\mathbf{x}_i; \mu_S, \Sigma_S) \) where \( S = (\mu_S, \Sigma_S) \) is the mean and covariance (sufficiently large to cover a region). From this we obtain a noisy location \( \tilde{\mathbf{x}}_i \) drawn from \( p(\mathbf{x}_i|\tilde{\mathbf{x}}_i) = \mathcal{N}(\mathbf{x}_i; \Sigma_X) \).

2) The \( i \)-th velocity \( \mathbf{v}_i \) is drawn from the flow model (the core of our framework) utilizing the stochastic field equation (9). Assuming Gaussian driving noise yields \( p(\mathbf{v}_i|\mathbf{x}_i; F) = \mathcal{N}(\mathbf{v}_i; \mathbf{F}\mathbf{x}_i + \mathbf{u}_F, \Sigma_F) \) where \( F = (\mathbf{Y_F}, \mathbf{u}_F, \Sigma_F) \) is comprised of a mean transformation and the covariance of the driving noise.

3) The measurement model of velocity accounts for two types of errors, additive noise and incorrect matching (e.g. from frame-to-frame). We introduce a hidden variable \( g_i \) to account for the latter \( (g_i = 1 \text{ for correct matching and } g_i = 0 \text{ for incorrect matching}) \). The prior probability on \( g_i \) is denoted \( c_i \) and depends on the data acquisition procedure. When \( g_i = 1, \tilde{\mathbf{v}}_i \) is a noisy observation of \( \mathbf{v}_i \); \( p(\tilde{\mathbf{v}}_i|\mathbf{v}_i, g_i = 1) = \mathcal{N}(\tilde{\mathbf{v}}_i; \mathbf{v}_i, \Sigma_v) \). When \( g_i = 0, \tilde{\mathbf{v}}_i \) is drawn from an uninformative uniform distribution \( Q \) accounting for incorrect matches as \( p(\tilde{\mathbf{v}}_i|\mathbf{v}_i, g_i = 0; Q) = Q(\tilde{\mathbf{v}}_i) \).

The formulation involves several covariance matrices: \( \Sigma_S, \Sigma_F, \Sigma_X \) and \( \Sigma_v \), which are set in the design phase, rather than estimated from the data. Assuming that all observations are independently sampled from the above model, the joint probability is written as

\[ P = \prod_{i=1}^N p(\mathbf{x}_i|S)p(\mathbf{v}_i|\mathbf{x}_i; F)p(\tilde{\mathbf{x}}_i|\mathbf{x}_i)p(\tilde{\mathbf{v}}_i|\mathbf{v}_i, g_i; Q). \]  

To account for the scenes governed by multiple flows, we extend the statistical formulation to a mixture model as shown in figure 4(b). The multi-flow formulation comprises \( M \) submodels. Each submodel contains a spatial model \( S_k \) and a flow model \( F_k \) such that each flow covers a particular region in the scene and where regions may overlap, resulting in a region-dependent mixture model. Accordingly, we introduce an additional hidden variable \( z_i \) with multinomial distribution \( \pi \) to indicate which sub-model the observation is generated from. The joint probability of the multi-flow model is thus

\[ P = \prod_{i=1}^N p(z_i|\pi)p(\mathbf{x}_i|z_i; S)p(\mathbf{v}_i|\mathbf{x}_i, z_i; F)p(\tilde{\mathbf{x}}_i|\mathbf{x}_i)p(\tilde{\mathbf{v}}_i|\mathbf{v}_i, g_i; Q). \]  

where \( S = (S_1, \ldots, S_M) \) and \( F = (F_1, \ldots, F_M) \) refer to a collection of models.

3.2. The Prior of Flow Model

As mentioned above, the Lie algebraic representation lies in a vector space and geometric constraints can be expressed as systems of linear equations, simplifying the incorporation of domain-specific knowledge. If the transform is in a particular Lie subgroup (e.g. due to some geometric constraints), then the corresponding Lie algebra representation lies in a linear subspace of the full Lie algebra. We denote the dimension of the representation space by \( L \) and
its basis by \((\{Y^l_B, u^l_B\})_{l=1}^L\). Any element in this space can be expressed as a linear combination of its basis elements

\[
(Y, u) = \sum_{i=1}^L \alpha_i (Y^l_B, u^l_B),
\]

where the coefficient vector \(\alpha = (\alpha_1, \ldots, \alpha_L)^T\) parameterizes the transform. The estimation of the flows is thus transformed to the estimation of the vector \(\alpha\).

As the parameters also lie in a vector space, we can choose from a large group of well-studied models whose underlying measure is Euclidean in nature for their prior distribution. Here, we simply use a Gaussian distribution as their prior: \(p(\alpha) = \mathcal{N}(\alpha|\alpha_0, \Sigma_\alpha)\). We emphasize that the incorporation of prior probabilistic models and constraints is a result of adopting the Lie algebraic representation.

### 3.3. Learning by Variational Inference

We would like to infer the flow models by maximizing the following objective

\[
J_{\text{map}}(S, F, \pi) = \sum_{i=1}^N \log p(\tilde{x}_i, \tilde{v}_i|S, F, Q, c) + \log p(\alpha).
\]  

that is, via MAP estimation. Here, the corrupted measurement model \(Q\), prior probability on correct matches \(c\) are assumed to be given. Exact evaluation of (13) is generally intractable as it involves marginalization of \(z_i, x_i, v_i\) and \(g_i\). This motivates approximate inference techniques where there are two primary strategies MCMC sampling and variational inference. As our formulation conforms to the conjugate-exponential family, we use a variational inference approach to maximizing the following lower bound of Equation (13):

\[
J_{\text{var}}(S, F, \pi) = \sum_{i=1}^N \mathbb{E}_{q_i} \log p(\tilde{x}_i, \tilde{v}_i|S, F, Q, c) + \sum_{i=1}^N \mathbb{E}_{q_i} \log q_i(\tilde{x}_i, \tilde{v}_i, z_i, g_i|S, F, Q, c) + \log p(\alpha).
\]  

Here, \(q_i\) is referred to as the variational distribution and is chosen so as to incorporate hidden variables in a tractable way. As is commonly done, we choose \(q_i\) as a product distribution

\[
q_i(x_i, v_i, z_i, g_i) = \mathcal{N}(x_i|\mu_{x_i}, R_{x_i})\mathcal{N}(v_i|\mu_{v_i}, R_{v_i}) \text{Mult}(z_i|R_{z_i})\text{Bernoulli}(g_i|\rho_i).
\]  

The procedure iterates between variational E-steps and M-steps until convergence. In E-steps, we update the parameters of the variational distributions as

\[
\hat{\mu}_{x_i} = \sum_{k=1}^M \tau_{ik} \mathbf{A}_k \mathbf{mu}_i + b_k + \rho_i \mathbf{Sigma}_v^{-1} \mathbf{v}_i;
\]

\[
\hat{\Sigma}_x^{-1} = \sum_{k=1}^M \tau_{ik} \mathbf{Sigma}_x^{-1} + \mathbf{Y}_k^T \mathbf{Sigma}_f^{-1} \mathbf{Y}_k + \mathbf{Sigma}_x^{-1};
\]

\[
\hat{\mu}_{v_i} = \sum_{k=1}^M \tau_{ik} \mathbf{Sigma}_f^{-1} (\mathbf{A}_k \mathbf{mu}_i + b_k) + \rho_i \mathbf{Sigma}_v^{-1} \mathbf{v}_i;
\]

\[
\hat{\Sigma}_v^{-1} = \sum_{k=1}^M \tau_{ik} \mathbf{Sigma}_f^{-1} + \mathbf{rho}_i \mathbf{Sigma}_v^{-1};
\]

\[
\log \hat{\tau}_{ik} = \log \tau_{ik} + \log \mathcal{N}(\mu_{x_i}|\mu_{x_i}, \Sigma_{x_i}) + \log \mathcal{N}(\mu_{v_i}|\mathbf{f}_k(\mathbf{mu}_i), \Sigma_{f_k}) - \frac{1}{2} \text{tr}(\Sigma_{x_i}^{-1} \mathbf{R}_{x_i}) - \frac{1}{2} \text{tr}(\Sigma_{f_k}^{-1} (\mathbf{R}_{x_i} + \mathbf{R}_{v_i})) + \text{const};
\]

with \(\sum_{i=1}^N \hat{\tau}_{ik} = 1\) and \(\mathbf{f}_k(\mathbf{mu}_i) = \mathbf{Y}_k x_i + \mathbf{u}_i\).

\[
\eta(\hat{\rho}_i) = \eta(\rho_i) + \log \mathcal{N}(\mathbf{v}_i|\mu_{v_i}, \Sigma_{v_i}) - \frac{1}{2} \text{tr}(\Sigma_{v_i}^{-1} \mathbf{R}_{v_i}) - \log \mathcal{Q}(\mathbf{v}_i);
\]

\[
\hat{\rho}_i = \frac{\exp(\eta(\hat{\rho}_i))}{1 + \exp(\eta(\hat{\rho}_i))}.
\]

While the M-steps update the spatial models as

\[
\hat{\mu}_{S_k} = \frac{1}{w_k} \sum_{i=1}^N \tau_{ik} \mathbf{mu}_i;
\]

\[
\hat{\Sigma}_{S_k} = \frac{1}{w_k} \sum_{i=1}^N \tau_{ik} (\mathbf{R}_{x_i} + (\mu_{x_i} - \hat{\mu}_{S_k})(\mu_{x_i} - \hat{\mu}_{S_k})^T);
\]

where \(w_k = \sum_{i=1}^N \tau_{ik}\) and update the flow models as

\[
\hat{\alpha} = \left( \hat{\Sigma}_{\alpha_0} + \sum_{i=1}^N \tau_{ik} (\mathbf{G}_i^T \mathbf{Sigma}_f^{-1} \mathbf{G}_i + \mathbf{H}_i) \right)^{-1}
\]

\[
\left( \hat{\Sigma}_{\alpha_0} \hat{\alpha}_0 + \sum_{i=1}^N \tau_{ik} (\mathbf{G}_i^T \mathbf{Sigma}_f^{-1} \mathbf{mu}_i) \right),
\]

where \(\mathbf{G}_i = [g_i^{(1)}, \ldots, g_i^{(L)}]\) with \(g_i^{(l)} = \mathbf{Y}(l)x_i + \mathbf{u}(l)\), \(\mathbf{H}_i\) is a \(L \times L\) matrix with \(\mathbf{H}_i(l, k) = \text{tr}(\mathbf{Sigma}_f^{-1} \mathbf{Y}(l) \mathbf{R}_{x_i} \mathbf{Y}(l))\).

### 4. Experiments

We present two applications of our method for statistical modeling of transformations. The first analyzes the aggregate motion fields of people moving in a busy train station, while the second analyzes dense flow from weather data.

#### 4.1. Analyzing People’s Motion Patterns

Figure 1(a) shows a single frame from an video sequence captured in New York’s Grand Central station. The video sequence is 15 minutes duration captured at 24 fps at an image resolution of 1440 \times 1080. The first 1000 frames are used to initialize the model. The ensuing 18000 frames are processed using the tracking algorithm of [16]. In such scenes, one expects a degree of regularity of motion due to a variety of factors including the movement of large crowds of people negotiated in a confined space or common entrances and exits. Our aim is to capture the aggregate motion patterns solely from local motion observations.
Additionally, one can observe that structured motion fields overlap with each other.

We apply our flow model in order to recover these flows, setting the number of flows to $M = 16$. The noise covariance matrices are all set to $3^2 I$ (a rough estimation, final performance is relatively insensitive to these settings). Figure 6 illustrates several of the learned flows, where affine deformations are represented as flow fields (blue). Individual motions associated with this flow (red) demonstrate that the affine model is able to capture aggregate motion over a large region, despite the fact that individuals following these patterns appear distinct locations and times and walk along different paths to different locations.

We compare our results to the modeling strategy in other work [9, 20, 21], which groups the locations and local motions based on their proximity and models each groups with a prototypical motion. For conciseness, we refer to our method as “LAB-FM” (Lie Algebra Based Flow Model) and the comparison model as “JLV-GM” (Joint Location-Velocity Group Model). In order to have a fair comparison, JLV-GM is formulated similarly, so as to cope with noise and outliers. The consequence being that the essential difference arises from exploiting the group structure in the Lie Algebra space.

In order to mitigate the influence of outliers, we compare their performance in terms of the fraction of samples whose squared errors are below some thresholds. This measures the ability of the model in describing the observed motion in the scene. Setting the thresholds to $10^{-4}$ and $10^{-3}$, and the number of mixing models $M$ to different values, we obtain the performance curve shown in figure 7. The results clearly show that the performance increases as we add more components, and our LAB-FM consistently out-performs JLV-GM, that is at a given threshold, the fraction of motions which is below this error threshold is higher for the LAB-FM than for JLV-GM.

While outliers may be indicative of many things, they primarily correspond to motions which differ from the typical behavior of individuals in the scene. Figure 8 shows one
of the outliers. There are three dominant flow fields in the scene. The “outlier”, however, walks towards the escalator (a converging destination for two of the flows from either top or bottom of the scene) from a horizontal direction. The implication is that during the observation period, the majority of individuals in this region either enter the escalator from one of two directions or pass it by.

4.2. Modeling the Dynamics of Weather Data

Our second application considers analysis of dense optical flow derived from a sequence of satellite images available at NASA’s GOES website. The acquisition times are separated by 30 minutes. We apply the optical flow algorithms of [5] to the images which is shown in figure 1.

Here we have set the number of mixture models to be $M = 40$ for both LAB-FM and JLV-GM, and all noise variances to 0.1. Whereas the dense flow algorithm computes arbitrary flow fields, LAB-FM approximates the dense flow as a collection of spatially varying fields. JLV-GM, on other hand, groups flows using a homogeneous representation. In both cases, the dense flow is described in a more parsimonious manner (model order 40). For comparison, the results are visualized in figure 9 using colorization. We can see that for a large portion of the observed flow, the “color” varies smoothly. LAB-FM captures smoothly varying fields while JLV-GM approximates the flow with constant-value blocks leading to noticeable artifacts. This can be seen more clearly in figure 10, which compares the reconstruction results of a local region in detail.

As the dense optical flow are assumed to be free of outliers, we can quantitatively compare the methods using mean-square error of the approximation. This is shown in figure 11 for 50 Monte-Carlo runs using a range of model orders. LAB-FM clearly outperforms JLV-GM by a significant factor (about 10).

Furthermore, the geometric information captured by the
flow models provides insight at a high level. Here we are interested in using the flow analysis to detect regions in which the flow is changing dramatically. This analysis is performed simply by examining the gradient of the \(\alpha\)-vector parameterizing the affine flow in the Lie Algebra space. Large gradients indicate that the flow is changing abruptly at a location. Figure 12 shows a map of the gradients where high contrast regions are indicative of interfaces between dynamic weather phenomenon.

5. Conclusion

We presented a new approach to modeling dynamic visual scenes comprised of two key aspects: the concept of flow to unify the modeling of moving elements at different locations with geometric consistency, and a Lie algebraic representation that enables application of statistical inference techniques to geometric transforms residing in a group. Furthermore, we developed a variational inference method exploiting the Lie algebraic representation.

These models are evaluated on two applications and compared with the joint location-velocity model widely used in motion analysis. In both applications, the proposed method exhibits superior performance. The experimental results demonstrate that our approach is suitable for modeling real phenomena typically involving spatially varying motion fields, and that it is capable of discovering underlying regularities governing the dynamics.

It should be emphasized that the notion of flow and the Lie algebraic representation together constitute a general methodology that can be incorporated into any algebraic and statistical framework for dynamic modeling. In addition to affine transforms, it can also be extended to work with other transforms including nonlinear families. We believe that with proper generalization, a broad spectrum of applications can benefit from it.
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