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Abstract—In this paper, we address the tasks of detecting, segmenting, parsing, and matching deformable objects. We use a novel probabilistic object model that we call a hierarchical deformable template (HDT). The HDT represents the object by state variables defined over a hierarchy (with typically five levels). The hierarchy is built recursively by composing elementary structures to form more complex structures. A probability distribution—a parameterized exponential model—is defined over the hierarchy to quantify the variability in shape and appearance of the object at multiple scales. To perform inference—to estimate the most probable states of the hierarchy for an input image—we use a bottom-up algorithm called compositional inference. This algorithm is an approximate version of dynamic programming where approximations are made (e.g., pruning) to ensure that the algorithm is fast while maintaining high performance. We adapt the structure-perceptron algorithm to estimate the parameters of the HDT in a discriminative manner (simultaneously estimating the appearance and shape parameters). More precisely, we specify an exponential distribution for the HDT using a dictionary of potentials, which capture the appearance and shape cues. This dictionary can be large and so does not require handcrafting the potentials. Instead, structure-perceptron assigns weights to the potentials so that less important potentials receive small weights (this is like a “soft” form of feature selection). Finally, we provide experimental evaluation of HDTs on different visual tasks, including detection, segmentation, matching (alignment), and parsing. We show that HDTs achieve state-of-the-art performance for these different tasks when evaluated on data sets with groundtruth (and when compared to alternative algorithms, which are typically specialized to each task).

Index Terms—Hierarchy, shape representation, object parsing, segmentation, shape matching, structured learning.

1 INTRODUCTION

COMPUTER vision methods are currently unable to reliably detect, segment, and parse deformable objects in cluttered images. (By parsing, we mean the ability to identify parts, subparts, and subsubparts of the object—which is useful for applications such as matching/alignment.) Although there have been some partial successes—see [1], [2], [3], [4], [5], [6] and others reviewed in Section 2—none has reached the performance levels and computational speed obtained for detecting faces by using techniques such as AdaBoost [7], [8]. In our opinion, the main disadvantage of the current approaches is that they are based on limited representations of deformable objects, which only use a small part of the appearance and geometric information that is available. For example, current techniques may rely only on a sparse set of image cues (e.g., SIFT features or edgelets) and limited “flat” representations of the spatial interactions between different parts of the object, see Fig. 1. As theoretical studies have shown [9], the performance of models degrades if the models fail to represent (and hence, exploit) all available information. But, improved representation of deformable objects is only useful when it is accompanied by efficient techniques for performing inference and learning, and in practice, the representations used in computer vision are closely tied to the inference and learning algorithms that are available (e.g., the representations used in [1], [2] were chosen because they were suitable for inference by dynamic programming or belief propagation—with pruning). Hence, we argue that progress in this area requires us to simultaneously develop more powerful representations together with efficient inference and learning algorithms.

In this paper, we propose a new class of object models—hierarchical deformable templates (HDTs). The HDT is specified by a hierarchical graph, where nodes at different levels of the hierarchy represent components of the object at different scales, with the lowest level (leaf) nodes corresponding to the object boundary—see Figs. 1 and 2. Formally, we define state variables at every node of the graph and the state of the HDT is specified by the state of all the nodes. The state of a node is the position, orientation, and scale of the corresponding component of the object. The clique structure of the HDT (i.e., the sets of nodes that are directly connected to each other) models the spatial relations between different components of the object. The HDT has a rich representation of the object, which enables it to capture appearance and spatial information at a range of different scales (e.g., Fig. 2 shows that nodes at different levels use different appearance cues). Moreover, the richness of this representation implies that an HDT can be applied to a large range of tasks (e.g., segmentation requires estimating the states of the leaf nodes, detection requires estimating the root node, matching/alignment is performed by estimating and matching all the nodes). The HDT can be thought of as a

[Notes: This text is a revised version of the original, with corrections and improvements made to enhance clarity and accuracy.]
hybrid discriminative-generative model (e.g., see [10], which does not have a hierarchy). The probability distribution specifying it has terms that can be interpreted as a generative prior for the configurations of the state variables, but the appearance terms that relate these variables to the images are of discriminative form.

To ensure the practicality of HDT, as discussed above, it is necessary to specify efficient inference and learning algorithms. We perform inference on an HDT—i.e., estimate the most probable states of the HDT for an input image—by compositional inference [11], [12], which we show is both rapid and effective. We perform partially supervised learning of the parameters of HDT (in a discriminative manner) by extending the recent structure-perceptron learning algorithm [13]. The graph structure of the HDT is learned in an unsupervised manner by one-example learning using a clustering algorithm.

Compositional inference is a bottom-up approximate inference algorithm. The structure of HDTs means that it is possible to perform exact inference and estimate the best state by dynamic programming (DP) in polynomial time in the number of nodes of the hierarchy and the size of the state space. Unfortunately, the state space size is very large since object components can occur anywhere in the image (and the state space also includes orientation and scale). Hence, compositional inference is an approximate version of DP where we represent the state of each node by a set of proposals together with their energies (the terminology is suggested by the MCMC literature). Proposals for the states of a parent node are constructed by composing the proposals for its child nodes. These proposals are pruned by a threshold—to remove configurations whose energy is too large (e.g., when the proposals of the child nodes poorly satisfy the spatial relations required by the parent node)—and by surround suppression that selects the locally maximal proposal within a fixed window. The key idea is to keep the number of proposals small enough to be tractable but rich enough to yield good performance. Compositional inference was inspired by a compositional algorithm [11], which was applied to a simple model and only tested on a
small number of images. The current version was first reported in [12], where it was applied to AND/OR graphs. Since the HDT only outputs a sparse set of points on the object boundary (the states of the leaf nodes), we obtain a complete contour by using grabcut [14] initialized by the connecting the estimate states of the leaf nodes.

We learn the graph structure of the HDT by one-example learning using a clustering algorithm and make initial estimates of the parameters of the HDT. Then we estimate the full parameters of the HDT by adapting the structure-perceptron algorithm [13] (note that structure-perceptron does not learn the graph structure). This enables us to learn all of the parameters globally in a consistent manner (i.e., we learn the parameters at all levels of the hierarchy simultaneously). As we will show, structure-perceptron enables us to select different shape and appearance features from a dictionary and determine ways to optimally weight them (like a soft version of the selection and weighting strategy used in AdaBoost [7], [8]). Structure-perceptron learning is a discriminative approach that is computationally simpler than standard methods such as maximum likelihood estimation (since it avoids the need to evaluate the normalization constant of the distribution of the HDT). An additional advantage to discriminative learning is that it focuses on estimating those parameters of the model which are most relevant to task performance. We first reported on the success of structure-perceptron learning in [15].

We demonstrate the success and versatility of HDTs by applying them to a range of visual tasks. We show that they are very effective in terms of performance and speed (roughly 20 seconds for a typical $300 \times 200$ image—the speed increases approximately linearly in the size of the image) when evaluated on large data sets that include horses [16] and cows [17]. In particular, to illustrate versatility, we demonstrate state-of-the-art results for different tasks such as object segmentation (evaluated on the Weizmann horse data set [16]) and matching/alignment (evaluated on the face data set—[18], [19]). The results on the alignment task on the face data set are particularly interesting because we are comparing these results with those obtained by methods such as Active Appearance Models [20] which are specialized for faces and which have been developed over a period of many years (while we spent one week in total to run this application, including the time to obtain the data set). Overall, we demonstrate that HDTs can perform a large range of visual tasks (due to its hierarchical representation) while other computer vision methods typically restrict themselves to single tasks.

We perform diagnostic analysis to quantify how different components of the HDT contribute to overall performance and to the computational cost (e.g., speed). In particular, we compare how different levels of the hierarchy contribute to the overall performance. This type of diagnostic analysis, in particular, the trade-offs between performance and computation, is necessary for developing principles for the optimal design of complex computer vision models like HDTs.

2 Background

There is a vast literature on techniques for the separate tasks of object detection, segmentation, and parsing/aligning. But these tasks have typically been studied separately and not addressed by a single model as we do in this paper. We give a brief review of the work that is the most relevant to our approach. The techniques used are generally fairly different although there are some similarities which we will discuss.

There has been a range of attempts to model deformable objects in order to detect, register, and recognize them. Many of them can be formulated as maximum a posteriori inference of the position, or pose, states $z$ of the object parts in terms of the data $I$ (i.e., an input image). Formally, they seek to estimate

$$z^* = \arg \max_z p(z|I) = \arg \max_z p(I|z)p(z),$$

(1)

where $p(I|z)p(z) = p(I,z)$ is of form

$$p(I, z) = \frac{1}{Z} \exp \left\{ \sum_i a_i f(I(x_i), z_i) + \sum_{i,j} \beta_{ij} g(z_i, z_j) \right\},$$

(2)

where $Z$ is the normalization constant, $x_i$ is image position. The unary potentials $f(I(x_i), z_i)$ model how well the individual features match to the positions in the image. The binary potentials $g(z_i, z_j)$ impose (probabilistic) constraints on the spatial relationships between feature points. Typically, $z$ is defined on a flat MRF model, see Fig. 1, and the number of its nodes is small.

Coughlan et al. [1] provided one of the first models of this type, using a sparse representation of the boundary of a hand, and showed that DP could be used to detect the object without needing initialization (but using pruning to speed up the DP). This type of work was extended by Felzenszwalb and Huttenlocher [5] and by Coughlan and Ferreira who used a pruned version of belief propagation (BP) [2]. The main limitation of this class of models is that they typically involve local pairwise interactions between points/features (see the second term in (2)). This restriction is mainly due to the computational reasons (i.e., the types of inference and learning algorithms available) and not for modeling reasons. There are no known algorithms for performing inference/learning for densely connected flat models—for example, the performance of BP is known to degrade for representations with many closed loops.

Other classes of models are more suitable for matching than detection [3], [2], [21]. Some of these models [2], [21] do use longer range spatial interactions, as encoded by shape context and other features, and global transformations. But these models are typically only rigorously evaluated on matching tasks (i.e., in situations where the detection is trivial). They all need good initialization for position, orientation, and scale if they are required to detect objects in images with background clutter.

Recent work has introduced hierarchical models to represent the structure of objects more accurately (and enable shape regularities at multiple scales). Shape-trees were presented [6] to model shape deformations at more than one level. Other work [22], [23] uses image features extracted at different scales but does not formulate them within a hierarchy. Alternative approaches [24] use hierarchies but of very different types. The hierarchical representations most similar to HDTs are the AND/OR graph representations [25], [26], [12]. But there are several differences: 1) These AND/OR models have appearance
of the nodes of the graph are connected to the image data terms, see Section 3.2.)

3.2 The State Variables and the Potential Functions
Each node \( \mu \in V \) is assigned a state variable \( z_\mu \) and we denote the state variables for the entire graph by \( z = \{ z_\mu : \mu \in V \} \). We denote \( z_{\text{ch}(\mu)} = \{ z_\nu : \nu \in \text{ch}(\mu) \} \) to be shorthand for the states of the child nodes of \( \mu \). The state variable indicates properties of the node, and in particular, the subregion \( D(z_\mu) \) of the image domain \( D \subset \mathbb{R}^2 \) corresponding to the node. The state variable \( z_\mu \) of node \( \mu \) corresponds to the position \( \vec{x}_\mu \), orientation \( \theta_\mu \), and scale \( s_\mu \) of a subpart of the object. Hence, \( z_\mu = (\vec{x}_\mu, \theta_\mu, s_\mu) \) (and \( D(z_\mu) \) is calculated from these). For example, the state of the top node for an object model will correspond to the orientation, scale, and center position of the object—while the state of the leaf nodes will correspond to the orientation and position of elements on the boundary of the object. All of these state variables are hidden—i.e., not directly observable. Note that the state variables take the same form at all levels of the hierarchy (unlike other standard hierarchical representations \([32],[12]\)), which is important for the inference and learning algorithms that we describe in Sections 4 and 5.

We now define probability distributions on the state variables defined on the graph. These distributions are of exponential form defined in terms of potentials \( \phi(.) \), which are weighted by parameters \( \alpha \). They specify, for example, the probability distributions for the relative states of the hidden variables and the data terms. There are two types of terms: 1) “prior potentials” defined over the cliques of the graph \( \phi(z_\mu, z_{\text{ch}(\mu)}) \), for all \( \mu \in V \), which are independent of the image \( I \) (later, we decompose the “prior” terms into “vertical” and “horizontal” terms), and 2) “data potentials” of form \( \phi^D(I, D(z_\mu)) \), for all \( \mu \in V \), which depend on measurements of the image \( I \) within the domain \( D(z_\mu) \). The potentials will have coefficients \( \alpha_\mu, \alpha^D_\mu \), respectively, for all \( \mu \in V \). We use \( \alpha \) to denote \( \{ \alpha_\mu, \alpha^D_\mu \} \).

These probability distributions are specified as a discriminative model, which directly models the posterior distribution \( P(z|I) \):

\[
P(z|I) = \frac{1}{Z(\alpha, I)} \exp \left\{ \sum_{\mu \in V} \alpha_\mu \cdot \phi(z_\mu, z_{\text{ch}(\mu)}) - \sum_{\mu \in V} \alpha^D_\mu \cdot \phi^D(I, D(z_\mu)) \right\} \tag{3}
\]

It is important to realize that this discriminative model includes an explicit prior on the state \( z \) given by the \( \sum_{\mu \in V} \alpha_\mu \cdot \phi(z_\mu, z_{\text{ch}(\mu)}) \) term in the exponent in (3). This is obtained by applying Bayes rule \( P(z|I) = P(I|z)P(z)/P(I) \) and identifying the components of \( P(z|I) \), which depend on \( I \) as \( P(I|z)/P(I) \) and those which depend only on \( z \) as \( P(z) \) (up to an unknown normalization constant). Hence, an HDT has a prior distribution on the hidden states, specifying a distribution on the relative geometry of the subparts, together with a discriminative model for how the subparts interact with the image (specified by the terms parameterized by \( \alpha^D \)). We use discriminative terms for how

3 Hierarchical Deformable Templates
This section describes the basic structure of HDTs. First, we describe the graphical structure in Section 3.1. Second, we specify the state variables and the form of the probability distribution in Section 3.2. Third, in Section 3.3, we describe the procedure used to learn the graph structure from one-example. The inference and parameter learning algorithms will be described in Sections 4 and 5, respectively.

3.1 The Graphical Structure of the HDT
We represent an object by a hierarchical graph defined by parent-child relationships. The top node of the hierarchy represents the pose (position, orientation, and scale) of the center of the object. The leaf nodes represent the poses of points on the object boundary and the intermediate nodes represent the poses of subparts of the object. This is illustrated in Fig. 2.

Formally, an HDT is a graph \( G = (V, E) \), where \( V \) is the set of nodes (vertices) and \( E \) is the set of edges (i.e., nodes \( \mu, \nu \in V \) are connected if \( (\mu, \nu) \in E \)). There is a parent-child structure so that \( \text{ch}(\nu) \) denotes the children of node \( \nu \). We require that the graph to be tree-like so that \( \text{ch}(\nu) \cap \text{ch}(\mu) = \emptyset \) for all \( \nu, \mu \in V \). The edges are defined by the parent-child relationships and by the requirement that all the children of a node have an edge connecting them. Hence, \( (\nu, \mu) \in E \) provided either \( \mu \in \text{ch}(\nu), \nu \in \text{ch}(\mu) \), or there exist \( \rho \), s.t. \( \mu, \nu \in \text{ch}(\rho) \). We define \( V_{\text{LEAF}} \) to be the root node of the graph. We let \( V_{\text{LEAF}} \) denote the leaf nodes. For any node \( \nu \), we define \( V_{\nu} \) to be the subtree formed by the set of descendnet nodes with \( \nu \) as the root node. (We note that all
the HDT interacts with the image for two main reasons: 1) It is far easier to learn discriminative models for intensities rather than generative ones (e.g., we can use AdaBoost to discriminate between the interiors and backgrounds of cows and horses, but there are no generative models that can realistically synthesize the intensity properties of cows and horses [33, 2] it is easier to learn discriminative models than generative ones (because of the difficulties of dealing with the normalization factors).

We now describe the terms in more detail. The data terms \( \phi^D(I, D(z_n)) \) contain the appearance terms, which indicate how the HDT interacts with the image. The prior terms \( \phi^H(z_{\mu}, z_{ch(\mu)}) \) are decomposed into vertical terms indicating how the state of the parent node relates to its children and horizontal terms defined on triplets of child nodes.

The data terms \( \phi^D(I, D(z_n)) \) are defined in terms of a dictionary of potentials computed from image features. More precisely, the potentials are of form

\[
\phi^D(I, D(z_n)) = \log \frac{P(F(I, D(z_n))|object)}{P(F(I, D(z_n))|background)},
\]

where \( F(I, D(z_n)) \) is the feature response from the region in the image I specified by \( D(z_n) \). The distributions \( P(F(I, D(z_n))|object) \) and \( P(F(I, D(z_n))|background) \) are either histogram distributions, or univariate Gaussians, measured when \( z_n \) is in the correct location (object) \( P(I|object) \) or on the background \( P(I|background) \), see Section 5 for more details. We use different features dictionaries at different levels of the hierarchy, see Fig. 2. For leaf nodes \( \mu \in V^{LEAF} \), \( \phi^D_\mu(I, D(z_n)) \) are specified by a dictionary of local image features \( F(I, D(z_n)) \) computed by different operators—there are 27 features in total including the intensity, the intensity gradient, Canny edge detectors, Difference of Offset Gaussian (DOOG) at different scales \((13 \times 13 \text{ and } 22 \times 22)\) and orientations \((0, \frac{\pi}{4}, \frac{\pi}{2}, \pi, \ldots)\), and so on (see bottom row in Fig. 2). For nonleaf nodes \( \mu \in V/V^{LEAF} \), \( \phi^D_\mu(I, D(z_n)) \) are specified by a dictionary of regional features (e.g., mean, variance, histogram of image features) defined over the subregions \( D(z_n) \) specified by the node state \( z_n \), see the second row of the right panel in Fig. 2.

The prior terms \( \phi^H(z_{\mu}, z_{ch(\mu)}) \) are decomposed into horizontal terms and vertical terms. The horizontal terms are defined for each triplet of child nodes of \( \mu \), see Fig. 3. That is, for each triplet \( (\nu, \rho, \tau) \) such that \( \nu, \rho, \tau \in ch(\mu) \), we specify the
the hierarchical graph gives a natural parsing of the exemplar—see Fig. 2.

After one-example learning, we specify a default HDT that will be used to initialize the parameter learning in Section 5. We set $\alpha = 0$ for all data terms except those at the leaf nodes. At the leaf nodes, we set $\alpha = 1$ for the data terms corresponding to the intensity gradients (we learn the distributions $P_i(\cdot | \text{object})$ and $P_i(\cdot | \text{background})$ for the intensity gradient from the responses on and off the object boundary). We set $\alpha = 1$ for the vertical and horizontal terms. For the horizontal terms, we set $g^H(y)$ to be the Gaussian distribution of the invariant triplet vector $g(\vec{l}(z_r, z_p, z_s))$, where the mean is measured from the example and the covariance is set by hand (to 0.12 times the identity matrix for all levels). This is just the covariance for the default HDT used for initialization. The covariance will be learned by the HDT by structure-perceptron.

4 INFERENCE: PARSING THE MODEL

We now describe an inference algorithm suited to the hierarchical structure of the HDT. Its goal is to obtain the best state $z^*$ by estimating $z^* = \arg \max P(z | I)$, which can be reexpressed in terms of minimizing an energy function:

$$z^* = \arg \min \left\{ \sum_{i \in V} \alpha_i \cdot \tilde{g}(z_i, z_{ch(i)}) + \sum_{i \in V} \alpha_i \cdot \tilde{g}^D(I, D(z_i)) \right\}.$$  

(4)

To perform inference, we observe that the hierarchical structure of the HDT, and the lack of shared parents (i.e., the independence of different parts of the tree), mean that we can express the energy function recursively, and hence, find the optimum $z$ using dynamic programming in polynomial time in the size of the graph $G$ and the state space of $\{z_i\}$. But the state space of $\{z_i\}$ is very large since every component of the object can occur in any position of the image, at any orientation, and any scale. Hence, as in other applications of DP or BP to vision [1], [2], we need to perform pruning to reduce the set of possible states.

The algorithm is called compositional inference [11], [12], see Fig. 5. It is a pruned form of DP that exploits the independence structure of the graph model. It is run bottom-up starting by estimating possible states for the leaf nodes and proceeding to estimate possible states for the nodes higher up the tree (a top-down stage is sometimes run as a variant). Although DP is guaranteed to be polynomial in the relevant quantities (number of layers and graph nodes, size of state space of $z$), full DP is too slow because of the large size of the state space (i.e., range of values that $z_{\mu}$ can take for each node $\mu$). The pruning reduces the allowable states of a node $\mu$ to a set of proposals (borrowing terminology from the MCMC literature) together with their energies. These proposals are selected by two mechanisms: 1) energy pruning—to remove proposals corresponding to large energy and 2) surround suppression—to suppress proposals that occur within a surrounding window (similar to nonmaximal suppression).

The intuition for compositional inference is that it starts by detecting possible configurations of the elementary (low-level) components of the HDT and combines them to produce possible configurations of high-level components, see Fig. 4.

The pruning threshold, and the window for surround suppression, must be chosen so that there are very few false negatives (i.e., the object is always detected as, at worst, a small variant of one of the proposals). In practice, the window is $(5, 5, 0.2, \pi/6)$ (i.e., 5 pixels in the $x$ and $y$ directions, and 0.2 times the size of the image in terms of degrees).

Fig. 5. The inference algorithm. $\oplus$ denotes the operation of combining proposals from child nodes to make proposals for parent nodes.
y directions, up to a factor of 0.2 in scale, and π/6 in orientation—same for all experiments). But rapid inference is achieved by keeping the number of proposals small (avoiding the danger of combinatorial explosion due to composition). We performed experiments to balance the trade-off between performance and computational speed. Our experiments show that the algorithm has linear scaling with image size, as shown in Section 6, and we empirically quantify the performance of each component of the hierarchy in Section 6.3.

We now specify compositional inference more precisely by first specifying how to recursively compute the energy function—which enables dynamical programming—and then describe the approximations (energy pruning and surround suppression) made in order to speed up the algorithm without decreasing performance.

**Recursive formulation of the energy.** The discriminative model, see (3), is of Gibbs form and can be specified by an energy function: \( E(z;\mathbf{I}) = \sum_{\mu \in V} \tilde{\phi}(z_{\mu}, z_{ch(\mu)}) + \sum_{\nu \in \mathcal{V}} \tilde{\phi}^D(\mathbf{I}, D(z_\nu)) \). We exploit the tree-structure and express this energy function recursively by defining an energy function \( E_o(z_{\text{des}};\mathbf{I}) \) over the subtree with root node \( \nu \) in terms of the state variables \( z_{\text{des}}(\nu) \) of the subtree, where \( \text{des}(\nu) \) stands for the set of descendent nodes of \( \nu \) —i.e., \( z_{\text{des}}(\nu) = \{ z_{\mu} : \mu \in V_\nu \} \). This gives

\[
E_o(z_{\text{des}};\mathbf{I}) = \sum_{\mu \in V_\nu} \tilde{\phi}(z_{\mu}, z_{ch(\mu)}) + \sum_{\mu \in V_\nu} \tilde{\phi}^D(\mathbf{I}, D(z_{\mu})),
\]

which can be computed recursively by

\[
E_o(z_{\text{des}};\mathbf{I}) = E_o(z_{\text{des}}(\nu);\mathbf{I}) + \tilde{\phi}(z_{\nu}, z_{ch(\nu)}) + \tilde{\phi}^D(\mathbf{I}, D(z_{\nu})),
\]

so that the full energy \( E(z;\mathbf{I}) \) is obtained by evaluating \( E_o(\cdot) \) at the root node \( \mu \).

**Compositional inference. Initialization:** At each leaf node \( \nu \in V^{LEAF} \), we calculate the states \( \{p_{\nu,b}\} \) (b indexes the proposal) such that \( E_o(p_{\nu,b};\mathbf{I}) < T \) (energy pruning with threshold \( T \)) and \( E_o(p_{\nu,b};\mathbf{I}) \leq E_o(p_{\nu};\mathbf{I}) \) for all \( z_{\nu} \in W(p_{\nu,b}) \) (surround suppression), where \( W(p_{\nu,b}) \) is a window centered on \( p_{\nu,b} \). (The window \( W(p_{\nu,b}) \) is \( (5,5,0.2,\pi/6) \) centered on \( p_{\nu,b} \).) We refer to \( \{p_{\nu,b}\} \) as proposals for the state \( z_{\nu} \) and store them with their energies \( E_o(p_{\nu,b};\mathbf{I}) \). **Recursion for parent nodes:** To obtain the proposals for a parent node \( \mu \) at a higher level of the graph \( \mu \in V/V^{LEAF} \), we first access the proposals for all its child nodes \( \{p_{\nu,b}\} \), where \( \{\mu_i : i = 1, \ldots, \chi_{\text{ch}(\mu)}\} \) denotes the set of child nodes of \( \mu \) and their energies \( E_o(p_{\nu,b};\mathbf{I}) \). Then we compute the states \( \{p_{\nu,b}\} \) such that \( E_o(p_{\nu,b};\mathbf{I}) \leq E_o(p_{\nu,b};\mathbf{I}) \) for all \( z_{\nu} \in W(p_{\nu,b}) \), where

\[
E_o(p_{\nu,b};\mathbf{I}) = \min_{\{p_{\nu,b}\}} \left\{ \sum_{i=1}^{\chi_{\text{ch}(\mu)}} E_o(z_{\text{des}(p_{\nu,b})};\mathbf{I}) + \tilde{\phi}(p_{\nu,b}, \{p_{\nu,b}\}) + \tilde{\phi}^D(\mathbf{I}, D(p_{\nu,b})) \right\}.
\]

In our experiments, the thresholds \( T \) are set to take values such that the recall in the training data is 95 percent. In other words, for all object parts corresponding to the nodes in the hierarchy, 95 percent of training examples are correctly detected by using the thresholds to prune out proposals.

## 5 Structure-Perceptron Learning

We now describe our parameter learning algorithm. This constructs the HDT probability distribution by selecting and weighting features from the dictionaries. Recall that the graph structure of the HDT has already been learned from one-example by the hierarchical clustering algorithm and a default HDT has been specified, see Section 3.3. We now have a training data set, where the boundary is specified. We hand-specify points on the boundaries of the object (24 points for the horses and cows) using a template to ensure consistency (i.e., that the points correspond to similar parts of the object on all training images). This specifies the groundtruth for all the state variables of the HDT because the states of the parent nodes are determined by the states of their child nodes (see Section 3.2). This enables us to learn the distributions \( P(F(\mathbf{I}, D(z_\nu));\text{object}) \) and \( P(F(\mathbf{I}, D(z_\nu));\text{background}) \), and hence, determine the data potentials \( \phi^D \) (recall that the horizontal and vertical potentials are specified by the default HDT). Thus, the remaining task is to estimate the \( \alpha \) as described in Section 3.2.

### 5.1 Background on Perceptron and Structure-Perceptron Learning

Perceptron learning was developed in the 1960s for classification tasks (i.e., for binary-valued output) and its theoretical properties, including convergence and generalization, have been studied [35]. More recently, Collins [13] developed the structure-perceptron algorithm, which applies to situations where the output is a structure (e.g., a sequence or a tree of states). He obtained theoretical results for convergence, for both separable and nonseparable cases, and for generalization. In addition, Collins and his collaborators demonstrated many successful applications of structure-perceptron to natural language processing, including tagging [36] (where the output is sequence/chain), and parsing [37] (where the output is a tree).

Structure-perceptron learning can be extended to learning the parameters of HDTs. The learning proceeds in a discriminative way. In contrast to maximum likelihood learning, which requires calculating the expectation of features, structure-perceptron learning only needs to calculate the energies of the state variables. Hence, structure-perceptron learning is more flexible and computationally simpler.

To the best of our knowledge, structure-perceptron learning has never been exploited in computer vision except in our previous work [15] (unlike the perceptron which has been applied to many binary classification and multiclass classification tasks). Moreover, we are applying structure-perceptron to more complicated models (i.e., HDTs) than those treated by Collins and Duffy [36] (e.g., Hidden Markov Models for tagging).
Input: A set of training images with ground truth \((I_i, z_i)\) for \(i = 1..N\). Initialize the parameter vector \(\alpha\) by the default model.

Algorithm I:

For \(t = 1..T, i = 1..N\)
- Use bottom-up inference to find the best state of the model on the \(i\)'th training image with current parameter setting, i.e.,
  \[ z^* = \arg \min_z \phi(I_i, z) \cdot \alpha \]
- Update the parameters:
  \[ \alpha = \alpha + \phi(I_i, z^*) - \phi(I_i, z') \]

Output: Parameters \(\alpha\)

Fig. 6. Algorithm I: A simple training algorithm of structure-perceptron learning. \(\alpha, \phi\) denote the data and prior potentials and parameters.

5.2 Details of Structure-Perceptron Learning

The goal of structure-perceptron learning is to learn a mapping from inputs \(I \in \mathcal{I}\) to output structure \(z \in \mathcal{Z}\). In our case, \(\mathcal{I}\) is a set of images, with \(\mathcal{Z}\) being a set of possible parse trees (i.e., configurations of HDTs), which specifies the positions, orientations, scales of objects, and their subparts in hierarchical form. We use a set of training examples \(\{(I_i, z_i) : i = 1...n\}\) and a dictionary of functions/potentials \(\{\phi\}\), which map each \((I, z) \in \mathcal{I} \times \mathcal{Z}\) to a feature vector \(\phi(I, z) \in \mathbb{R}^d\). The task is to estimate a parameter vector \(\alpha \in \mathbb{R}^d\) for the weights of the features. This can be interpreted as a soft form of feature selection so that unimportant features have small weights. The feature vectors \(\phi(I, z)\) can include arbitrary features of parse trees, as we discussed in Section 3.1.

The loss function used in structure-perceptron learning is of form

\[
\text{Loss}(\alpha) = \min_z \frac{\phi(I, z) \cdot \alpha - \phi(I, z) \cdot \alpha}{z},
\]

where \(z\) is the correct state configuration for input \(I\) and \(z\) is a dummy variable. (Here, \(\phi(I, z)\) denotes all the potentials of the model—both data and prior—and \(\alpha\) denotes all the parameters.)

The basic structure-perceptron algorithm—Algorithm I—is designed to minimize the loss function. Its pseudocode is given in Fig. 6. The algorithm proceeds in a simple way (similar to the perceptron algorithm for classification). The HDT is initialized by the default model (e.g., \(\alpha = 1\) for the vertical, horizontal, and leaf node intensity terms and \(\alpha = 0\) for the other data terms). Then the algorithm loops over the training examples. If the highest scoring parse tree for input \(I\) is not correct, then the parameters \(\alpha\) are updated by an additive term. The most difficult step of the method is to find \(z^* = \arg \min_z \phi(I, z) \cdot \alpha\). But this can be performed by the inference algorithm described in Section 5. Hence, the performance and efficiency (empirically polynomial complexity) of the inference algorithm is a necessary precondition to using structure-perceptron learning for HDTs.

5.3 Averaging Parameters

There is a simple refinement to Algorithm I, called “the averaged parameters” method (Algorithm II) [13], whose pseudocode is given in Fig. 7. The averaged parameters are defined to be \(\gamma = \sum_{t \in \mathcal{T}} \sum_{i = 1}^N \frac{\alpha_{t,i}}{NT}, \) where \(NT\) is the averaging window. It is straightforward to store these averaged parameters and output them. The theoretical analysis in [13] shows that Algorithm II (with averaging) gives better performance and convergence rate than Algorithm I (without averaging). We will empirically compare these two algorithms in Section 6.

5.4 Soft Feature Selection

Structure-perceptron learning uses a dictionary of features \(\{\phi\}\) with parameters \(\{\alpha\}\) initialized by the default HDT (after one-example learning). As the algorithm proceeds, it assigns weights to the features so that more important features receive larger weights. This can be thought of as the form of “soft” feature selection (in contrast to the “hard” feature selection performed by algorithms like AdaBoost). This ability to perform soft feature selection allows us to specify a large dictionary of possible features and enable the algorithm to select those features that are most effective. This allows us to learn HDTs for different objects without needing to specially design features for each object.

This ability to softly select features from a dictionary means that our approach is more flexible than existing conditional models (e.g., CRF [28], [29], [38]), which use multilevel features but with fixed scales (i.e., not adaptive to the configuration of the hidden state). In Section 6.5, we empirically study what features the structure-perceptron algorithm judges to be most important for a specific object like a horse. Section 6.6 also illustrates the advantage of soft feature selection by applying the same learning algorithm to the different task of face alignment without additional feature design.

6 Experimental Results

6.1 Data Set and Evaluation Criteria

Data set. We evaluate HDT for different tasks on different public data sets. First, we use two standard public data sets, the Weizmann Horse Data set [16] and cows [17], to perform experimental evaluations for HDTs. See some examples in Fig. 8. These data sets are designed to evaluate segmentation, so the groundtruth only gives the regions of the object and the background. To supplement this groundtruth, we asked students to manually parse the images by locating the states of leaf nodes of the hierarchy in the images, which deterministically specifies the states of the nodes of the remainder of the graph (this is the same procedure used to determine groundtruth for learning, see
Section 5). These parse trees are used as groundtruth to evaluate the ability of the HDT to parse the horses (i.e., to identify different parts of the horse).

Second, to show the generality and versatility of our approach and its ability to deal with different objects without hand-tuning the appearance features, we apply it to the task of face alignment (this requires parsing). We use a public data set [18], which contains the groundtruth for 65 key points that lie along the boundaries of face components with semantic meaning, i.e., eyes, nose, mouth, and cheek. We use part of this data set for training (200 images) and part for testing (80 images).

**The measure for parsing/alignment.** For a given image $I$, we apply the HDT to parse the image and estimate the configuration $z$. To evaluate the performance of parsing (for horses) and matching/alignment (for faces), we use the *average position error* measured in terms of pixels. This quantifies the average distance between the positions of leaf nodes of the groundtruth and those estimated in the parse tree.

Fig. 9. Exemplars used for (a) the horse and (b) the cow.

Fig. 10. Segmentation and parsing results on the horse and cows data sets using the default HDT obtained by one-example learning. The first column shows the raw images. The second one shows the edge maps. The third one shows the parsed result. The last one shows the segmentation results. The main errors are at the head and legs due to their large variability, which may require a model with OR nodes, see [39].
The measure for segmentation. The HDT does not directly output a full segmentation of the object. Instead, the set of leaf nodes gives a sparse estimate for the segmentation. To enable HDT to give full segmentation, we modify it by a strategy inspired by grabcut [14] and obj cut [27]. We use a rough estimate of the boundary by sequentially connecting the leaf nodes of the HDT, to initialize a grabcut algorithm (recall that standard grabcut [14] requires human initialization, while object needs motion cues). We use segmentation accuracy to quantify the proportion of the correct pixel labels (object or nonobject). Although segmentation accuracy is widely used as a measure for segmentation, it has the disadvantage that it depends on the relative size of the object and the background. For example, you can get 80 percent segmentation accuracy on the Weizmann horse data set by simply labeling every pixel as background. Therefore, to overcome the shortcoming of segmentation accuracy, we also report precision/recall, see [28], where precision = \( \frac{TP}{TP + FP} \) and recall = \( \frac{TP}{TP + FN} \) (\( P \) is the set of pixels which is classified as object by HDT and \( TP \) is the set of object pixels in groundtruth). We note that segmentation accuracy is commonly used in the computer vision community, while precision/recall is more standard in machine learning.

The measure for detection. We use detection rate to quantify the proportion of successful detections. We rate detection to be successful if the area of intersection of the labeled object region (obtained by graph-cut initialized by the HDT) and the true object region is greater than half the area of the union of these regions.

The measure for performance analysis. We judge that an object (or part) is correctly parsed if each subpart (i.e., the location of each node in the hierarchy) is located close (within \( k_1 \times l + k_2 \) pixels, where \( l \) is the level with \( k_2 = 5 \) and \( k_1 = 2.5 \)) to the groundtruth. The thresholds in the distance measure vary proportionally to the height of levels so that the distance is roughly normalized according to the size of object parts. We plot the precision-recall curve to study the performance of the components of the whole model.

### Table 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Detection Rate</th>
<th>Parsing (Average Position Error)</th>
<th>Segmentation Precision/Recall</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horse</td>
<td>328</td>
<td>86.0</td>
<td>18.7</td>
<td>81.3% / 73.4%</td>
<td>3.1s</td>
</tr>
<tr>
<td>Cow</td>
<td>111</td>
<td>88.2</td>
<td>15.8</td>
<td>81.5% / 74.3%</td>
<td>3.5s</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Level</th>
<th>Num. of Prop.</th>
<th>Time/Node</th>
<th>Time/Img</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 4</td>
<td>51</td>
<td>0.14s</td>
<td>0.14s</td>
</tr>
<tr>
<td>Level 3</td>
<td>77</td>
<td>0.29s</td>
<td>0.88s</td>
</tr>
<tr>
<td>Level 2</td>
<td>105</td>
<td>0.21s</td>
<td>1.05s</td>
</tr>
<tr>
<td>Level 1</td>
<td>158</td>
<td>0.10s</td>
<td>1.22s</td>
</tr>
<tr>
<td>Level 0</td>
<td>225</td>
<td>0.01s</td>
<td>0.18s</td>
</tr>
<tr>
<td>Hierarchy</td>
<td>180</td>
<td>0.08s</td>
<td>3.47s</td>
</tr>
</tbody>
</table>

Left Panel: The numbers of proposals for each nodes at different levels (after energy pruning and surround suppression). Center Panel: The time costs for each nodes. Right Panel: The time costs for the image (averaged over the nodes of all the levels of the hierarchy).

6.2 Experiment I: One-Example Learning

We first report the performance of the default HDT obtained by one-example learning, see Section 3.3. The two exemplars used to obtain the horse and cow hierarchies are shown in Fig. 9. We use identical parameters for each model (i.e., for the hierarchical aggregation algorithm, for the data terms, and the horizontal and vertical terms, for the proposal thresholds and window sizes).

We illustrate the segmentation and parsing results in Fig. 10. Observe that the algorithm is successful even for large changes in position, orientation, and scale—and for object deformations and occlusion. The evaluation results for detection, parsing, and segmentation are shown in Table 1. Overall, the performance is very good and the average speed is under 4 seconds for an image of 320 × 240.

6.3 Experiment II: Contributions of Object Parts: Complexity and Performance Analysis

We use the default model provided by one-example learning to analyze the effectiveness of different components of the HDT in terms of performance and time complexity. This is shown in Table 2 and Fig. 11. We anticipate that this analysis of the trade-offs between speed and performance will yield general principles for optimal design of modeling and inference for computer vision systems particularly those requiring multilevel processing.

**Performance contributions of multilevel object parts.** Fig. 11 shows how different components of the hierarchy contribute to performance. It is easy to note that smaller object parts have worse performance in terms of precision-recall. More high-level knowledge including both appearance and shape prior makes object parts more distinct from background and thus improves the overall performance. One can see that there is a jump in performance when we move from level 2 to level 3, indicating that the information
at level 3 (and below) is sufficient to disambiguate the object from a cluttered background.

Computational complexity analysis. Table 2 shows that the number of proposals scales almost linearly with the level in the hierarchy, and the time cost for each level is roughly constant. This demonstrates that the pruning and surround suppression are important factors for making bottom-up processing effective. Overall, this helps understand the effectiveness of the bottom-up processing at different levels.

6.4 Experiment III: Evaluations of Structure-Perceptron Learning for Deformable Object Detection, Segmentation, and Parsing

In this experiment, we apply structure-perceptron learning to include all image features for the leaf nodes and nonleaf nodes, and estimate the parameters \( \alpha \). The hierarchical structure is obtained by one-example learning. We use the Weizeman horse data set \([16]\) for evaluation, where a total of 328 images are divided into three subsets—50 for training, 50 for validation, and 228 for testing. The parameters learned from the training set, and with the best performance on validation set, are selected.

Results. The best parse tree is obtained by performing inference algorithm over HDT learned by structure-perceptron learning. Fig. 12 shows several parsing and segmentation results. The states of the leaf nodes of the parse tree indicate the positions of the points along the boundary, which are represented as colored dots. The points of the same color in different images correspond to the same semantic part. One can see our model’s ability to deal with shape variations, background noise, textured patterns, and changes in viewing angles. The performance of detection and parsing on this data set is given in Table 3. Structure-perceptron learning, which includes more visual cues, outperforms one-example learning in all tasks. The localization rate is around

<table>
<thead>
<tr>
<th>Learning Approaches</th>
<th>Training</th>
<th>Validation</th>
<th>Detection</th>
<th>Parsing</th>
<th>Segmentation (Precision/Recall)</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-example learning</td>
<td>1</td>
<td>–</td>
<td>86.0 %</td>
<td>18.7</td>
<td>81.3% / 73.4%</td>
<td>3.1s</td>
</tr>
<tr>
<td>Structure-perceptron learning</td>
<td>50</td>
<td>50</td>
<td>99.1%</td>
<td>16.04</td>
<td>93.6% / 85.3%</td>
<td>23.1s</td>
</tr>
</tbody>
</table>

Fig. 12. Examples of parsing and segmentation. Columns 1, 2, and 3 show the raw images, parsing, and segmentation results, respectively. Columns 4-6 show extra examples. Parsing is illustrated by dotted points that indicate the positions of leaf nodes (object parts). Note that the points in different images with the same color correspond to the same semantical part. As for the HDT default model, the main errors are at the head and legs due to their large variability, which may require a model with OR nodes, see \([39]\).
99 percent. Our model performs well on the parsing task since the average position error is only 16 pixels (to give context, the radius of the color circle in Fig. 12 is 5 pixels). Note that no other papers report parsing performance on this data set since most (if not all) methods do not estimate the positions of different parts of the horse (or even represent them). The time of inference for image with typical size $320 \times 240$ is 23 seconds.

**Comparisons.** In Table 4, we compare the segmentation performance of our approach with other successful methods. Note that the object-cut method [27] was reported on only five horse images (but object-cut was also tested on cows and other objects). Levin and Weiss [29] make the strong assumption that the position of the object is given (other methods do not make this assumption) and not report how many images they tested on. Overall, Cour and Shi’s method [31] was the best one evaluated on large data set. But their result is obtained by manually selecting the best among top 10 results (other methods output a single result). In contrast, our approach outputs a single parse only but yields a higher pixel accuracy of 94.7 percent. We put in results of Grabcut using the groundtruth bounding box as initialization to illustrate the big advantage of using HDT to initialize grabcut. Hence, we conclude that our approach outperforms those alternatives, which have been evaluated on this data set. As described above, we prefer the precision/recall criteria [28] because the segmentation accuracy is not very distinguishable (i.e., the baseline starts at 80 percent accuracy, obtained by simply classifying every image pixel as being background). Our algorithm outperforms the only other method evaluated in this way (i.e., Ren et al.’s [28]). For comparison, we translate Ren et al.’s performance (86.2 percent/75.0 percent) into segmentation accuracy of 91 percent (note that it is impossible to translate segmentation accuracy back into precision/recall).

### Table 4

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>228</td>
<td>94.7%</td>
<td>93.6% / 85.3%</td>
</tr>
<tr>
<td>Ren [28]</td>
<td>172</td>
<td>91.0%</td>
<td>86.2%/75.0%</td>
</tr>
<tr>
<td>Borenstein [40]</td>
<td>328</td>
<td>93.0%</td>
<td></td>
</tr>
<tr>
<td>LOCUS [30]</td>
<td>200</td>
<td>93.1%</td>
<td></td>
</tr>
<tr>
<td>Cour [31]</td>
<td>328</td>
<td>94.2%</td>
<td></td>
</tr>
<tr>
<td>Levin [29]</td>
<td>N/A</td>
<td>95.0%</td>
<td></td>
</tr>
<tr>
<td>OBJ Cut [27]</td>
<td>5</td>
<td>96.0%</td>
<td></td>
</tr>
<tr>
<td>Grabcut</td>
<td>228</td>
<td>83.3%</td>
<td>(bounding box init.)</td>
</tr>
</tbody>
</table>

99 percent. Our model performs well on the parsing task since the average position error is only 16 pixels (to give context, the radius of the color circle in Fig. 12 is 5 pixels). Note that no other papers report parsing performance on this data set since most (if not all) methods do not estimate the positions of different parts of the horse (or even represent them). The time of inference for image with typical size $320 \times 240$ is 23 seconds.

**Comparisons.** In Table 4, we compare the segmentation performance of our approach with other successful methods. Note that the object-cut method [27] was reported on only five horse images (but object-cut was also tested on cows and other objects). Levin and Weiss [29] make the strong assumption that the position of the object is given (other methods do not make this assumption) and not report how many images they tested on. Overall, Cour and Shi’s method [31] was the best one evaluated on large data set. But their result is obtained by manually selecting the best among top 10 results (other methods output a single result). In contrast, our approach outputs a single parse only but yields a higher pixel accuracy of 94.7 percent. We put in results of Grabcut using the groundtruth bounding box as initialization to illustrate the big advantage of using HDT to initialize grabcut. Hence, we conclude that our approach outperforms those alternatives, which have been evaluated on this data set. As described above, we prefer the precision/recall criteria [28] because the segmentation accuracy is not very distinguishable (i.e., the baseline starts at 80 percent accuracy, obtained by simply classifying every image pixel as being background). Our algorithm outperforms the only other method evaluated in this way (i.e., Ren et al.’s [28]). For comparison, we translate Ren et al.’s performance (86.2 percent/75.0 percent) into segmentation accuracy of 91 percent (note that it is impossible to translate segmentation accuracy back into precision/recall).

6.5 **Experiment IV: Diagnosis of Structure-Perceptron Learning**

In this section, we will conduct diagnosis experiments to study the behavior of structure-perceptron learning.

**Convergence analysis.** Fig. 13 shows the average position error on training set for both Algorithm II (averaged) and Algorithm I (nonaveraged). It shows that the averaged algorithm converges much more stably than the nonaveraged algorithm.
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**6.5 Experiment IV: Diagnosis of Structure-Perceptron Learning**

In this section, we will conduct diagnosis experiments to study the behavior of structure-perceptron learning.

**Convergence analysis.** Fig. 13 shows the average position error on training set for both Algorithm II (averaged) and Algorithm I (nonaveraged). It shows that the averaged algorithm converges much more stably than the nonaveraged algorithm.
Generalization analysis. Fig. 14 shows average position error on training, validation, and testing sets over a number of training iterations. Observe that the behavior on the validation set and the testing set is quite similar. This confirms that the selection of parameters decided by the validation set is reasonable.

Soft feature selection. Structure-perceptron effectively performs soft feature selection by assigning low values of the weights $\alpha$ to many features/potentials, see Fig. 15. This enables us to specify large dictionaries of features/potentials and allow structure-perceptron to select which ones to use. We illustrate the types of features/potentials that structure-perceptron prefers in Fig. 16 (we only show the features that are shown at the bottom level of the hierarchy for reasons of space). The top five features, ranked according to their weights, are listed. The top-left, top-right, and bottom-left panels show the top five features for all leaf nodes, the node at the back of horse, and the node at the neck, respectively. Recall that structure-perceptron learning performs soft feature selection by adjusting the weights of the features.

6.6 Experiment V: Multiview Face Alignment
To demonstrate the versatility of HDTs, we applied them to the task of multiview face alignment. This is a tougher test of the ability of HDTs to parse images because there have been far more studies of face alignment than horse parsing. The input is a set of 64 points marked on the faces. We applied one-example learning followed by structure-perceptron to learn HDTs for faces. We then perform alignment by applying HDTs to each image and using compositional inference to estimate the state variables. Our HDT approach, using identical settings for horse parsing, achieves an average distance error of 6.0 pixels, comparable with the best result 5.7 pixels, obtained by Li et al. [19]. Their approach is based mostly on Active Appearance Models (AAMs) [20], which were designed specifically to model faces and which are a mature computer vision technique. Fig. 17 shows the typical parse results for face alignment. We note that HDTs allow considerable more deformability of objects than do AAMs. Moreover, HDTs required no special training or tuning for this problem (we simply acquired the data set and trained and tested HDTs the next day).

7 Conclusion
We developed a novel HDT model for representing, detecting, segmenting, and parsing objects. The model is obtained by one-example learning followed by the structure-perceptron algorithm. We detect and parse the HDT by the compositional inference algorithm. Advantages of our approach include the ability to select shape and appearance features at a variety of scales in an automatic manner.

We demonstrated the effectiveness and versatility of our approach by applying it to very different problems, evaluating it on large data sets, and giving comparisons to the state of the art. First, we showed that the HDT outperformed other approaches when evaluated for segmentation on the Weizmann horse data set. It also gave good results for parsing horses (where we supplied the groundtruth), though there are no other parsing results reported for this data set for comparison. Second, we applied HDTs to the completely different task of multiview face alignment (without any parameter tuning or selection of features) and obtained results very close to the state of the art (within a couple of days). The current limitations of the HDT are due to their lack of OR nodes which decreases their ability to represent objects that vary greatly in appearance and shape, see [39].

We note that certain aspects of HDTs have similarities to the human visual system, and in particular, to biologically inspired vision models. The bottom-up process by its use of surround suppression and its transition from local to global properties is somewhat analogous to Fukushima’s neocognitron [41] and more recent embodiments of this principle [42], [43].
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