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Abstract—This paper presents an all-digital, non-coherent, pulsed-UWB transmitter. By exploiting relaxed center frequency tolerances in non-coherent wideband communication, the transmitter synthesizes UWB pulses from an energy-efficient, single-ended digital ring oscillator. Dual capacitively coupled digital power amplifiers (PAs) are used in tandem to attenuate low frequency content typically associated with single-ended digital circuits driving single-ended antennas. Furthermore, four level digital pulse shaping is employed to attenuate RF side lobes, resulting in FCC compliant operation in the 3.5, 4.0, and 4.5 GHz IEEE 802.15.4a bands without the use of any off-chip filters or large passive components. The transmitter is fabricated in a 90 nm CMOS process and occupies a core area of 0.07 mm$^2$. The entirely digital architecture consumes zero static bias current, resulting in an energy efficiency of 17.5 pJ/pulse at data rates up to 15.6 Mb/s.
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I. INTRODUCTION

The demand for increased performance and battery life in consumer, medical, and industrial electronics has emphasized the importance of energy aware circuit and system design. Since energy sources are ultimately the bottleneck in terms of size and usability of sensors networks and medical monitoring applications, the general goal of maximizing performance is instead replaced by the goal of minimizing energy consumption for a given performance specification. Typically in these types of energy-starved applications, radio components dominate the energy budget. Thus, improving the energy efficiency of RF circuits is paramount, and has been a key driving force behind the IEEE 802.15.4 and 802.15.4a standards [1], [2].

Due to their inherently duty-cycled nature, pulsed ultra-wideband (UWB) architectures have been shown to be amenable to low-power solutions [3], [4]. In particular, transmitter signal generators and power amplifiers (PAs), two blocks that typically dominate the power budget of narrowband systems, can be replaced by simple digital pulse generators and CMOS buffers [5], [6], [4]. Furthermore, non-coherent communication relaxes center frequency tolerances, thus allowing for reduced hardware complexity and enabling the use of highly digital architectures [7]–[9].

There are two distinct methods for generating UWB pulses using highly digital circuits: exciting a delay line [8], [10], or modulating the output of an oscillator [11], [12]. A ring oscillator-based solution can be advantageous since it requires fewer delay stages than an entire delay line, is highly amenable to bursting multiple pulses back-to-back, and can be used in conjunction with an integrated down-converting receiver. For spectral compliance purposes, pulse shaping may be implemented in the delay-line approach by using variable current sources at the output of each delay cell [13]; ring oscillator-based designs can instead dynamically activate high-speed drivers in parallel [12].

Unfortunately, static CMOS-based pulse generation has significant DC content that is difficult to remove via pulse shaping alone, making spectral compliance challenging. Previous work has relied on baluns [10] or off-chip filters [8], [14] to remove this low-frequency content and achieve spectral compliance. This typically requires significant chip or board area, thus increasing the size and cost of the wireless node.

This paper presents an all-digital pulsed-UWB transmitter in 90 nm CMOS, operating in the 3–5 GHz UWB band at the three channels specified by the 802.15.4a standard [15]. Low-frequency content is attenuated by capacitively combining two signal paths which are in-phase at RF, but have counter-phase common mode components that are cancelled. In concert with digital pulse shaping, the capacitive coupling results in FCC compliant operation without the use of a balun or off-chip filter. The all-digital architecture consumes 17.5 pJ/pulse and does not require a slow start-up phase-locked loop (PLL), permitting aggressive duty cycling for ultra-low-power operation. A top-level block diagram of the transmitter is shown in Fig. 1.
This paper is organized as follows. Section II begins by introducing the capacitive combining approach and providing some theoretical analysis. Section III describes the implemented transmitter circuits. Section IV presents measured results from the fabricated chip. Section V summarizes the presented results, and finally, an Appendix provides mathematical formulas that are useful for predicting measurement results of pulsed-UWB signaling.

II. DIGITAL CAPACITIVELY COUPLED PULSE GENERATION

Digital pulse generators typically require high-order filters or large-area baluns in order to reduce emissions in the stringent 960–1610 MHz FCC band [8], [10]. This stems from the fact that digital static CMOS logic offers only two stable reference voltages: GND and $V_{DD}$. Capacitively coupling the output of a driving inverter does not sufficiently attenuate low-frequency components, due to the short pulse duration and single-order roll-off.

The proposed solution involves capacitively combining two digitally generated pulses which have in-phase RF components, yet have out-of-phase baseband (i.e., common-mode) components that are cancelled. Fig. 2 illustrates the dual-path approach. Waveforms $v_{in1}(t)$ and $v_{in2}(t)$ are given by (1) and (2) for single rectangular pulses (i.e., burst length of one with no pulse shaping):

$$v_{in1}(t) = \frac{1}{2} V_{DD} (1 - \cos(\omega_0 t)) \left[ u(t) - u(t - \tau_c) \right]$$  \hspace{1cm} (1)

$$v_{in2}(t) = V_{DD} - \frac{1}{2} V_{DD} (1 + \cos(\omega_0 t)) \times \left[ u \left( t - \frac{\pi}{\omega_0} \right) - u \left( t - \tau_c - \frac{\pi}{\omega_0} \right) \right].$$  \hspace{1cm} (2)

Here, $\omega_0$ is the carrier frequency, $\tau_c$ is the pulse (or chip) width, and $u(t)$ is the unit step function. Note that $\pi/\omega_0$ is equivalent to half of an RF cycle in time.

To better understand the spectral-effects of the capacitive combining scheme, it is useful to perform circuit analysis in the frequency domain. The Laplace domain transfer function of the network is given by

$$V_{out}(s) = \frac{s R_L C (V_{in1}(s) + V_{in2}(s))}{1 + 2 s R_L C},$$  \hspace{1cm} (3)

The two input signals may also be represented by their Laplace equivalents as given by (4) and (5):

$$V_{in1}(s) = \frac{V_{DD}}{2} (1 - e^{-s \tau_c}) \left( \frac{\omega_0^2}{s^2 + \omega_0^2} \right)$$  \hspace{1cm} (4)

$$V_{in2}(s) = V_{DD} e^{-s \tau_c} (1 - e^{-s \tau_c}) \left( \frac{\omega_0^2}{s^2 + \omega_0^2} \right).$$  \hspace{1cm} (5)

Here, $\tau_c$ must be an integer multiple of $2\pi/\omega_0$ for the expressions to sufficiently simply. In other words, the pulse must be composed of an integer number of RF cycles.

The resulting output power spectrum is the cascade of a single-order high-pass filter and the sum of the two input signals, described by

$$V_{in1}(s) + V_{in2}(s) = \frac{V_{DD}}{2} \left( 1 - e^{-s \tau_c} \right) \left( 1 - e^{-s \tau_c} \right) \left( \frac{\omega_0^2}{s^2 + \omega_0^2} \right).$$  \hspace{1cm} (6)

Thus, near the carrier frequency ($s = j \omega_0 \approx j \omega_0$), the signals propagate to the output undisturbed. At low frequencies ($\omega \ll \omega_0$), or for frequencies at even multiples of $\omega_0$, the signals are attenuated in an exponential fashion, regardless of the coupling capacitor sizes (provided the capacitors are matched).

This particular example yields 4.4 dB of additional attenuation at the edge of the stringent 960–1610 MHz GPS band over the first-order high-pass filter. The high-pass filter offers 2.7 dB of attenuation over direct coupling. As shown in Section IV, the proposed capacitive combining scheme, in concert with an appropriate pulse shaping scheme, offers sufficient attenuation to achieve FCC spectral compliance without requiring inductors.

It should be noted that in physical design, the coupling capacitors should be sized larger than the desired high-pass cutoff as a trade-off with signal attenuation resulting from capacitive division of the coupling capacitors and parasitic capacitors.

Fig. 2. Dual capacitively coupled paths.

Fig. 3. Power spectral densities of three different output coupling approaches using rectangular pulse shapes.
III. TRANSMITTER DESIGN

A. Architecture

A block diagram of the proposed transmitter is shown in Fig. 1. The transmitter is designed to operate in all three channels of the low-band group of the 802.15.4a standard. As per the 802.15.4a specifications, payload data is modulated using time-hopped (TH)-pulse-position modulation (PPM), where a PPM symbol is represented by a burst of several back-to-back pulses contained in a fixed window of time. In idle mode between bursts, all transmitter circuits are off and the transmitter consumes only leakage power.

The transmitter is activated on the rising edge of the off-chip Start-TX signal. This edge enables a digitally controlled oscillator (DCO), whose output is synchronously divided to a 499.2 MHz clock as specified by the 802.15.4a standard. The divided DCO signal is the transmitter’s global clock, which activates a programmable counter to control the number of pulses transmitted per burst. Pulses are generated by BPSK-scrambling the DCO output via a run length limiting linear feedback shift register (LFSR), and buffering the resulting signal through dual single-ended digital power amplifiers (PAs) employing capacitive combination. Several phases of the 499.2 MHz divided clock are used by pulse shaping circuitry to dynamically shape the PA envelope to one of four discrete levels. The DCO output frequency is calibrated and dynamically adjusted using an early–late detector in a digital frequency-locked loop (FLL).

B. Dual Digital Power Amplifiers

A key challenge in pulsed-UWB PA design is how to achieve energy efficiency and spectral compliance while requiring as little chip and circuit board area as possible. Traditional differential analog power amplifiers (PAs) operating in their linear region can easily achieve spectral compliance, but typically have poor power efficiency [16]. Digital and switched-mode PA implementations offer superior energy efficiency compared to their analog counterparts [17]; however, they often require high order off-chip filters and/or baluns to achieve spectral compliance.

An added benefit of digital PAs is that they are generally more amenable to continued scaling in advanced CMOS processes.

As discussed in Section II, one technique to reduce low frequency content generated from single-ended digital power amplifiers involves capacitively combining two paths which have in-phase RF components, yet have counter-phase common-mode components which are canceled. The circuit shown in Fig. 4 achieves this goal by driving two coupling capacitors with two single-ended digital PAs.

Both PAs consist of 30 identical and independently controlled tri-state inverters. A single oscillator signal is fed as an input to all 60 tri-state inverters, thus ensuring both paths receive in-phase RF signals. Each tri-state inverter is sized such that all 60 inverters operating in parallel can drive the antenna and associated parasitics up to approximately 700 mV when switching at 4 GHz. Output power control is achieved by programming the number of tri-state inverters enabled at a given time. Furthermore, by dynamically adjusting the number of enabled tri-state inverters during pulse transmission, pulse shaping is realized.

The differential baseband pulses (i.e., opposite common mode low-frequency pulses) are generated by ensuring that the outputs of the two PAs are at opposite supply rails immediately before and after pulse generation. Thus, during pulse generation, the two coupling capacitors begin to charge and discharge low-frequency content at the same rate, resulting in attenuated low-frequency content on the output. The opposite common modes for the two PA outputs are set by pre-charge and pre-discharge transistors during idle mode between pulses (i.e., when the PA outputs are tri-stated), as shown in Fig. 4. The dynamic PA control logic ensures that the pre-charge and pre-discharge transistors are never turned on during pulse generation in order to avoid static power dissipation. Since the PA outputs can be tri-stated, the transmitter can easily share the antenna with an integrated receiver without requiring an explicit transmit/receive switch. If required, the DC voltage of
node \( C \) can be set with a large resistance or inductor to GND in order to eliminate any potential build up of charge.

Fig. 5 shows a representative timing diagram of the dual digital power amplifiers with pulse shaping applied. Since the coupling capacitors are charging and discharging at roughly the same rate, the average voltage of nodes \( A \) and \( B \) approach the same value (ideally \( V_{DD}/2 \)) during pulse generation. For this reason, a very visible low-frequency transient is seen on nodes \( A \) and \( B \) at the end of pulse generation when the pre-charge/discharge devices are turned on. If the two paths are matched and the pre-charging and pre-discharging begin at the same voltage on nodes \( A \) and \( B \), this low-frequency transient will be attenuated at the output (node \( C \)).

However, if the two paths are not matched, nodes \( A \) and \( B \) will discharge with different initial conditions, thus leading to some low-frequency content on output node \( C \). For example, Fig. 6(a) shows the simulated output spectrum of the dual PAs with ideally matched paths overlaid on top of spectra generated with coupling capacitor mismatches of 20% and 30%. Even with an extreme mismatch of 30%, there is only an 8 dB degradation at DC and a 4 dB degradation at 1.2 GHz. A mismatch of 20% results in a 4 dB degradation at DC and zero degradation at 1.2 GHz. Fig. 6(b) shows the output spectrum resulting from a Monte Carlo simulation of process variation, resulting in a maximum of 4 dB degradation at 1.2 GHz. Provided there are enough pulse shaping configurations to circumvent local variation, there is a high probability that the FCC mask can be met. This is discussed in more detail in Section III.C. Section IV presents measured, FCC-compliant spectra.

C. Pulse Shaping Logic

A block diagram of the pulse shaping circuitry is shown in Fig. 7. The divider, realized in true single-phase clock (TSPC) logic [11], produces internal clock phases with duty cycles that vary approximately linearly from 10% to 90%, depending on the divide ratio. Since the period of each phase is equal to the RF pulse duration of 2 ns, it is possible to combine several of these phases to generate the waveforms required for pulse shaping. This signal generation is illustrated in Fig. 7, where clock phases \( \Phi_1 \) to \( \Phi_4 \) are appropriately chosen to have duty cycles of approximately 20%, 40%, 60%, and 80% based on the divider configuration.

By XOR-ing \( \Phi_1 \) with \( \Phi_4 \), and \( \Phi_2 \) with \( \Phi_3 \), two pulse shaping signals are generated. These two pulse shaping signals are each passed through simple one-tap finite impulse response (FIR) filters to increase the number of pulse shaping signals to four (sig-
The delay elements of the FIR filters are comprised of a programmable number of inverters. Each tri-state inverter of the dual PAs is individually programmed through a five-input multiplexer network to receive one of the four pulse shaping signals as a dynamic activation input. The fifth multiplexer input is grounded in order to allow statically disabled tri-state inverters for gain control. The four pulse shaping signals can be thought of as the output of FIR filter taps which are added together at the input of the coupling capacitors via the parallel combination of PA tri-state inverters, as illustrated in Fig. 8. Maximum PA output swing is achieved when all four pulse shaping signals are high, i.e., the maximum number of PA inverters are enabled in parallel simultaneously. This pulse shaping configuration also ensures that the output signal amplitude is zero during BPSK phase transitions in order to avoid common-mode glitching and inter-pulse interference.

The resulting pulse shape is configured through two different methods: adjusting the pulse shaping signal timing and PA drive strengths. Timing adjustments are accomplished by selecting different frequency divider phases or changing the FIR filter delay elements, illustrated with an example in Fig. 8(a). This adjustment control is typically only used to calibrate delays to ensure equal time intervals between pulse shaping signals. The FIR filter delays have \(2^3 = 8\) possible permutations (not including the selection of different frequency divider phases).

Adjusting the drive strengths involves changing how many tri-state inverters receive a particular pulse shaping signal. This is similar to choosing the weights of the FIR tap coefficients, and can be used to more closely approximate a raised-cosine shape [18]. An example pulse shape is shown in Fig. 8(b). There are approximately \(2^{20} \approx 10^9\) total pulse shape strength permutations. If the dynamic range of these combinations is such that global variation can be tolerated, then the sheer number of permutations should be able to guarantee, with a reasonable degree of confidence, that local random variation can be overcome and thus the FCC mask can be met. The idea of implementing redundancy and/or massive reconfigurability in order to guarantee desired operation is often used in high density memory design, and is becoming more popular for other types of circuits such as analog-to-digital converters (ADCs) [19], [20] and near-field modulators [21]. Given the extremely large number of permutations, it is challenging to design calibration schemes for such highly redundant systems; further research is required to improve calibration performance.

**D. Digitally Controlled Oscillator**

Since the transmitter is designed for use in non-coherent UWB systems, precise phase and frequency accuracy is not required. For example, receiving a non-coherent 500 MHz signal whose center frequency is only accurate to within 6000 ppm results in a maximum of 0.04 dB received power loss. Taking this into account, the resulting DCO is a 3-stage current-starved ring oscillator, shown in Fig. 9. The highly digital, single-ended structure is designed to have a fast turn-on time on the order of 2 ns in the typical case to reduce energy consumption in duty-cycled operation. The single-ended operation requires minimum energy when running, as a trade-off for increased susceptibility to power supply noise.

Phase scrambling is achieved by passing the DCO output through a single-to-differential converter that contains delay-matched paths: the inverted path consists of a static CMOS inverter, while the non-inverted path consists of a transmission gate that is sized for equivalent delay [22]. Simulation results show that up to 10 ps of delay mismatch is tolerated before spectral lines with 1 dB amplitude above the regular spectrum begin to appear. Depending on the process corner, there is a variation between the two paths of \(+2 \text{ ps} \rightarrow -1 \text{ ps}\) around the nominal 180° phase shift. Monte Carlo analysis of circuit variation indicates that the standard deviation is 1.2 ps, which is sufficiently small to not have a noticeable impact on the resulting spectrum.

Coarse DCO frequency tuning is provided by switchable load capacitors, while fine frequency tuning is provided with NMOS and PMOS current-starving DACs. To simplify the frequency locking algorithm, all three current-starving DACs are set to the same digital value, except that the second and third stage DACs can be individually incremented by one for increased resolution. This technique results in a resolution of 7.5 bits from the DACs and 2 bits from the three thermometer encoded capacitors, totaling 9.5 bits. This resolution of frequency control is sufficient to meet non-coherent wideband receiver sensitivity requirements. The worst-case measured frequency step size in the 3–5 GHz band is 10 MHz, corresponding to an accuracy of 2800 ppm.

In order to guarantee operation at the 3.5, 4.0, and 4.5 GHz channels of the 802.15.4a proposal, the DCO must be over-designed to account for process variation. In this manner, the DCO targets a tuning range of 2.2–6.0 GHz in the typical corner at 25 °C and \(V_{DD} = 1.0 \text{ V}\). Fig. 10 shows the measured tuning curves of the DCO overlaid with simulated curves at the slow, typical, and fast design corners, where the typical corner is also run at various temperatures and supply voltages.
The on-chip early–late detector provides hard early–late information by comparing the falling edge of $\text{Start-TX}$ with the output of a programmable count length using a single flip-flop. Typically, since $\text{Start-TX}$ operates at 31.2 MHz, the counter, which operates at 500 MHz, should count to eight. The output of the early–late detector is fed to a SAR algorithm for initial turn-on frequency calibration. This algorithm, which was implemented off-chip, converges within 12 pulse-bursts, i.e., 0.77 s when operating at 15.6 Mb/s.

Once the DCO has been calibrated, the early–late detector can be used in a low-power FLL to dynamically update the current-starving bits for robustness against PVT [23].

E. LFSR With Run Length Limiting

As specified by the 802.15.4a standard, a 16 bit LFSR is used to BPSK-scramble the phases of individual pulses within a burst. Although phase modulation is not used to represent data in non-coherent systems, phase scrambling is still employed to attenuate spectral lines, thus maximizing the average power spectral density (PSD) under FCC regulations.

As discussed in [24], one method to increase communication distance in low-pulse-rate UWB systems systems is to limit the length of time where no phase inversions occur within a burst of pulses. That is, the sequence of BPSK scrambling bits should be void of long single-polarity runs. Assuming sufficiently long runs occur infrequently, the average PSD remains unaffected. However, the “tone-like” long runs without phase inversions are eliminated; thus, peak power is spread away from the center frequency and the absolute maximum peak power is reduced. Since low-data-rate pulsed-UWB systems are peak power limited (as opposed to average-power limited) [16], this technique increases communication distance by increasing available average power for a given peak power limit. The Appendix of this paper presents formulas for predicting pulsed-UWB measurement results, giving mathematical insight as to why peak power decreases when run length limits (RLLs) are imposed.

In the proposed transmitter, run length limiting is accomplished by buffering the LFSR outputs and comparing to a pre-programmed RLL, as shown in Fig. 11. If a run of a single polarity is encountered, the next bit in the LFSR sequence is discarded, and a bit with opposite polarity to the run is inserted in the first stage of the buffer, thus ensuring that it propagates to the output on the following clock cycle. Since the bit is inserted in the buffer, another run is not possible for at least the RLL.

IV. MEASUREMENT RESULTS

The transmitter was fabricated in a 90 nm CMOS process and operates on a 1 V supply. The chip was packaged in a 40-lead, wirebonded QFN package; all measurement results were taken from the packaged chip. A die photograph is shown in Fig. 12. Note that the DCO and programmable shift register are shared between the transmitter and an integrated receiver (which is not discussed in this paper). The transmitter and DCO occupy a core area of 0.07 mm$^2$. The transmitter operates at data rates from 0 to 15.6 Mb/s. It has a turn-on time of 7.2 ns, measured as the time it takes pulses to appear at the output of the dual PAs after the rising edge of $\text{Start-TX}$ has arrived.

Fig. 13(a) presents a measured 3.5 GHz transient waveform of a burst of five individually BPSK modulated pulses. Fig. 13(b) shows the time-averaged envelope of a similar burst, illustrating the discrete four-level pulse shaping. Measurements were taken with a Tektronix TDS 8000 Sampling Oscilloscope with an 80E04 sampling module.

The resulting pulse-bursts achieve both indoor and outdoor FCC compliance in all three bands without requiring the use
Fig. 13. (a) Measured transient waveform of a burst of five individually BPSK-modulated pulses, and (b) time-averaged envelope of a different burst.

Fig. 14. Overlaid power spectral densities of the three channels in the low-band of the 802.15.4a proposal.

Fig. 15. Overlaid power spectral densities with shaping disabled, combining disabled, and normal operation.

Fig. 16 illustrates the peak power effects of run length limiting. For RLL = 3 and bursts of 16 pulses, peak power is reduced by 3 dB, resulting in approximately a 2x increase in communication distance for low data rate operation [24]. This measurement should ideally be taken with a RBW of 50 MHz to comply with FCC regulations; however, the maximum RBW on the N9020A (with no extra options) is 8 MHz. In this case, the FCC recommends measuring peak power in the highest RBW available, with the detector set to peak-hold mode. The limit for an 8 MHz RBW is $20 \log (8 \text{ MHz}/50 \text{ MHz}) = -15.9 \text{ dBm}$ (see the Appendix, Section A).

Operating on a 1 V supply, the transmitter draws 4.36 mW when generating 16-pulse bursts at a symbol repetition frequency (SRF) of 15.6 MHz. This results in an energy efficiency of 280 pJ/burst, or 17.5 pJ/pulse.\(^1\) Note that the transmitter (including the DCO) is duty cycled between bursts to save energy.

\(^1\)This was previously reported as 19 pJ/pulse [15]. Energy was reduced by enabling fewer DCO capacitors and increasing current-starving to achieve the same center frequency.
The effects on peak power when setting RLL = 3 for bursts of 16 pulses.

**TABLE I**

**TRANSMITTER PERFORMANCE SUMMARY**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>90nm CMOS</td>
</tr>
<tr>
<td>Active Die Area</td>
<td>0.07mm²</td>
</tr>
<tr>
<td>Modulation</td>
<td>PPM+BPSK</td>
</tr>
<tr>
<td>SRF Range</td>
<td>0-to-15.6 MHz</td>
</tr>
<tr>
<td>Supply</td>
<td>1V</td>
</tr>
<tr>
<td></td>
<td>Standby Power</td>
</tr>
<tr>
<td>Power Amplifier</td>
<td>22μW</td>
</tr>
<tr>
<td>DCO/Clock/Control</td>
<td>83μW</td>
</tr>
<tr>
<td>Shift Register</td>
<td>11μW</td>
</tr>
<tr>
<td>I/O and ESD</td>
<td>7μW</td>
</tr>
<tr>
<td>Total</td>
<td>123μW</td>
</tr>
<tr>
<td>Output Voltage Swing</td>
<td>165mV_{pp}-to-710mV_{pp}</td>
</tr>
<tr>
<td>DCO Frequency Range</td>
<td>2.1GHz-to-5.7GHz</td>
</tr>
<tr>
<td>Turn-on Time</td>
<td>7.2ns</td>
</tr>
<tr>
<td>Symbol Rate (SRF)</td>
<td>100kHz</td>
</tr>
<tr>
<td>Energy/16-pulse-burst</td>
<td>1.6nJ</td>
</tr>
<tr>
<td>Energy/pulse</td>
<td>103pJ</td>
</tr>
<tr>
<td>Total power</td>
<td>164μW</td>
</tr>
<tr>
<td>Output power</td>
<td>-25dBm</td>
</tr>
</tbody>
</table>

The total output power in this configuration is ~16.4 dBm. Table I summarizes the transmitter’s performance.

Since all transmitter circuits are off between burst transmissions, the power consumption scales with data rate. However, the impact of leakage power becomes significant at burst rates below 1 MHz. This is illustrated in Fig. 17, where the energy efficiency of the transmitter, and other recently published work, is plotted versus symbol (i.e., burst) rates. It should be noted that the total output power of the transmitter was set to be as close as possible to ~16 dBm for all measurements to obtain maximum output power under FCC limits. Due to the limited output swing of the dual power amplifiers, ~16 dBm total output power could not be reached for symbol rates under 500 kHz. For these measurements, the maximum PA gain was chosen. The dashed line in Fig. 17 illustrates the effective energy per pulse if the transmitter output power was not scaled with symbol rate, but instead retained the PA gain settings of the 15.6 MHz symbol rate measurement (i.e., the instantaneous radiated power remains the same, while the average radiated power decreases proportionally to the decrease in SRF).

**V. CONCLUSION**

This paper presents an ultra-low-energy all-digital pulsed-UWB transmitter operating in three channels from 3 to 5 GHz. The transmitter achieves energy efficient operation by synthesizing pulses using a simple single-ended ring oscillator and digital output buffers. Consuming zero static bias current, the transmitter achieves energy efficiencies of 103 to 17.5 pJ/pulse at data rates of 100 kb/s to 15.6 Mb/s. It is demonstrated that inductor-based high-pass filters and baluns may be eliminated while still achieving FCC compliant operation by using four-level pulse shaping and capacitive combining techniques. These techniques offer robust and configurable operation without any significant increase in area or power.

**APPENDIX**

**A. Pulsed-UWB FCC Regulations**

In the United States, the FCC places limits on both the peak and average radiated output power in the 3.1–10.6 GHz UWB band [25]. The two key FCC regulations are as follows:

1) the average PSD must be less than or equal to ~41.3 dBm in the 3.1–10.6 GHz band;
2) the peak power may not exceed 0 dBm at the UWB signal’s center frequency in a 50 MHz RBW.

Since most spectrum analyzers are not equipped with a 50 MHz intermediate frequency (IF) filter, the peak power measurement is typically performed at a lower RBW and the limit is conservatively set to be $P_{pk} \leq 20\log_{10}(\text{RBW}/50 \text{ MHz})$.

**B. Predicting Pulsed-UWB Measurement Results**

This section presents mathematical formulas for predicting pulsed-UWB measurement results using a spectrum analyzer (SA). To begin, some notation is introduced in Fig. 18. $\tau_c$ is the chip period of an individual pulse, $N_c$ is the number of chips.
(i.e., pulses) per burst, and $V_{pk}$ is the peak voltage of the waveform.

Most UWB pulses have a narrow pulse width $\tau_c < 0.1/\text{RBW}$ relative to the intermediate frequency of an SA. Thus, the SA measures the impulse response of its own IF filter, rather than the response of the UWB pulse. To predict certain measured results from an SA, a pulse desensitization correction factor (PDCF) will be introduced [16], [26].

Ideally, the spectral response of a periodic BPSK-modulated pulse (or burst) train should contain spectral lines at integer multiples of the SRF.2 This effect will be observed on an SA if its RBW if less than the SRF, since the SA will have sufficient resolution to display the spectral lines. This measurement regime is called the high-SRF region, and occurs when $\text{RBW}/\text{SRF} < 0.3$. If, on the other hand, the RBW is greater than the SRF, the SA does not have sufficient resolution and individual spectral lines are blended together. This measurement regime is called the low-SRF region, and occurs when $\text{RBW}/\text{SRF} > 1.7$. The peak and average powers in these two regions can be predicted using the equations derived below. Unfortunately, measurements in the region around $\text{SRF} \approx \text{RBW}$ depend heavily on modulation statistics and are much more difficult to predict [27].

For both low and high SRF BPSK-modulated signals, the average power can be found by using (7):

$$P_{avg} = 10\log\left(\frac{V_{pk}^2}{Z_0}\right) + 20\log(\tau_{eff}) + 10\log(\text{PRF}_\text{eff} \times \text{RBW}).$$

(7)

Here, $V_{pk}$ is the peak voltage of the pulse, $Z_0$ is the characteristic impedance, and $\text{PRF}_\text{eff}$ is the effective pulse repetition frequency (i.e., for bursting, $\text{PRF}_\text{eff} = \text{SRF} \times N_c$). $\tau_{eff}$ is the effective individual pulse width, as illustrated by Fig. 19 and given by

$$\tau_{eff} = \int_0^{\tau_c} \frac{p(t)}{V_{pk}} dt.$$  

(8)

Here, $p(t)$ is a single pulse, and $\tau_c$ is the time interval which contains all the energy of $p(t)$.

The peak power in the high-SRF region is given by

$$P_{pk,h} = P_{avg} + P_{m,h}.$$  

(9)

Here, $P_{m,h}$ typically ranges from 7 dB to 11 dB, and depends on both the modulation statistics and the length of time the peak measurement is taken over [26].

These lines are different than the undesired spectral lines produced by non-phase-scrambled, PPM-modulated pulse trains.

The peak power in the low-SRF region is given by

$$P_{pk,l} = 10\log\left(\frac{V_{pk}^2}{Z_0}\right) + \text{PDCF} + P_{m,l}.$$  

(10)

Here, $P_{m,l}$ is a fitting factor based on modulation statistics and typically varies from -3 dB to +3 dB. The pulse desensitization correction factor is given by

$$\text{PDCF} = 20\log(\tau_{b,max} \times \text{RBW} \times k_{\text{pulse}}).$$  

(11)

$k_{\text{pulse}}$ relates the RBW frequency to an effective IF bandwidth for pulsed signals. It depends on the SA used and typically varies from 1.5 to 1.617 [26]. $\tau_{b,max}$ is the worst-case effective burst width and is given by

$$\tau_{b,max} = \int_0^{\tau_{\pi/2}} \frac{p_{b,max}(t)}{V_{pk}} dt.$$  

(12)

Here, $p_{b,\text{max}}$ is the inter-burst chip sequence with the worst-case peak power, which occurs when the chip sequence contains a minimum number of phase inversions. For single-pulse transmissions, $p_{b,\text{max}} = p(t)$. Thus, without affecting the average PSD, peak power may be reduced by limiting the phase scrambling run length.
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