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Abstract—The problem of frame synchronization is formulated and investigated for multiple access channels (MAC). Several decision rules for locating the starting positions in continuously transmitted frames are proposed and compared, for both user-synchronous and user-asynchronous cases. It is shown that the common decision rule based on the correlation statistic is suboptimal, and that correction terms need be added in order to achieve an improved detection performance. For the user-asynchronous case, the optimal joint decision rule is derived in analytical form for two-user MAC and is highly complex, and is shown to suffer from a high computational complexity. To reduce the complexity, suboptimal separate decision algorithms with and without Gaussian approximation are derived, and it is illustrated using Monte Carlo simulation that those low-complexity algorithms only incur a slight degradation in optimality.

I. INTRODUCTION

Frame synchronization is an integral functionality in many modern communication systems, in which a “pattern” or “sync word” consisting of a fixed symbol sequence is inserted periodically into the transmitted data stream. Assuming that symbol-level synchronization has already been accomplished, the receiver, before demodulating data symbols, needs to locate the positions of the sync words in its received stream. In a pioneer work [1], Massey derived the optimal decision rule for frame synchronizing a single-user channel with antipodal inputs. The key observation therein is that the optimal decision rule is not simply maximizing the correlation statistic between the sync word and the received signal stream, but further including a correction term which is a deterministic nonlinear function of the received signal. Intuitively, the correlation statistic only indicates how a segment of the received signal “looks similar” to the sync word, but loses useful information captured by the correction term which further indicates how the remaining parts of the received signal statistically “look different” than the sync word.

Motivated by the discovery in [1], researchers have made a series of extensions and further studies; see, e.g. [2], [3], [4], [5] and references therein. To date, most of the development has been confined for various scenarios in single-user channels; meanwhile, the corresponding results for frame synchronization beyond simple correlation in multiple access channels (MAC) still largely remain unexplored. Besides its obvious relevance in data communication systems with multiuser detection or multi-packet reception capabilities, our study of frame synchronization for MAC is also motivated by the specific problem of RFID signal separation [6]. When multiple RFID tags are activated, symbol-synchronous signals from these tags are simultaneously transmitted in a continuous and repeated fashion, with fixed sync-words inserted into the data streams. Such a system model exactly fits into the research domain of frame synchronization.

In this paper, we investigate both the user-synchronous and user-asynchronous cases. In the user-synchronous case, transmitters are scheduled such that their transmitted frames align synchronously. We derive the optimal maximum a posterior (MAP) decision rule in this case, which akin to single-user channels includes a correction term in addition to the correlation statistic. In the more general and complicated user-asynchronous case, multiple transmitters start transmitting frames at different time instants and thus there are multiple frame positions to locate. The computational complexity of the MAP joint decision rule grows exponentially with the number of transmitters thus rendering it infeasible for practical implementation. Consequently, an alternative approach which performs frame synchronization for each transmitter separately is proposed, with and without the further complexity reduction via Gaussian approximation of multiple access interference. The performance of the various approaches is evaluated through Monte Carlo simulation, in which different design parameters like the choice of sync words, the relative signal strength between transmitters, and the number of transmitters are examined.

The remainder of this paper is organized as follows. We introduce the channel model in Section II. In section III, we derive the optimal decision rule for the user-synchronous case. In Section IV, we focus on the various approaches to the user-asynchronous case. Finally, we present the simulation results in Section V.

II. CHANNEL MODEL

We consider the MAC model with $n$ scalar transmitters and a single scalar receiver,

$$y = h^T x + z = \sum_{l=1}^{n} h_l x_l + z,$$

where $h$ is a length-$n$ complex vector whose $l$-th element $h_l$ denotes the channel gain of the link between the $l$-th transmitter (sending $x_l$) and the receiver, and $z$ denotes the...
memoryless additive noise modeled as a zero-mean circularly-symmetric complex Gaussian random variable with variance $\sigma^2$. Throughout the paper, we assume that the channel gain vector $h$ is perfectly known at the receiver. On the other hand, there is no specific need for the transmitter to have any knowledge of the value of $h$.

We consider the case where all the transmitted data frames from the $n$ transmitters have the same frame length $N$. Each frame has at its beginning a length-$L$ input sequence called the sync word, whose value is fixed for each specific transmitter, but is generally different for different transmitters. Each input symbol $x_t$ corresponds to a point in a two-dimensional $M$-constellation, for example, PSK or QAM. We further assume that all the transmitters use the same $M$-constellation, and that all the $M$ possible points in the constellation, denoted $\{w_1, w_2, \ldots, w_M\}$, are transmitted equally probably with a probability of $1/M$.

### III. User-Synchronous Case

In this case, transmitters are scheduled such that their transmitted frames align synchronously. All transmitted symbols within a frame are denoted using the elements in an $n \times N$ matrix $T = \begin{pmatrix} s_{1,0} & \cdots & s_{1,L-1} & d_{1,L} & \cdots & d_{1,N-1} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ s_{n,0} & \cdots & s_{n,L-1} & d_{n,L} & \cdots & d_{n,N-1} \end{pmatrix}$. (2)

The $l$th row of $T$ is the frame transmitted by the $l$th transmitter. The $n \times (N - L)$ sub-matrix $D$, with elements $d_{i,j}(1 \leq i \leq n, 0 \leq j \leq N - 1)$, denotes the random data symbols which are statistically independent. The $n \times L$ sub-matrix $S$, with elements $s_{i,j}(1 \leq i \leq n, 0 \leq j \leq L - 1)$, denotes the deterministic sync words matrix. At the stage of frame synchronization, $D$ is unknown at the receiver but $S$ is. Note that since each $d_{i,j}$ takes on values from $M$ equally probable points $\{w_1, w_2, \ldots, w_M\}$ of the constellation, each column of $D$ is uniformly distributed over $M^n$ vectors $\{w_1, w_2, \ldots, w_M\}^n$.

Under frame synchronization, the received frame without noise is a length-$N$ vector $q = h^T T = (t_0, \cdots, t_{L-1} , c_L, \cdots , c_{N-1})$, (3)

where

$$
t_i = \sum_{l=1}^{n} h_l s_{i,l}, \quad 0 \leq i \leq L - 1 \quad \text{(4)}$$

$$
c_j = \sum_{l=1}^{n} h_l d_{j,l}, \quad L \leq j \leq N - 1. \quad \text{(5)}$$

Modeling the uncertainty in the frame timing as a cyclic right shift operator, the actual received frame with noise can be expressed as

$$
r = T^\mu(q) + z, \quad \text{(6)}$$

where $T^\mu$ is the cyclic right shift operator, shifting its length-$N$ operand by $\mu$ symbol positions in a cyclic fashion. We use $\mu$ to decide the sync word positions, the solution $\mu$, which is assumed to be uniformly distributed over $\{0, 1, \ldots, N - 1\}$. The MAP decision rule minimizes the decision error probability, and seeks for the value of $\mu$ that maximizes $Pr[\mu = \mu | r = r] = p_r(q | \mu = \mu) Pr[\mu = \mu] / p_r(q)$. Under the assumption that $Pr[\mu = \mu] = 1/N$ for all $\mu$, we may equivalently maximize $p_r(q | \mu = \mu)$, which is further equivalent to

$$\max_{0 \leq \mu \leq N - 1} \sum_{\alpha \in D} p_r(q | z - T^\mu(q)). \quad \text{(7)}$$

Noting that $z$ is a length-$N$ circularly-symmetric complex Gaussian random vector with zero mean and covariance matrix $\sigma^2 \cdot I_{N \times N}$, we can further express the statistic in (7) as

$$\frac{1}{\sigma^2} \sum_{\alpha \in \gamma} \left( \prod_{l=0}^{L-1} \prod_{i=1}^{n} |\mu_l + \rho_j + \mu_j h_i s(i,l)|/\sigma^2 \right) \cdot \prod_{j=L}^{N-1} \left( \sum_{\alpha \in \gamma} e^{\sum_{l=1}^{n} (2Re(r_l h_1 s_{i,l}^*)) - \sum_{l=0}^{L-1} \ln \left( \sum_{\alpha \in \gamma} e^{\sum_{l=1}^{n} (2Re(r_l h_1 s_{i,l}^*)) - \sum_{l=1}^{L} h_l v_l |/\sigma^2} \right) \right). \quad \text{(8)}$$

In the correlation decision rule, only the first term in $S$ is computed and maximized over $\mu$. In view of (8), we notice that the optimal MAP decision rule should be adjusted by adding a correction term to the correlation. When there is only one transmitter ($n = 1$) and the constellation is antipodal $\{1, -1\}$, the MAP decision rule (8) reduces to that in [1] for single-user channels with antipodal inputs.

### IV. User-Asynchronous Case

Now we consider the more general case where transmitters start transmitting frames at different time instants. We assume that all the transmitters are synchronous at the symbol level so the discrete-time channel model in Section II still applies. Instead of finding one single sync word position $\mu$ in the user-synchronous case in Section III, here we need to find $n$ sync word positions for each one transmitter. We hence represent the sync word positions by a random vector $\mu = (\mu_1, \mu_2, \cdots, \mu_n)^T$, in which each component is uniformly distributed over $\{0, 1, \ldots, N - 1\}$, and is independent of the others.

There are two approaches for deciding $\mu$. In the first approach, we can make decision on $\mu_1 (1 \leq l \leq n)$ separately for each transmitter. In this approach, we further assume that all the other $n - 1$ transmitters constantly transmit random data symbols spanning the whole length-$N$ frame, and thus ignore. The knowledge of the deterministic sync words contained in the other transmitters’ frames. In the second approach, we can jointly make decision on $\mu$ as a single entity using the MAP decision rule. This approach is optimal, but requires a high-complexity algorithm to compute statistics. In the remainder of this section, we derive the two approaches in details.
A. Separate Decision Approach

Without loss of generality, we only consider deciding the sync word position \( \mu_1 \) for the first transmitter. Treating the sync words for the other transmitters as random data symbols, we can denote the transmitted symbols in a frame of the \( n \) transmitters as a matrix \( T^s = \begin{pmatrix} s_0 & \cdots & s_{L-1} \\ d_{1,0} & \cdots & d_{1,L} \\ \vdots & \ddots & \vdots \\ d_{n,0} & \cdots & d_{n,L-1} \end{pmatrix} \). (9)

Compared with \( T \) in (2), the symbols below the sync word \((s_0, s_1, \cdots, s_{L-1})\) are no longer deterministic sync words, but unknown random data symbols. We thus denote the sub-matrix formed by elements \( d_{l,i}(2 \leq l \leq n, 0 \leq i \leq L - 1) \) as \( D' \). Let \( d'_{j}(L \leq j \leq N - 1) \) denote \((d_{1,j}, d_{2,j}, \cdots, d_{n,j})^T\), the \( j \)th column of the sub-matrix \( D \), and \( d_1'(0 \leq i \leq L - 1) \) denote \((d_{2,i}, d_{3,i}, \cdots, d_{n,i})^T\), the \( i \)th column of the sub-matrix \( D' \). As analyzed in Section III, \( d'_1 \) is uniformly distributed over \( M^n \) possible vectors \(
\binom{w_1, w_2, \cdots, w_M}{w_1 w_2 \cdots w_M} \). Similarly, \( d'_2 \) is uniformly distributed over \( M^{n-1} \) possible vectors \( \binom{w_1, w_2, \cdots, w_{M^n-1}}{w_1 w_2 \cdots w_{M^n-1}} \). The received synchronous frame without noise is

\[
q^s = L^T T^s = (t_0, t_1, \cdots, t_{L-1}, c_L, c_{L+1}, \cdots, c_{N-1}) ,
\]

where

\[
t_i = h_1 s_i + \sum_{l=2}^{n} h_l d_{l,i}, \quad 0 \leq i \leq L - 1 \\
c_j = \sum_{l=1}^{n} h_l d_{l,j}, \quad L \leq j \leq N - 1 .
\]

Taking the random shift \( \mu_1 \) and noise into consideration, the actual received frame at the receiver is

\[
r^s = T^{\mu_1}(q^s) + \bar{z} .
\]

Analogous to the user-synchronous case, the MAP decision rule for \( \mu_1 \) leads us to maximize

\[
S_1^s = \sum_{D} \sum_{D'} p_{\mu_1}(r^s | D = D', \mu = \mu_1) \\
\times \sum_{D \in D_{\mu_1}} \sum_{D' \in D'_{\mu_1}} p_{\mu_1}(r^s - T^\mu(q^s)) .
\]

We can hence obtain the decision rule for separate decision in the user-asynchronous case, which is to select \( \mu(0 \leq \mu \leq N - 1) \) that maximizes

\[
S^s = \frac{1}{\pi} \sum_{l=0}^{L-1} (2 \text{Re}(r_{i+l} h_1^* s_l^*)) + \sum_{l=0}^{L-1} \ln \left( \sum_{s_{l+1}} e^{2 \text{Re}(r_{i+l} h_1^* u_{l+1})} / \sigma^2 \right) \\
- \ln \left( \sum_{s_{l+1}} e^{2 \text{Re}(r_{i+l} h_1^* v_{l+1})} / \sigma^2 \right) .
\]

(14)

The detailed derivation steps are omitted. Note that the first term in \( S^s \) is again the correlation between the sync word and the received signal, and that the remaining terms are corrections to the correlation term. The computational complexity of the separate decision algorithm can be shown to be dominated by \( \Theta(n^2 NLM^2) \), for frame synchronizing all the \( n \) transmitters.

B. Separate Decision with Gaussian Approximation

In the channel model, \( d_{i,j} \) is a random data symbol drawn from a two-dimensional \( M \)-constellation on the complex plane, with zero mean \( E[d_{i,j}] = 0 \). The variance of \( d_{i,j} \) is the average energy of the constellation, i.e., \( \text{Var}[d_{i,j}] = E_{\text{avg}} \). A simplification of the separate decision approach can thus be obtained by approximating the randomness in \( t_i \) and \( c_j \) as complex Gaussian random variables

\[
t_i \sim \mathcal{CN}(h_1 s_i; \sigma_1^2), \quad 0 \leq i \leq L - 1, \quad \sigma_1^2 = E_{\text{avg}} \sum_{i=0}^{n} |h_i|^2 .
\]

(15)

\[
c_j \sim \mathcal{CN}(0; \sigma_c^2), \quad L \leq j \leq N - 1, \quad \sigma_c^2 = E_{\text{avg}} \sum_{i=1}^{n} |h_i|^2 .
\]

(16)

Again, following the MAP decision rule, we obtain the decision statistic which is to be maximized over \( \mu_1 \), as

\[
S_{\text{avg}} = \sum_{i=0}^{L-1} (2 \text{Re}(r_{i+\mu} h_1^* s_i^*)) - \frac{\sigma_1^2 - \sigma_c^2}{\sigma^2 + \sigma_c^2} \sum_{i=0}^{L-1} |r_{i+\mu}|^2 .
\]

(17)

By the Gaussian approximation, we find that the correction term is considerably simplified compared with \( S^s \) in (14), while the correlation term still remaining the same. Note that here \( (\sigma_1^2 - \sigma_c^2) = E_{\text{avg}} |h_1|^2 \) since we consider the decision of \( \mu_1 \). The computational complexity of the separate decision algorithm with Gaussian approximation is \( \Theta(nN^2 L) \). Furthermore, the execution of the algorithm does not involve logarithmic or exponential functions, which in practice may only be approximately implemented by quantization or table-lookup.

C. Joint Decision Approach

Joint decision of frame positions exponentially enlarges the search space to \( N^n \) possibilities, and leads to complicated analytic expression for the MAP decision rule. In this subsection, we demonstrate its derivation through the two-user case, and the general \( n \)-user case can be derived in a similar but substantially more tedious way.

The MAP decision rule is to choose \( (\mu_1, \mu_2)(0 \leq \mu_1, \mu_2 \leq N - 1) \) that maximizes \( \text{Pr}[\mu_1 = \mu_1, \mu_2 = \mu_2] = p_{\mu_1} (r^s | \mu_1 = \mu_1, \mu_2 = \mu_2) p_{\mu_2} (r^s | \mu_1 = \mu_1, \mu_2 = \mu_2) / p_{\mu_2} (r^s | \mu_1 = \mu_1) \). By the independence assumption, \( \text{Pr}[\mu_1 = \mu_1, \mu_2 = \mu_2] = 1/N^2 \) for all possible pairs of \( (\mu_1, \mu_2) \). Thus we may equivalently search over \( (\mu_1, \mu_2) \) to maximize \( p_{\mu_1} (r^s | \mu_1 = \mu_1, \mu_2 = \mu_2) \).

Three possible cases need to be considered separately in order to evaluate \( p_{\mu_1} (r^s | \mu_1 = \mu_1, \mu_2 = \mu_2) \). First, if \( \mu_1 = \mu_2 \), we return back to the user-synchronous case, and the corresponding decision statistic is

\[
S_{\text{avg}} = \frac{1}{\pi} \sum_{l=0}^{L-1} (2 \text{Re}(r_{i+l} h_1^* s_{l+1}^*)) + 2 \text{Re}(r_{i+l} h_2^* s_{l+2}^*)) \\
- \frac{1}{\pi} \sum_{l=0}^{L-1} |h_{1,l+1}^2 + h_{2,l+2}^2|^2 + \sum_{i=1}^{N-1} \ln \left( \sum_{s_{l+2}} e^{2 \text{Re}(r_{i+l} h_1^* v_{l+2})} / \sigma^2 \right) .
\]

(18)
Here we have an additional term \(- \frac{1}{\sigma^2} \sum_{i=0}^{L-1} |h_1 s_{1,i} + h_2 s_{2,i}|^2\), because this term would not be independent of \((\mu_1, \mu_2)\) if \(\mu_1\) and \(\mu_2\) are different, as considered in the following.

Second, if \((\mu_1, \mu_2)\) satisfies \(0 < \mu_1 - \mu_2 < L\), we encounter a scenario in which the two sync words have partial overlap. Without loss of generality, we assume \(0 \leq \mu_1 < \mu_2 \leq N - 1\), and introduce \(\delta := \mu_2 - \mu_1, 1 \leq \delta \leq L - 1\). The transmitted symbols within a frame are represented using a matrix \(T^j = \begin{pmatrix} s_{1,0} & \cdots & s_{1,\delta - 1} & s_{1,\delta} & \cdots & s_{1,L - 1} \\ d_{2,0} & \cdots & d_{2,\delta - 1} & s_{2,\delta} & \cdots & s_{2,L - \delta - 1} \\ d_{1,\delta} & \cdots & d_{1,L + \delta - 1} & d_{1,L + \delta} & \cdots & d_{1,N - 1} \\ s_{2,L - \delta} & \cdots & s_{2,\delta - 1} & d_{2,\delta} & \cdots & d_{2,N - 1} \end{pmatrix}\).

The resulting decision statistic is
\[
S^j = \frac{1}{\sigma^2} \sum_{i=0}^{L-1} \{2\text{Re}(r_{i+\mu_1} h_1^* s_{1,i}^*) + 2\text{Re}(r_{i+\mu_1+\delta} h_2^* s_{2,i}^*)\} - \frac{1}{\sigma^2} \sum_{i=0}^{L-1} |h_1 s_{1,i} + h_2 s_{2,i}|^2 + \sum_{i=0}^{N-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1} h_1^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right) + \sum_{i=0}^{L-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1+\delta} h_2^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right) + \sum_{i=0}^{L-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1} h_1^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right) + \sum_{i=0}^{L-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1+\delta} h_2^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right).
\]

(19)

The last case occurs if \(|\mu_2 - \mu_1| \geq L\), so that the two sync words have no overlap. Without loss of generality, we assume \(0 \leq \mu_1 < \mu_2 \leq N - 1\) and still use \(\delta\) to denote \(\delta = \mu_2 - \mu_1, L \leq \delta \leq N - 1\). The decision statistic can then be obtained as
\[
S^j = \frac{1}{\sigma^2} \sum_{i=0}^{L-1} \{2\text{Re}(r_{i+\mu_1} h_1^* s_{1,i}^*) + 2\text{Re}(r_{i+\mu_1+\delta} h_2^* s_{2,i}^*)\} - \frac{1}{\sigma^2} \sum_{i=0}^{L-1} |h_1 s_{1,i} + h_2 s_{2,i}|^2 + \sum_{i=0}^{L-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1} h_1^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right) + \sum_{i=0}^{L-1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1+\delta} h_2^* w^*) - |h_1 s_{1,i} + h_2 w|^2/\sigma^2) \right)
+ \sum_{L \leq l \leq \delta - 1, L \leq \delta \leq N - 1} \ln \left( \sum_{|w|=|u|=1} e^{2\text{Re}(r_{i+\mu_1} (h_1^* w_1^* + h_2^* w_2^*)) - |h_1 s_{1,i} + h_2 w_{2,j}|^2/\sigma^2) \right) \}
\]

(20)

As anticipated, the joint decision rule for frame synchronization appears involved even for the two-user case. In general, the computational complexity of the joint decision rule scales like \(\Theta(nN^{n+1}M^n)\), because the search space for \(\mu\) has a size of \(N^n\), and for each \(\mu, \Theta(nNM^n)\) operations need to be executed in computing the decision statistic.

V. SIMULATION RESULTS

Obtaining an analytical expression for the probability of erroneous frame synchronization appears elusive given the complexity of the decision rules. In this paper, we utilize Monte Carlo simulation to compare the performance of different frame synchronization methods.

For the user-synchronous case, a simulation is set up with three transmitters, each of which transmits antipodal signals. Channel coefficients are assumed to be known as \(h_1 = 1, h_2 = 0.75\), and \(h_3 = 0.5\). The frame length is \(N = 91\), and a Barker sequence or a Neuman-Hofman sequence (both of length \(L = 13\) is used as the common sync word for the three transmitters. Figure 1 displays the probability of error versus SNR with the simple correlation rule, the optimal decision rule and its high-SNR approximation obtained in an analogous way as that in [1]. Each operating point is simulated from 5000 trials. The optimal decision rules outperform the correlation rule significantly. We note that due to the power combining of the common sync word among transmitters, the decisions rules achieve low error rate for rather low SNR, say, below 0 dB.

Figure 2 zooms into the (relatively) high-SNR regime, where the high-SNR approximation decision rule performs approximately optimally and outperforms the correlation rule. On the other hand, as the noise variance gets larger, the high-SNR approximation becomes loose, and hence its performance degrades substantially.

Figure 3 displays the probability of error versus SNR for the user-asynchronous case. The simulation is set up with two transmitters, with \(h_1 = 1, h_2 = 0.5\). The SNR of x-axis is defined as SNR = \(|h_1|^2/\sigma^2\), and the y-axis displays the probability of error for transmitter 1. In the presence of the secondary transmitter, which mainly acts as interference due to the lack of synchronism, a much larger SNR is required to achieve low error rate. It is clear that the performance of
the simple correlation rule may not be tolerable. The separate decision rule offers a significant performance enhancement. Its Gaussian approximation greatly reduces the complexity, while losing only $3 \sim 4$ dB compared with the rule without approximation. The joint decision approach does not provide notable benefits compared with the separate approach. These observations imply that modeling other users’ symbols as random or even Gaussian without considering the existence of known sync words may not degrade the performance much.

The effect of the secondary asynchronous transmitter is examined in Figure 4, where $h_2$ increases from 0.1 to 0.9. As anticipated, the error rate increases with the interference power. In the high SNR regime, when $h_2$ is comparable with $h_1$, separate decision with Gaussian approximation exhibits a performance slump compared with the optimal decision rule.

To examine the effect of the frame size $N$, we fix the length of the sync word as 13 and compare the performance with different frame sizes in Figure 5. Again we fix $h_1 = 1$ and $h_2 = 0.5$ as in Figure 3. We notice that, increasing the frame size degrades the frame synchronization performance. Empirically an increase in the frame size by 40 causes about 3 dB loss in terms of SNR.

Finally, we examine the effect of the number of transmitters. In the simulation, $h_1$ is fixed as 1; while a fixed amount of power, 0.25, is distributed evenly among all the other transmitters. As we observe from Figure 6, the curves for different numbers of transmitters almost overlap with each other. This observation reveals that the performance is mostly determined by the signal-to-interference-plus-noise ratio (SINR), rather than the number of transmitters. It is also seen that the Gaussian approximation works well even when the number of transmitters is small.
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