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Abstract—We present distributed algorithms that can be used by multiple agents to align their estimates with a particular value over a network with time-varying connectivity. Our framework is general in that this value can represent a consensus value among multiple agents or an optimal solution of an optimization problem, where the global objective function is a combination of local agent objective functions. Our main focus is on constrained problems where the estimates of each agent are restricted to lie in different convex sets.

To highlight the effects of constraints, we first consider a constrained consensus problem and present a distributed “projected consensus algorithm” in which agents combine their local averaging operation with projection on their individual constraint sets. This algorithm can be viewed as a version of an alternating projection method with weights that are varying over time and across agents. We establish convergence and convergence rate results for the projected consensus algorithm. We next study a constrained optimization problem for optimizing the sum of local objective functions of the agents subject to the intersection of their local constraint sets. We present a distributed “projected subgradient algorithm” which involves each agent performing a local averaging operation, taking a subgradient step to minimize its own objective function, and projecting on its constraint set. We show that, with an appropriately selected stepsize rule, the agent estimates generated by this algorithm converge to the same optimal solution for the cases when the weights are constant and equal, and when the weights are time-varying but all agents have the same constraint set.

Index Terms—Consensus, constraints, distributed optimization, subgradient algorithms.

I. INTRODUCTION

There has been much interest in distributed cooperative control problems, in which several autonomous agents collectively try to achieve a global objective. Most focus has been on the canonical consensus problem, where the goal is to develop distributed algorithms that can be used by a group of agents to reach a common decision or agreement (on a scalar or vector value). Recent work also studied multi-agent optimization problems over networks with time-varying connectivity, where the objective function information is distributed across agents (e.g., the global objective function is the sum of local objective functions of agents). Despite much work in this area, the existing literature does not consider problems where the agent values are constrained to given sets. Such constraints are significant in a number of applications including motion planning and alignment problems, where each agent’s position is limited to a certain region or range, and distributed constrained multi-agent optimization problems.

In this paper, we study cooperative control problems where the values of agents are constrained to lie in closed convex sets. Our main focus is on developing distributed algorithms for problems where the constraint information is distributed across agents, i.e., each agent only knows its own constraint set. To highlight the effects of different local constraints, we first consider a constrained consensus problem and propose a projected consensus algorithm that operates on the basis of local information. More specifically, each agent linearly combines its value with those values received from the time-varying neighboring agents and projects the combination on its own constraint set. We show that this update rule can be viewed as a novel version of the classical alternating projection method where, at each iteration, the values are combined using weights that are varying in time and across agents, and projected on the respective constraint sets.

We provide convergence and convergence rate analysis for the projected consensus algorithm. Due to the projection operation, the resulting evolution of agent values has nonlinear dynamics, which poses challenges for the analysis of the convergence properties of the algorithm. To deal with the nonlinear dynamics in the evolution of the agent estimates, we decompose the dynamics into two parts: a linear part involving a time-varying averaging operation and a nonlinear part involving the error due to the projection operation. This decomposition allows us to represent the evolution of the estimates using linear dynamics and decouples the analysis of the effects of constraints from the convergence analysis of the local agent averaging. The linear dynamics is analyzed similarly to that of the unconstrained consensus update, which relies on convergence of transition matrices defined as the products of the time-varying weight matrices. Using the properties of projection and agent weights, we prove that the projection error diminishes to zero. This shows that the nonlinear parts in the dynamics are vanishing with time and, therefore, the evolution of agent estimates is “almost linear.” We then show that the agents reach consensus on a “common estimate”
in the limit and that the common estimate lies in the intersection of the agent individual constraint sets.

We next consider a constrained optimization problem for optimizing a global objective function which is the sum of local agent objective functions, subject to a constraint set given by the intersection of the local agent constraint sets. We focus on distributed algorithms in which agent values are updated based on local information given by the agent’s objective function and constraint set. In particular, we propose a distributed projected subgradient algorithm, which for each agent involves a local averaging operation, a step along the subgradient of the local objective function, and a projection on the local constraint set.

We study the convergence behavior of this algorithm for two cases: when the constraint sets are the same, but the agent connectivity is time-varying; and when the constraint sets $X_i$ are different, but the agents use uniform and constant weights in each step, i.e., the communication graph is fully connected. We show that with an appropriately selected stepsize rule, the agent estimates generated by this algorithm converge to the same optimal solution of the constrained optimization problem. Similar to the analysis of the projected consensus algorithm, our convergence analysis relies on showing that the projection errors converge to zero, thus effectively reducing the problem into an unconstrained one. However, in this case, establishing the convergence of the projection error to zero requires understanding the effects of the subgradient steps, which complicates the analysis. In particular, for the case with different constraint sets but uniform weights, the analysis uses an error bound which relates the distances of the iterates to individual constraint sets with the distances of the iterates to the intersection set.

Related literature on parallel and distributed computation is vast. Most literature builds on the seminal work of Tsitsiklis [1] and Tsitsiklis et al. [2] (see also [3]), which focused on distributing the computations involved with optimizing a global objective function among different processors (assuming complete information about the global objective function at each processor). More recent literature focused on multi-agent environments and studied consensus algorithms for achieving cooperative behavior in a distributed manner (see [4]–[10]). These works assume that the agent values can be processed arbitrarily and are unconstrained. Another recent approach for distributed cooperative control problems involves using game-theoretic models. In this approach, the agents are endowed with local utility functions that lead to a game form with a Nash equilibrium which is the same as or close to a global optimum. Various learning algorithms can then be used as distributed control schemes that will reach the equilibrium. In a recent paper, Marden et al. [11] used this approach for the consensus problem where agents have constraints on their values. Our projected consensus algorithm provides an alternative approach for this problem.

Most closely related to our work are the recent papers [12], [13], which proposed distributed subgradient methods for solving unconstrained multi-agent optimization problems. These methods use consensus algorithms as a mechanism for distributing computations among the agents. The presence of different local constraints significantly changes the operation and the analysis of the algorithms, which is our main focus in this paper. Our work is also related to incremental subgradient algorithms implemented over a network, where agents sequentially update an iterate sequence in a cyclic or a random order [14]–[17]. In an incremental algorithm, there is a single iterate sequence and only one agent updates the iterate at a given time. Thus, while operating on the basis of local information, incremental algorithms differ fundamentally from the algorithm studied in this paper (where all agents update simultaneously). Furthermore, the work in [14]–[17] assumes that the constraint set is known by all agents in the system, which is in sharp contrast with the algorithms studied in this paper (our primary interest is in the case where the information about the constraint set is distributed across the agents).

The paper is organized as follows. In Section II, we introduce our notation and terminology, and establish some basic results related to projection on closed convex sets that will be used in the subsequent analysis. In Section III, we present the constrained consensus problem and the projected consensus algorithm. We describe our multi-agent model and provide a basic result on the convergence behavior of the transition matrices that govern the evolution of agent estimates generated by the algorithms. We study the convergence of the agent estimates and establish convergence rates for constant uniform weights. Section IV introduces the constrained multi-agent optimization problem and presents the projected subgradient algorithm. We provide convergence analysis for the estimates generated by this algorithm. Section V contains concluding remarks and some future directions.

NOTATION, TERMINOLOGY, AND BASICS

A vector is viewed as a column, unless clearly stated otherwise. We denote by $x_i$ or $[x]_i$ the $i$th component of a vector $x$. When $x_i \geq 0$ for all components $i$ of a vector $x$, we write $x \succeq 0$. We write $x \succ 0$ to denote the transpose of a vector $x$. The scalar product of two vectors $x$ and $y$ is denoted by $x^Ty$. We use $\|x\|$ to denote the standard Euclidean norm. $\|x\| = \sqrt{x^Tx}$.

A vector $a \in \mathbb{R}^m$ is said to be a stochastic vector when its components $a_j$ are nonnegative and their sum is equal to 1, i.e., $\sum_{j=1}^m a_j = 1$. A set of $m$ vectors $\{a^1, \ldots, a^m \}$, with $a^i \in \mathbb{R}^m$ for all $i$, is said to be doubly stochastic when each $a^i$ is a stochastic vector and $\sum_{i=1}^m a_{ij} = 1$ for all $j = 1, \ldots, m$. A square matrix $A$ is doubly stochastic when its rows are stochastic vectors, and its columns are also stochastic vectors.

We write $d_{\text{dist}}(\bar{x}, X)$ to denote the standard Euclidean distance of a vector $\bar{x}$ from a set $X$, i.e.,

$$d_{\text{dist}}(\bar{x}, X) = \inf_{x \in X} \|\bar{x} - x\|.$$

We use $P_X[\bar{x}]$ to denote the projection of a vector $\bar{x}$ on a closed convex set $X$, i.e.,

$$P_X[\bar{x}] = \arg \min_{x \in X} \|\bar{x} - x\|.$$

In the subsequent development, the properties of the projection operation on a closed convex set play an important role. In particular, we use the projection inequality, i.e., for any vector $x$

$$(P_X[x] - x)^T(y - P_X[x]) \geq 0 \text{ for all } y \in X, \quad (1)$$

This inequality is valid due to the properties of the projection operator and the convexity of the set $X$. The projection inequality plays a crucial role in proving convergence properties of the algorithms.
We also use the standard non-expansiveness property, i.e.

$$\| P_X[x] - P_X[y] \| \leq \| x - y \| \text{ for any } x \text{ and } y.$$  \hspace{1cm} (2)

In addition, we use the properties given in the following lemma.

**Lemma 1:** Let $X$ be a nonempty closed convex set in $\mathbb{R}^n$. Then, we have for any $x \in \mathbb{R}^n$,

(a) $(P_X[x] - x)'(x - y) \leq -\| P_X[x] - x \|^2$, for all $y \in X$.

(b) $\| P_X[x] - y \|^2 \leq \| x - y \|^2 - \| P_X[x] - x \|^2$, for all $y \in X$.

**Proof:**

(a) Let $x \in \mathbb{R}^n$ be arbitrary. Then, for any $y \in X$, we have

$$(P_X[x] - x)'(x - y) = (P_X[x] - x)'(x - P_X[x]) + (P_X[x] - x)'(P_X[x] - y).$$

By the projection inequality [cf. (1)], it follows that $(P_X[x] - x)'(P_X[x] - y) \leq 0$, implying

$$(P_X[x] - x)'(x - y) \leq -\| P_X[x] - x \|^2$$

for all $y \in X$.

(b) For an arbitrary $x \in \mathbb{R}^n$ and for all $y \in X$, we have

$$\| P_X[x] - y \|^2 = \| P_X[x] - x + x - y \|^2$$

$$= \| P_X[x] - x \|^2 + \| x - y \|^2$$

$$+ 2(P_X[x] - x)'(x - y).$$

By using the inequality of part (a), we obtain

$$\| P_X[x] - y \|^2 \leq \| x - y \|^2 - \| P_X[x] - x \|^2$$

for all $y \in X$.

Part (b) of the preceding lemma establishes a relation between the projection error vector and the feasible directions of the convex set $X$ at the projection vector, as illustrated in Fig. 1.

We next consider nonempty closed convex sets $X_i \subseteq \mathbb{R}^n$, for $i = 1, \ldots, m$, and an averaged vector $\hat{x}$ obtained by taking an average of vectors $x^i \in X_i$, i.e., $\hat{x} = (1/m) \sum_{i=1}^{m} x^i$ for some $x^i \in X_i$. We provide an “error bound” that relates the distance of the averaged-vector $\hat{x}$ from the intersection set $X = \cap_{i=1}^{m} X_i$ to the distance of $\hat{x}$ from the individual sets $X_i$. This relation, which is also of independent interest, will play a key role in our analysis of the convergence of projection errors associated with various distributed algorithms introduced in this paper. We establish the relation under an interior point assumption on the intersection set $X = \cap_{i=1}^{m} X_i$ stated in the following:

**Assumption 1:** (Interior Point) Given sets $X_i \subseteq \mathbb{R}^n$, $i = 1, \ldots, m$, let $X = \cap_{i=1}^{m} X_i$ denote their intersection. There is a vector $\pi \in \text{int}(X)$, i.e., there exists a scalar $\delta > 0$ such that

$$\{ z \mid 0 < \| z - \pi \| \leq \delta \} \subset X.$$

We provide an error bound relation in the following lemma, which is illustrated in Fig. 2.

**Lemma 2:** Let $X_i \subseteq \mathbb{R}^n$, $i = 1, \ldots, m$, be nonempty closed convex sets that satisfy Assumption 1. Let $x^i \in X_i$, $i = 1, \ldots, m$, be arbitrary vectors and define their average as $\hat{x} = (1/m) \sum_{i=1}^{m} x^i$. Consider the vector $s \in \mathbb{R}^n$ defined by

$$s = \frac{\epsilon}{\epsilon + \delta} \pi + \frac{\delta}{\epsilon + \delta} \hat{x},$$

where

$$\epsilon = \sum_{j=1}^{m} \text{dist}(\hat{x}, X_j)$$

and $\delta$ is the scalar given in Assumption 1.

(a) The vector $s$ belongs to the intersection set $X = \cap_{i=1}^{m} X_i$.

(b) We have the following relation:

$$\| (\hat{x} - s) \| \leq \frac{1}{\delta m} \left( \sum_{j=1}^{m} \| x^j - \pi \| \right) \left( \sum_{j=1}^{m} \text{dist}(\hat{x}, X_j) \right).$$

As a particular consequence, we have

$$\text{dist}(\hat{x}, X) \leq \frac{1}{\delta m} \left( \sum_{j=1}^{m} \| x^j - \pi \| \right) \left( \sum_{j=1}^{m} \text{dist}(\hat{x}, X_j) \right).$$

**Proof:**

(a) We first show that the vector $s$ belongs to the intersection $X = \cap_{i=1}^{m} X_i$. To see this, let $i \in \{1, \ldots, m\}$ be arbitrary

$$s = \frac{\epsilon}{\epsilon + \delta} \pi + \frac{\delta}{\epsilon + \delta} P_X[\hat{x}],$$

By the definition of $\epsilon$, it follows that $\| (\hat{x} - P_X[\hat{x}] \| \leq \epsilon$, implying by the interior point assumption (cf. Assumption 1) that the vector $\pi + (\delta/\epsilon) (\hat{x} - P_X[\hat{x}])$ belongs to the set $X$, and therefore to the set $X_i$. Since the vector $s$ is the convex combination of two vectors in the set $X_i$, it follows by the convexity of $X_i$ that $s \in X_i$. The preceding argument is valid for an arbitrary $i$, thus implying that $s \in X$. 

![Fig. 1. Illustration of the relationship between the projection error and feasible directions of a convex set.](image1)

![Fig. 2. Illustration of the error bound in Lemma 2.](image2)
(b) Using the definition of the vector $s$ and the vector $\hat{x}$, we have

$$
||\hat{x} - s|| = \frac{\epsilon}{\epsilon + \delta} \left|\sum_{j=1}^{m} \frac{1}{m} x^j - \bar{x}\right| \leq \frac{\epsilon}{b \delta m} \sum_{j=1}^{m} ||x^j - \bar{x}||.
$$

Substituting the definition of $\epsilon$ yields the desired relation.

II. CONstrained CONSENSUS

In this section, we describe the constrained consensus problem. In particular, we introduce our multi-agent model and the projected consensus algorithm that is locally executed by each agent. We provide some insights about the algorithm and discuss its connection to the alternating projections method. We also introduce the assumptions on the multi-agent model and present key elementary results that we use in our subsequent analysis of the projected consensus algorithm.

In particular, we define the transition matrices governing the linear dynamics of the agent estimate evolution and give a basic convergence result for these matrices. The model assumptions and the transition matrix convergence properties will also be used for studying the constrained optimization problem and the projected subgradient algorithm that we introduce in Section IV.

A. Multi-Agent Model and Algorithm

We consider a set of agents denoted by $V = \{1, \ldots, m\}$. We assume a slotted-time system, and we denote by $x^i(k)$ the estimate generated and stored by agent $i$ at time slot $k$. The agent estimate $x^i(k)$ is a vector in $\mathbb{R}^n$ that is constrained to lie in a nonempty closed convex set $X_i \subseteq \mathbb{R}^n$ known only to agent $i$. The agents’ objective is to cooperatively reach a consensus on a common vector through a sequence of local estimate updates (subject to the local constraint set) and local information exchanges (with neighboring agents only).

We study a model where the agents exchange and update their estimates as follows: To generate the estimate at time $k + 1$, agent $i$ forms a convex combination of its estimate $x^i(k)$ with the estimates received from other agents at time $k$, and takes the projection of this vector on its constraint set $X_i$. More specifically, agent $i$ at time $k + 1$ generates its new estimate according to the following relation:

$$
x^i(k + 1) = P_{X_i} \left[ \sum_{j=1}^{m} a_{ij}^i(k) x^j(k) \right]
$$

where $a^i = (a_{i1}^i, \ldots, a_{im}^i)^t$ is a vector of nonnegative weights.

The relation in (3) defines the projected consensus algorithm. We note here an interesting connection between the projected consensus algorithm and a multi-agent algorithm for finding a point in common to the given closed convex sets $X_1, \ldots, X_m$. The problem of finding a common point can be formulated as an unconstrained convex optimization problem of the following form:

$$
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^{m} ||x - P_{X_i}[x]||^2 \\
\text{subject to} & \quad x \in \mathbb{R}^n.
\end{align*}
$$

In view of this optimization problem, the method can be interpreted as a distributed gradient algorithm where each agent is assigned an objective function $f_i(x) = (1/2) ||x - P_{X_i}[x]||^2$. At each time $k + 1$, an agent incorporates new information $x^j(k)$ received from some of the other agents and generates a weighted sum $\sum_{j=1}^{m} a_{ij}^i(k) x^j(k)$. Then, the agent updates its estimate by taking a step (with stepsize equal to 1) along the negative gradient of its own objective function $f_i(x) = (1/2) ||x - P_{X_i}[x]||^2$ at $x = \sum_{j=1}^{m} a_{ij}^i(k) x^j(k)$. In particular, since the gradient of $f_i$ is $\nabla f_i(x) = x - P_{X_i}[x]$ (see Theorem 1.5.5 in Facchinei and Pang [18]), the update rule in (3) is equivalent to the following gradient descent method for minimizing $f_i$:

$$
x^i(k + 1) = \sum_{j=1}^{m} a_{ij}^i(k) x^j(k) - \left( \sum_{j=1}^{m} a_{ij}^i(k) x^j(k) - P_{X_i} \left[ \sum_{j=1}^{m} a_{ij}^i(k) x^j(k) \right] \right),
$$

Motivated by the objective function of problem (4), we use $\sum_{i=1}^{m} ||x^i(k) - x||^2$ with $x \in \cap_{i=1}^{m} X_i$ as a Lyapunov function measuring the progress of the algorithm (see Section III-F).

B. Relation to Alternating Projections Method

The method of (3) is related to the classical alternating or cyclic projection method. Given a finite collection of closed convex sets $\{X_i\}_{i \in \mathcal{I}}$ with a nonempty intersection (i.e., $\cap_{i \in \mathcal{I}} X_i \neq \emptyset$), the alternating projection method finds a vector in the intersection $\cap_{i \in \mathcal{I}} X_i$. In other words, the algorithm solves the unconstrained problem (4). Alternating projection methods generate a sequence of vectors by projecting iteratively on the sets, either cyclically or with some given order; see Fig. 3(a), where the alternating projection algorithm generates a sequence $\{x(k)\}$ by iteratively projecting onto sets $X_1$ and $X_2$, i.e., $x(k + 1) = P_{X_1}[x(k)], x(k + 2) = P_{X_2}[x(k + 1)]$. The convergence behavior of these methods has been established by von Neumann [19] and Aronszajn [20] for the case when the sets $X_i$ are affine; and by Gubin et al. [21] when the sets $X_i$ are closed and convex. Gubin et al. [21] also have provided convergence rate results for a particular form of alternating projection method. Similar rate results under different assumptions have also been provided by Deutsch [22], and Deutsch and Hundal [23].

1 We focus throughout the paper on the case when the intersection set $\cap_{i \in \mathcal{I}} X_i$ is nonempty. If the intersection set is empty, it follows from the definition of the algorithm that the agent estimates will not reach a consensus. In this case, the estimate sequences $\{x^i(k)\}$ may exhibit oscillatory behavior or may all be unbounded.
The constrained consensus algorithm [cf. (3)] generates a sequence of iterates for each agent as follows: at iteration $k$, each agent $i$ first forms a linear combination of the other agent values $x^i(k)$ using its own weight vector $a^i(k)$ and then projects this combination on its constraint set $X_i$. Therefore, the projected consensus algorithm can be viewed as a version of the alternating projection algorithm, where the iterates are combined with the weights varying over time and across agents, and then projected on the individual constraint sets; see Fig. 3(b), where the projected consensus algorithm generates sequences $\{x^i(k)\}$ for agents $i = 1, 2$ by first combining the iterates with different weights and then projecting on respective sets $X_i$, i.e.,

$$w^i(k) = \sum_{j=1}^{m} a^i_j(k)x^j(k)$$

and $x^i(k+1) = P_{X_i}(w^i(k))$ for $i = 1, 2$.

We conclude this section by noting that the alternating projection method has much more structured weights than the weights we consider in this paper. As seen from the assumptions on the agent weights in Section IV, the analysis of our projected consensus algorithm (and the projected subgradient algorithm introduced in Section IV) is complicated by the general time variability of the weights $a^i_j(k)$.

**Assumptions**

Following Tsitsiklis [1] (see also Blondel et al. [24]), we adopt the following assumptions on the weight vectors $a^i(k)$, $i \in \{1, \ldots, m\}$ and on information exchange.

**Assumption 2:** (Weights Rule) There exists a scalar $\eta$ with $0 < \eta < 1$ such that for all $i, j \in \{1, \ldots, m\}$,

(a) $a^i_j(k) \geq \eta$ for all $k \geq 0$.

(b) If $a^i_j(k) > 0$, then $a^i_j(k) > \eta$.

**Assumption 3:** (Doubly Stochasticity) The vectors $a^i(k) = (a^i_1, \ldots, a^i_m(k))$ satisfy:

(a) $a^i(k) \geq 0$ and $\sum_{j=1}^{m} a^i_j(k) = 1$ for all $i$ and $k$, i.e., the vectors $a^i(k)$ are stochastic.

(b) $\sum_{i=1}^{m} a^i_j(k) = 1$ for all $j$ and $k$.

Informally speaking, Assumption 2 says that every agent assigns a substantial weight to the information received from its neighbors. This guarantees that the information from each agent influences the information of every other agent persistently in time. In other words, this assumption guarantees that the agent information is mixing at a non-diminishing rate in time. Without this assumption, information from some of the agents may become less influential in time, and in the limit, resulting in loss of information from these agents.

Assumption 3(a) establishes that each agent takes a convex combination of its estimate and the estimates of its neighbors. Assumption 3(b), together with Assumption 2, ensures that the estimate of every agent is influenced by the estimates of every other agent with the same frequency in the limit, i.e., all agents are equally influential in the long run.

We now impose some rules on the agent information exchange. At each update time $t_k$, the information exchange among the agents may be represented by a directed graph $(V, E_k)$ with the set $E_k$ of directed edges given by

$$E_k = \{(j, i) \mid a^i_j(k) > 0\}.$$

Note that, by Assumption 2(a), we have $(i, i) \in E_k$ for each agent $i$ and all $k$. Also, we have $(j, i) \in E_k$ if and only if agent $i$ receives the information $x^j$ from agent $j$ in the time interval $(t_k, t_{k+1})$.

We next formally state the connectivity assumption on the multi-agent system. This assumption ensures that the information of any agent $i$ influences the information state of any other agent infinitely often in time.

**Assumption 4:** (Connectivity) The graph $(V, E_\infty)$ is strongly connected, where $E_\infty$ is the set of edges $(j, i)$ representing agent pairs communicating directly infinitely many times, i.e.,

$$E_\infty = \{(j, i) \mid (j, i) \in E_k \text{ for infinitely many indices } k\}.$$

We also adopt an additional assumption that the intercommunication intervals are bounded for those agents that communicate directly. In particular, this is stated in the following.

**Assumption 5:** (Bounded Intercommunication Interval) There exists an integer $B \geq 1$ such that for every $(j, i) \in E_\infty$, agent $j$ sends its information to a neighboring agent $i$ at least once every $B$ consecutive time slots, i.e., at time $t_k$ or at time $t_{k+1}$ or, in other words, at time $t_{k+B-1}$ for any $k \geq 0$.

In other words, the preceding assumption guarantees that every pair of agents that communicate directly infinitely many times exchange information at least once every $B$ time slots.²

**C. Transition Matrices**

We introduce matrices $A(s)$, whose $\ith$ column is the weight vector $a^i(s)$, and the matrices

$$\Phi(k, s) = A(s)A(s+1) \ldots A(k-1)A(k)$$

for all $s$ and $k$ with $k \geq s$, where $\Phi(k, k) = A(k)$, for all $k$. We use these matrices to describe the evolution of the agent estimates associated with the algorithms introduced in Sections III and IV. The convergence properties of these matrices as $k \to \infty$ have been extensively studied and well-established (see [1], [5], [26]). Under the assumptions of Section III-C, the matrices $\Phi(k, s)$ converge as $k \to \infty$ to a uniform steady state distribution on every agent $s$ at a geometric rate, i.e., $\lim_{k \to \infty} \Phi(k, s) = (1/m)\mathbf{e}$ for all $s$. The fact that transition matrices converge at a geometric rate plays a crucial role in our analysis of the algorithms. Recent work has established explicit convergence rate results for the transition matrices [12], [13]. These results are given in the following proposition without a proof.

**Proposition 1:** Let Weights Rule, Doubly Stochasticity, Connectivity, and Information Exchange Assumptions hold (cf. Assumptions 2, 3, 4 and 5). Then, we have the following:

²It is possible to adopt weaker connectivity assumptions for the multi-agent model as those used in the recent work [25].
(a) The entries $[\Phi(k, s)]_{ij}^k$ of the transition matrices converge to $(1/m)$ as $k \to \infty$ with a geometric rate uniformly with respect to $i$ and $j$, i.e., for all $i, j \in \{1, \ldots, m\}$, and all $s$ and $k$ with $k > s$:

$$[\Phi(k, s)]_{ij}^k \leq \frac{1}{m} \leq 2\frac{1 + \eta^B_0}{1 - \eta^B_0} (1 - \eta^B_0)^{k-s}/B_0.$$ 

(b) In the absence of Assumption 3(b) [i.e., the weights $a^i(k)$ are stochastic but not doubly stochastic], the columns $[\Phi(k, s)]_{ij}^k$ of the transition matrices converge to a stochastic vector $\phi(s)$ as $k \to \infty$ with a geometric rate uniformly with respect to $i$ and $j$, i.e., for all $i, j \in \{1, \ldots, m\}$, and all $s$ and $k$ with $k > s$:

$$[\Phi(k, s)]_{ij}^k - \phi_j(s) \leq 2\frac{1 + \eta^B_0}{1 - \eta^B_0} (1 - \eta^B_0)^{k-s}/B_0.$$ 

Here, $\eta$ is the lower bound of Assumption 2, $B_0 = (m - 1)B$, $m$ is the number of agents, and $B$ is the intercommunication interval bound of Assumption 5.

### D. Convergence

In this section, we study the convergence behavior of the agent estimates $\{x^i(k)\}$ generated by the projected consensus algorithm (3) under Assumptions 2–5. We write the update rule in (3) as

$$x^i(k + 1) = \sum_{j=1}^{m} a^i_j(k)x^j(k) + e^i(k)$$

where $e^i(k)$ represents the error due to projection given by

$$e^i(k) = P_{X_i} \left[ \sum_{j=1}^{m} a^i_j(k)x^j(k) \right] - \sum_{j=1}^{m} a^i_j(k)x^j(k).$$

As indicated by the preceding two relations, the evolution dynamics of the estimates $x^i(k)$ for each agent is decomposed into a sum of a linear (time-varying) term $\sum_{j=1}^{m} a^i_j(k)x^j(k)$ and a nonlinear term $e^i(k)$. The linear term captures the effects of mixing the agent estimates, while the nonlinear term captures the nonlinear effects of the projection operation. This decomposition plays a crucial role in our analysis. As we will shortly see [cf. Lemma 3 (d)], under the doubly stochasticity assumption on the weights, the nonlinear terms $e^i(k)$ are diminishing in time for each $i$, and therefore, the evolution of agent estimates is "almost linear". Thus, the nonlinear term can be viewed as a non-persistent disturbance in the linear evolution of the estimates.

For notational convenience, let $u^i(k)$ denote

$$u^i(k) = \sum_{j=1}^{m} a^i_j(k)x^j(k).$$

Using this notation, the iterate $x^i(k+1)$ and the projection error $e^i(k)$ are given by

$$x^i(k + 1) = P_{X_i} [u^i(k)],$$

$$e^i(k) = x^i(k + 1) - u^i(k).$$

In the following lemma, we show some relations for the sums $\sum_{j=1}^{m} ||x^j(k) - x||^2$ and $\sum_{j=1}^{m} ||a^i_j(k) - x||^2$, and

$$\sum_{j=1}^{m} ||x^j(k) - x||^2$$

for an arbitrary vector $x$ in the intersection of the agent constraint sets. Also, we prove that the errors $e^i(k)$ converge to zero as $k \to \infty$ for all $i$. The projection properties given in Lemma 1 and the doubly stochasticity of the weights play crucial roles in establishing these relations. The proof is provided in Appendix.

**Lemma 3:** Let the intersection set $X = \cap_{i=1}^{m} X_i$ be nonempty, and let Doubly Stochasticity assumption hold (cf. Assumption 3). Let $x^i(k)$, $u^i(k)$, and $e^i(k)$ be defined by (7)–(9). Then, we have the following.

(a) For all $x \in X$ and all $k$, we have

$$\sum_{j=1}^{m} ||x^j(k + 1) - x||^2 \leq ||u^i(k) - x||^2 - ||e^i(k)||^2$$

for all $i$;

(b) for all $x \in X$, the sequences $\{\sum_{j=1}^{m} ||u^j(k) - x||^2\}$ and $\{\sum_{j=1}^{m} ||x^j(k) - x||^2\}$ are monotonically nonincreasing with $k$.

(c) For all $x \in X$, the sequences $\{\sum_{j=1}^{m} ||u^j(k) - x||^2\}$ and $\{\sum_{j=1}^{m} ||x^j(k) - x||^2\}$ are monotonically nonincreasing with $k$.

(d) The errors $e^i(k)$ converge to zero as $k \to \infty$, i.e.

$$\lim_{k \to \infty} e^i(k) = 0$$

for all $i$.

We next consider the evolution of the estimates $x^i(k + 1)$ generated by method (3) over a period of time. In particular, we relate the estimates $x^i(k + 1)$ to the estimates $x^i(s)$ generated earlier in time $s$ with $s < k + 1$ by exploiting the decomposition of the estimate evolution in (5)–(6). In this, we use the transition matrices $\Phi(k, s)$ from time $s$ to time $k$ (see Section III-D). As we will shortly see, the linear part of the dynamics is given in terms of the transition matrices, while the nonlinear part involves combinations of the transition matrices and the error terms from time $s$ to time $k$.

Recall that the transition matrices are defined as follows:

$$\Phi(k, s) = A(s)A(s + 1) \cdots A(k - 1)A(k)$$

for all $s$ and $k$ with $k \geq s$, where $\Phi(k, k) = A(k)$ for all $k$, and each $A(s)$ is a matrix whose $i$th column is the vector $e^i(s)$. Using these transition matrices and the decomposition of the estimate evolution of (5)–(6), the relation between $x^i(k + 1)$ and the estimates $x^1(s), \ldots, x^m(s)$ at time $s \leq k$ is given by

$$x^i(k + 1) = \sum_{j=1}^{m} [\Phi(k, s)]_{ij}^k x^j(s)$$

for all $s \leq k$ and $i$. This can be viewed as an external perturbation input to the system.

$$x^i(k + 1) = \sum_{j=1}^{m} [\Phi(k, s)]_{ij}^k x^j(s)$$

$$+ \sum_{r=s+1}^{k} \left( \sum_{j=1}^{m} [\Phi(k, r)]_{ij}^r e^i(r-1) \right) + e^i(k).$$
We use this relation to study the “steady-state” behavior of a related process. In particular, we define an auxiliary sequence \( \{y(k)\} \), where \( y(k) \) is given by

\[
y(k) = \frac{1}{m} \sum_{j=1}^{m} u^j(k) \quad \text{for all } k. \tag{11}
\]

Since \( u^j(k) = \sum_{j=1}^{m} a^j_jx^j(k) \), under the doubly stochasticity of the weights, it follows that:

\[
y(k) = \frac{1}{m} \sum_{j=1}^{m} x^j(k) \quad \text{for all } k. \tag{12}
\]

Furthermore, from the relations in (10) using the doubly stochasticity of the weights, we have for all \( s \) and \( k \) with \( k \geq s \)

\[
y(k) = \frac{1}{m} \sum_{j=1}^{m} x^j(s) + \frac{1}{m} \sum_{r=s+1}^{k} \left( \sum_{j=1}^{m} e^j(r - 1) \right). \tag{13}
\]

The next lemma shows that the limiting behavior of the agent estimates \( x^i(k) \) is the same as the limiting behavior of \( y(k) \) as \( k \to \infty \). We establish this result using the assumptions on the multi-agent model of Section III-C. The proof is omitted for space reasons, but can be found in [27].

**Lemma 4:** Let the intersection set \( X = \cap_{i=1}^{m} X_i \) be nonempty. Also, let Weights Rule, Doubly Stochasticity, Connectivity, and Information Exchange Assumptions hold (cf. Assumptions 2, 3, 4, and 5). We then have for all \( i \)

\[
\lim_{k \to \infty} ||x^i(k) - y(k)|| = 0, \quad \lim_{k \to \infty} ||u^i(k) - y(k)|| = 0.
\]

We next show that the agents reach a consensus asymptotically, i.e., the agent estimates \( x^i(k) \) converge to the same point as \( k \) goes to infinity.

**Proposition 2:** (Consensus) Let the set \( X = \cap_{i=1}^{m} X_i \) be nonempty. Also, let Weights Rule, Doubly Stochasticity, Connectivity, and Information Exchange Assumptions hold (cf. Assumptions 2, 3, 4, and 5). For all \( i \), let the sequence \( \{x^i(k)\} \) be generated by the projected consensus algorithm (3). We then have for some \( \tilde{x} \in X \) and all \( i \)

\[
\lim_{k \to \infty} ||x^i(k) - \tilde{x}|| = 0 \quad \lim_{k \to \infty} ||u^i(k) - \tilde{x}|| = 0.
\]

**Proof:** The proof idea is to consider the sequence \( \{y(k)\} \), defined in (13), and show that it has a limit point in the set \( X \). By using this and Lemma 4, we establish the convergence of each \( u^i(k) \) and \( x^i(k) \) to \( \tilde{x} \).

To show that \( \{y(k)\} \) has a limit point in the set \( X \), we first consider the sequence

\[
\sum_{j=1}^{m} \text{dist}(y(k), X_j).
\]

Since \( x^i(k) \in X_j \) for all \( j \) and \( k \geq 0 \), we have

\[
\sum_{j=1}^{m} \text{dist}(y(k), X_j) \leq \sum_{j=1}^{m} \|y(k) - x^j(k)\|.
\]

Taking the limit as \( k \to \infty \) in the preceding relation and using Lemma 4, we conclude

\[
\lim_{k \to \infty} \sum_{j=1}^{m} \text{dist}(y(k), X_j) = 0. \tag{14}
\]

For a given \( \epsilon \in X \), using Lemma 3(c), we have

\[
\sum_{j=1}^{m} ||x^j(0) - x|| \leq \sum_{j=1}^{m} ||x^j(0) - x|| \quad \text{for all } k \geq 0,
\]

This implies that the sequence \( \{\sum_{j=1}^{m} ||x^j(k) - x||\} \), and therefore each of the sequences \( \{x^j(k)\} \) are bounded. Since for all \( i \)

\[
||y(k)|| \leq ||x^i(k) - y(k)|| + ||x^i(k)|| \quad \text{for all } k \geq 0
\]

using Lemma 4, it follows that the sequence \( \{y(k)\} \) is bounded. In view of (14), this implies that the sequence \( \{y(k)\} \) has a limit point \( \hat{x} \) that belongs to the set \( X = \cap_{i=1}^{m} X_i \). Furthermore, because \( \lim_{k \to \infty} ||u^i(k) - y(k)|| = 0 \) for all \( i \), we conclude that \( \hat{x} \) is also a limit point of the sequence \( \{u^i(k)\} \). Since the sum sequence \( \{\sum_{j=1}^{m} ||u^i(k) - \hat{x}||\} \) is nonincreasing by Lemma 3(c) and since each \( \{u^i(k)\} \) is converging to \( \hat{x} \) along a subsequence, it follows that:

\[
\lim_{k \to \infty} \sum_{i=1}^{m} ||u^i(k) - \hat{x}|| = 0
\]

implying \( \lim_{k \to \infty} ||u^i(k) - \hat{x}|| = 0 \) for all \( i \). Using this, together with the relations \( \lim_{k \to \infty} ||u^i(k) - y(k)|| = 0 \) and \( \lim_{k \to \infty} ||x^i(k) - y(k)|| = 0 \) for all \( i \) (cf. Lemma 4), we conclude

\[
\lim_{k \to \infty} ||x^i(k) - \hat{x}|| = 0 \quad \text{for all } i.
\]

**E. Convergence Rate**

In this section, we establish a convergence rate result for the iterates \( x^i(k) \) generated by the projected consensus algorithm (3) for the case when the weights are time-invariant and equal, i.e., \( a^i_j \equiv (1/m, \ldots, 1/m)^T \) for all \( i \) and \( k \). In our multi-agent model, this case corresponds to a fixed and complete connectivity graph, where each agent is connected to every other agent. We provide our rate estimate under an interior point assumption on the sets \( X_i \), stated in Assumption 1.

We first establish a bound on the distance from the vectors of a convergent sequence to the limit point of the sequence. This relation holds for constant uniform weights, and it is motivated by a similar estimate used in the analysis of alternating projections methods in Gubin et al. [21] (see the proof of Lemma 6 there).

**Lemma 5:** Let \( Y \) be a nonempty closed convex set in \( \mathbb{R}^m \). Let \( \{y(k)\} \subseteq \mathbb{R}^m \) be a sequence converging to some \( \bar{y} \in Y \), and such that \( ||y(k + 1) - y|| \leq ||y(k) - y|| \) for all \( y \in Y \) and all \( k \).

We then have

\[
||y(k) - \bar{y}|| \leq 2 \text{dist}(u(k), Y) \quad \text{for all } k \geq 0.
\]
Proof: Let \( B(x, \alpha) \) denote the closed ball centered at a vector \( x \) with radius \( \alpha \), i.e., \( B(x, \alpha) = \{ z \mid \| z - x \| \leq \alpha \} \). For each \( l \), consider the sets

\[
S_l = \bigcap_{k=0}^{l} B(P_l[u(k)], \dist(u(k), Y)).
\]

The sets \( S_l \) are convex, compact, and nested, i.e., \( S_{l+1} \subseteq S_l \) for all \( l \). The nonincreasing property of the sequence \( \{u(k)\} \) implies that

\[
\| u(k+s) - P_l[u(k)] \| \leq \| u(k) - P_l[u(k)] \|
\]

for all \( k, s \geq 0 \); hence, the sets \( S_l \) are also nonempty. Consequently, their intersection \( \cap_{l=0}^{\infty} S_l \) is nonempty and every point \( y^* \in \cap_{l=0}^{\infty} S_l \) is a limit point of the sequence \( \{u(k)\} \). By assumption, the sequence \( \{u(k)\} \) converges to \( y \in Y \), and therefore, \( \cap_{l=0}^{\infty} S_l = \{ y \} \). Then, in view of the definition of the sets \( S_l \), we obtain for all \( k \)

\[
\| u(k) - y \| \leq \| u(k) - P_l[u(k)] \| + \| P_l[u(k)] - y \| \leq 2 \dist(u(k), Y).
\]

We now establish a convergence rate result for constant uniform weights. In particular, we show that the projected consensus algorithm converges with a geometric rate under the Interior Point assumption.

Proposition 3: Let Interior Point, Weights Rule, Doubly Stochasticity, Connectivity, and Information Exchange Assumptions hold (cf. Assumptions 1, 2, 3, 4, and 5). Let the weight vectors \( a^i(k) \) in algorithm (3) be given by \( a^i(k) = (1/m, \ldots, 1/m) \) for all \( i \) and \( k \). For all \( i \), let the sequence \( \{x^i(k)\} \) be generated by the algorithm (3). We then have for all \( k \geq 0 \)

\[
\sum_{i=1}^{m} \| x^i(k) - \bar{z} \|^2 \leq \left( \frac{1}{4R^2} \right)^k \sum_{i=1}^{m} \| x^i(0) - \bar{x} \|^2
\]

where \( \bar{z} \in X \) is the limit of the sequence \( \{x^i(k)\} \), and \( R = (1/\delta) \sum_{i=1}^{m} \| x^i(0) - \bar{x} \| \) with \( \bar{x} \) and \( \delta \) given in the Interior Point assumption.

Proof: Since the weight vectors \( a^i(k) \) are given by \( a^i(k) = (1/m, \ldots, 1/m) \), it follows that:

\[
w^i(k) = w(k) = \frac{1}{m} \sum_{j=1}^{m} x^j(k) \text{ for all } i
\]

[see the definition of \( w^i(k) \) in (7)]. For all \( k \geq 0 \), using Lemma 2(b) with the identification \( x^i = x^i(k) \) for each \( i = 1, \ldots, m \), and \( \hat{x} = w(k) \), we obtain

\[
\dist(w(k), X) \leq \frac{1}{\beta m} \left( \sum_{i=1}^{m} \| x^i(k) - \bar{x} \| \right) \times \left( \sum_{j=1}^{m} \dist(w(k), X_j) \right)
\]

where the vector \( \bar{x} \) and the scalar \( \delta \) are given in Assumption 1. Since \( \bar{x} \in X \), the sequence \( \{ \sum_{i=1}^{m} \| x^i(k) - \bar{x} \| \} \) is nonincreasing by Lemma 3(c). Therefore, we have

\[
\sum_{i=1}^{m} \| x^i(k) - \bar{x} \| \leq \sum_{i=1}^{m} \| x^i(0) - \bar{x} \| \text{ for all } k.
\]

Defining the constant \( R = (1/\delta) \sum_{i=1}^{m} \| x^i(0) - \bar{x} \| \) and substituting in the preceding relation, we obtain

\[
dist(w(k), X) \leq \frac{R}{m} \left( \sum_{j=1}^{m} \dist(w(k), X_j) \right) = \frac{R}{m} \sum_{j=1}^{m} \| w(k) - x^j(k+1) \|
\]

where the second relation follows in view of the definition of \( x^j(k+1) \) [cf. (8)].

By Proposition 2, we have \( u(k) \to \hat{x} \) for some \( \hat{x} \in X \) as \( k \to \infty \). Furthermore, by Lemma 3(c) and the relation \( u^i(k) = w(k) \) for all \( i \) and \( k \), we have that the sequence \( \{\| w(k) - x \| \} \) is nonincreasing for any \( x \in X \). Therefore, the sequence \( \{u(k)\} \) satisfies the conditions of Lemma 5, and by using this lemma we obtain

\[
\| u(k) - \hat{x} \| \leq 2 \dist(w(k), X) \text{ for all } k.
\]

Combining this relation with (15), we further obtain

\[
\| u(k) - \hat{x} \| \leq 2R \sum_{i=1}^{m} \| w(k) - x^i(k+1) \|.
\]

Taking the square of both sides and using the convexity of the square function \((\cdot)^2\), we have

\[
\| u(k) - \hat{x} \|^2 \leq \frac{4R^2}{m} \sum_{i=1}^{m} \| w(k) - x^i(k+1) \|^2.
\]

Since \( x^i(k+1) = P_{X_i}[w(k)] \) for all \( i \) and \( k \), using Lemma 3(a) with the substitutions \( x = \hat{x} \in X \) and \( e^i(k) = x^i(k+1) - w(k) \) for all \( i \), we see that for all \( k \)

\[
\sum_{i=1}^{m} \| w(k) - x^i(k+1) \|^2 \leq m \| w(k) - \hat{x} \|^2 - \sum_{i=1}^{m} \| x^i(k+1) - \hat{x} \|^2.
\]

Using this relation in (16), we obtain

\[
\| w(k) - \hat{x} \|^2 \leq \frac{4R^2}{m} \left( m \| w(k) - \hat{x} \|^2 - \sum_{i=1}^{m} \| x^i(k+1) - \hat{x} \|^2 \right).
\]

Rearranging the terms and using the relation \( m \| w(k) - \hat{x} \|^2 \leq \sum_{i=1}^{m} \| x^i(k+1) - \hat{x} \|^2 \) [cf. Lemma 3(a) with \( u(k) = w(k) \) and \( x = \hat{x} \)], we obtain

\[
\sum_{i=1}^{m} \| x^i(k+1) - \hat{x} \|^2 \leq \left( 1 - \frac{1}{4R^2} \right) \sum_{i=1}^{m} \| x^i(k) - \hat{x} \|^2
\]

which yields the desired result.

III. Constrained Optimization

We next consider the problem of optimizing the sum of convex objective functions corresponding to \( m \) agents con-
connected over a time-varying topology. The goal of the agents is to cooperatively solve the constrained optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} f_i(x) \\
\text{subject to} & \quad x \in \bigcap_{i=1}^{m} X_i
\end{align*}
\] (17)

where each \( f_i : \mathbb{R}^n \to \mathbb{R} \) is a convex function, representing the local objective function of agent \( i \), and each \( X_i \subseteq \mathbb{R}^n \) is a closed convex set, representing the local constraint set of agent \( i \). We assume that the local objective function \( f_i \) and the local constraint set \( X_i \) are known to agent \( i \) only. We denote the optimal value of this problem by \( f^\star \).

To keep our discussion general, we do not assume differentiability of any of the functions \( f_i \). Since each \( f_i \) is convex over the entire \( \mathbb{R}^n \), the function is differentiable almost everywhere (see [28] or [29]). At the points where the function fails to be differentiable, a subgradient exists and can be used in the role of a gradient. In particular, for a given convex function \( F : \mathbb{R}^n \to \mathbb{R} \) and a point \( \overline{x} \), a subgradient of the function \( F \) at \( \overline{x} \) is a vector \( s_F(\overline{x}) \in \mathbb{R}^n \) such that

\[
F(\overline{x}) + s_F(\overline{x})^T (x - \overline{x}) \leq F(x) \quad \text{for all } x.
\] (18)

The set of all subgradients of \( F \) at a given point \( \overline{x} \) is denoted by \( \partial F(\overline{x}) \), and it is referred to as the subdifferential set of \( F \) at \( \overline{x} \).

### A. Distributed Projected Subgradient Algorithm

We introduce a distributed subgradient method for solving problem (17) using the assumptions imposed on the information exchange among the agents in Section III-C. The main idea of the algorithm is the use of consensus as a mechanism for distributing the computations among the agents. In particular, each agent \( i \) starts with an initial estimate \( x_i^0(x) \in X_i \) and updates its estimate. An agent \( i \) updates its estimate by combining the estimates received from its neighbors, by taking a subgradient step to minimize its objective function \( f_i \), and by projecting on its constraint set \( X_i \). Formally, each agent \( i \) updates according to the following rule:

\[
v_i(k) = \sum_{j=1}^{m} a_{ij}(k)x_j(k)
\] (19)

\[
x_i(k+1) = P_{X_i} \left[ v_i(k) - \alpha_k d_i(k) \right]
\] (20)

where the scalars \( a_{ij}(k) \) are nonnegative weights and the scalar \( \alpha_k > 0 \) is a stepsize. The vector \( d_i(k) \) is a subgradient of the agent \( i \) local objective function \( f_i(x) \) at \( x = v_i(k) \).

We refer to the method (19)–(20) as the projected subgradient algorithm. To analyze this algorithm, we find it convenient to re-write the relation for \( x_i(k+1) \) in an equivalent form. This form helps us identify the linear effects due to agents mixing the estimates [which will be driven by the transition matrices \( \Phi(k,s) \)], and the nonlinear effects due to taking subgradient steps and projecting. In particular, we re-write the relations (19)–(20) as follows:

\[
v_i(k) = \sum_{j=1}^{m} a_{ij}(k)x_j(k)
\]

\[
x_i(k+1) = v_i(k) - \alpha_k d_i(k) + \phi_i(k)
\] (21)

\[
\phi_i(k) = P_{X_i} \left[ v_i(k) - \alpha_k d_i(k) \right] - (v_i(k) - \alpha_k d_i(k)).
\] (22)

The evolution of the iterates is complicated due to the nonlinear effects of the projection operation, and even more complicated due to the projections on different sets. In our subsequent analysis, we study two special cases: 1) when the constraint sets are the same [i.e., \( X_i = X \) for all \( i \)], but the agent connectivity is time-varying; and 2) when the constraint sets \( X_i \) are different, but the agent communication graph is fully connected. In the analysis of both cases, we use a basic relation for the iterates \( x_i(k) \) generated by the method in (22). This relation stems from the properties of subgradients and the projection error and is established in the following lemma.

**Lemma 6:** Let Assumptions Weights Rule and Doubly Stochasticity hold (cf. Assumptions 2 and 3). Let \( \{x_i(k)\} \) be the iterates generated by the algorithm (19)–(20). We have for any \( z \in X = \bigcap_{i=1}^{m} X_i \) all \( k \geq 0 \)

\[
\begin{align*}
\sum_{i=1}^{m} \|x_i(k+1) - z\|^2 & \leq \sum_{i=1}^{m} \|x_i(k) - z\|^2 + \alpha_k^2 \sum_{i=1}^{m} \|d_i(k)\|^2 \\
& \quad - 2\alpha_k \sum_{i=1}^{m} (f_i(v_i(k)) - f_i(z)) \\
& \quad - \sum_{i=1}^{m} \|\phi_i(k)\|^2.
\end{align*}
\]

**Proof:** Since \( x_i(k+1) = P_{X_i} \left[ v_i(k) - \alpha_k d_i(k) \right] \), it follows from Lemma 1(b) and from the definition of the projection error \( \phi_i(k) \) in (22) that for all \( z \in X \) and all \( i \)

\[
\|x_i(k+1) - z\|^2 \leq \|v_i(k) - \alpha_k d_i(k) - z\|^2 - \|\phi_i(k)\|^2.
\]

By expanding the term \( \|v_i(k) - \alpha_k d_i(k) - z\|^2 \), we obtain

\[
\begin{align*}
& \|v_i(k) - \alpha_k d_i(k) - z\|^2 \\
& \quad = \|v_i(k) - z\|^2 \\
& \quad \quad + \alpha_k^2 \|d_i(k)\|^2 - 2\alpha_k \langle d_i(k), (v_i(k) - z) \rangle.
\end{align*}
\]

Since \( d_i(k) \) is a subgradient of \( f_i(x) \) at \( x = v_i(k) \), we have

\[
d_i(k) \langle z - v_i(k) \rangle \leq f_i(z) - f_i(v_i(k))
\]

which implies

\[
d_i(k) \langle v_i(k) - z \rangle \leq f_i(v_i(k)) - f_i(z).
\]

By combining the preceding relations, we obtain

\[
\|x_i(k+1) - z\|^2
\]
Our goal is to show that the agent disagreements \(\|x^i(k) - x^j(k)\|\) converge to zero. To measure the agent disagreements \(\|x^i(k) - x^j(k)\|\) in time, we consider their average \((1/m) \sum_{i=1}^{m} x^i(k)\), and consider the agent disagreement with respect to this average. In particular, we define

\[
y(k) = \frac{1}{m} \sum_{i=1}^{m} x^i(k) \text{ for all } k.
\]

In view of (21), we have

\[
y(k+1) = \frac{1}{m} \sum_{i=1}^{m} v^i(k) - \frac{\alpha_k}{m} \sum_{i=1}^{m} d_i(k) + \frac{1}{m} \sum_{i=1}^{m} \phi(k).
\]

When the weights are doubly stochastic, since \(v^i(k) = \sum_{j=1}^{m} a^i_j(k) x^j(k)\), it follows that

\[
y(k+1) = y(k) - \frac{\alpha_k}{m} \sum_{i=1}^{m} d_i(k) + \frac{1}{m} \sum_{i=1}^{m} \phi(k). \tag{23}
\]

Under Assumption 6, the assumptions on the agent weights and connectivity stated in Section III-C, and some conditions on the stepsize \(\alpha_k\), the next lemma studies the convergence properties of the sequences \(\{\|x^i(k) - y(k)\|\}\) for all \(i\) (see Appendix for the proof).

Lemma 8: Let Weights Rule, Doubly Stochasticity, Connectivity, Information Exchange, and Same Constraint Set Assumptions hold (cf. Assumptions 2, 3, 4, 5, and 6). Let \(\{x^i(k)\}\) be the iterates generated by the algorithm (19)-(20) and consider the auxiliary sequence \(\{y(k)\}\) defined in (23).

(a) If the stepsize satisfies \(\lim_{k \to \infty} \alpha_k = 0\), then

\[
\lim_{k \to \infty} \|x^i(k) - y(k)\| = 0 \text{ for all } i.
\]

(b) If the stepsize satisfies \(\sum_{k=1}^{\infty} \alpha_k^2 < \infty\), then

\[
\lim_{k \to \infty} \sum_{k=1}^{\infty} \alpha_k \|x^i(k) - y(k)\| < \infty \text{ for all } i.
\]

The next proposition presents our main convergence result for the same constraint set case. In particular, we show that the iterates \(x^i(k)\) of the projected subgradient algorithm converge to an optimal solution when we use a stepsize converging to zero fast enough. The proof uses Lemmas 6 and 8.

Proposition 4: Let Weights Rule, Doubly Stochasticity, Connectivity, Information Exchange, and Same Constraint Set Assumptions hold (cf. Assumptions 2, 3, 4, 5, and 6). Let \(\{x^i(k)\}\) be the iterates generated by the algorithm (19)-(20) with the stepsize satisfying \(\sum_{k=1}^{\infty} \alpha_k = \infty\) and \(\sum_{k=1}^{\infty} \alpha_k^2 < \infty\). In addition, assume that the optimal solution set \(X^*\) is nonempty. Then, there exists an optimal point \(x^* \in X^*\) such that

\[
\lim_{k \to \infty} \|x^i(k) - x^*\| = 0 \text{ for all } i.
\]

Proof: From Lemma 6, we have for \(z \in X\) and all \(k\)

\[
\sum_{i=1}^{m} \|x^i(k+1) - z\|^2
\]
\[ \sum_{j=1}^{m} \|x_j(k) - z\|^2 + \alpha_k^2 \sum_{j=1}^{m} \|d_j(k)\|^2 - 2\alpha_k \sum_{j=1}^{m} (f_i(v_j(k)) - f_i(z)) \geq \sum_{j=1}^{m} \|\phi_j(k)\|^2. \]

By dropping the nonpositive term on the right hand side, and by using the subgradient boundedness, we obtain
\[ \sum_{j=1}^{m} \|x_j(k+1) - z\|^2 \leq \sum_{j=1}^{m} \|x_j(k) - z\|^2 + \alpha_k^2 mL^2 - 2\alpha_k \sum_{j=1}^{m} (f_i(v_j(k)) - f_i(y(k))) - 2\alpha_k (f(y(k)) - f(z)). \quad (24) \]

In view of the subgradient boundedness and the stochasticity of the weights, it follows:
\[ |f_i(v_j(k)) - f_i(y(k))| \leq L|x_j(k) - y(k)| \leq L \sum_{j=1}^{m} \alpha_j(k) \|x_j(k) - y(k)\| \]
implying, by the doubly stochasticity of the weights, that
\[ \sum_{j=1}^{m} |f_i(v_j(k)) - f_i(y(k))| \leq L \sum_{j=1}^{m} \sum_{j=1}^{m} \alpha_j(k) \|x_j(k) - y(k)\| = L \sum_{j=1}^{m} \|x_j(k) - y(k)\|. \]

By using this in relation (24), we see that for any \( z \in X \), and all \( i \) and \( k \)
\[ \sum_{j=1}^{m} \|x_j(k+1) - z\|^2 \leq \sum_{j=1}^{m} \|x_j(k) - z\|^2 + \alpha_k^2 mL^2 + 2\alpha_k \sum_{j=1}^{m} \|x_j(k) - y(k)\| - 2\alpha_k (f(y(k)) - f(z)). \]

By letting \( K = 1 \) and \( N \to \infty \) in relation (25), and using \( \sum_{k=1}^{\infty} \frac{\alpha_k}{k} < \infty \) and \( \sum_{k=1}^{\infty} \alpha_k^2 \sum_{j=1}^{m} \|x_j(k) - y(k)\| < \infty \) [which follows by Lemma 8], we obtain
\[ \sum_{k=1}^{\infty} \alpha_k (f(y(k)) - f(z)) < \infty. \]

Since \( x_j(k) \in X \) for all \( j \), we have \( f(y(k)) \geq f^* \geq 0 \). Since \( z^* \in X^* \), it follows that \( f(y(k)) - f^* \to 0 \) for all \( k \). This relation, the assumption that \( \sum_{k=1}^{\infty} \alpha_k = \infty \), and \( \sum_{k=1}^{\infty} \alpha_k (f(y(k)) - f(z^*)) < \infty \) imply
\[ \liminf_{k \to \infty} (f(y(k)) - f^*) = 0. \quad (26) \]

We next show that each sequence \( \{x_i(k)\} \) converges to the same optimal point. By dropping the nonnegative term involving \( f(y(k)) - f(z^*) \) in (25), we have
\[ \sum_{i=1}^{m} \|x_i(N+1) - z^*\|^2 \leq \sum_{i=1}^{m} \|x_i(K) - z^*\|^2 + mL^2 \sum_{k=K}^{N} \alpha_k^2 + 2L \sum_{i=1}^{m} \sum_{k=K}^{N} \alpha_k \|x_i(k) - y(k)\|. \]

Since \( \sum \alpha_k^2 < \infty \) and \( \sum_{k=K}^{N} \alpha_k \sum_{j=1}^{m} \|x_j(k) - y(k)\| < \infty \), it follows that the sequence \( \{x_i(k)\} \) is bounded for each \( i \), and
\[ \limsup_{N \to \infty} \sum_{i=1}^{m} \|x_i(N+1) - z^*\|^2 \leq \liminf_{K \to \infty} \sum_{i=1}^{m} \|x_i(K) - z^*\|^2. \]

Thus, the scalar sequence \( \{\sum_{i=1}^{m} \|x_i(k) - z^*\|^2\} \) is convergent for every \( z^* \in X^* \). By Lemma 8, we have \( \lim_{k \to \infty} \|x_i(k) - y(k)\| = 0 \). Therefore, it also follows that \( \{y(k)\} \) is bounded and the scalar sequence \( \{\|y(k) - z^*\|^2\} \) is convergent for every \( z^* \in X^* \). Since \( y(k) \) is bounded, it must have a limit point, in view of \( \liminf_{k \to \infty} f(y(k)) = f^* \) [cf. (26)] and the continuity of \( f \) (due to convexity of \( f \) over \( \mathbb{R}^m \)), one of the limit points of \( \{y(k)\} \) must belong to \( X^* \); denote this limit point by \( x^* \). Since the sequence \( \{\|y(k) - x^*\|^2\} \) is convergent, it follows that \( y(k) \) can have a unique limit point, i.e., \( \lim_{k \to \infty} y(k) = x^* \). This and \( \lim_{k \to \infty} \|x_i(k) - y(k)\| = 0 \) imply that each of the sequences \( \{x_i(k)\} \) converges to the same \( x^* \in X^* \).

2) Convergence for Uniform Weights: We next consider a version of the projected subgradient algorithm (19)–(20) for the case when the agents use uniform weights, i.e., \( \alpha_j(k) = (1/m) \) for all \( i, j \), and \( k \geq 0 \). We show that the estimates generated by the method converge to an optimal solution of problem (17) under some conditions. In particular, we adopt the following assumption in our analysis.

**Assumption 7:** (Compactness) For each \( i \), the local constraint set \( \mathcal{X}_i \) is a compact set, i.e., there exists a scalar \( B > 0 \) such that
\[ \|x_i\| \leq B \text{ for all } x_i \in \mathcal{X}_i \text{ and all } i. \]

An important implication of the preceding assumption is that, for each \( i \), the subgradients of the function \( f_i \) at all points \( x_i \in \mathcal{X}_i \)
$X_i$ are uniformly bounded, i.e., there exists a scalar $L > 0$ such that

$$\|g\| \leq L \text{ for all } g \in \partial f_i(x), \text{ all } x \in X_i \text{ and all } i.$$ \hspace{1cm} (27)

The next proposition presents our convergence result for the projected subgradient algorithm in the uniform weight case. The proof uses the error bound relation established in Lemma 2 under the interior point assumption on the intersection set $X = \cap_{i=1}^m X_i$ (cf. Assumption 1) together with the basic subgradient relation of Lemma 6.

**Proposition 5:** Let Interior Point and Compactness Assumptions hold (cf. Assumptions 1 and 7). Let $\{x^i(k)\}$ be the iterates generated by the algorithm (19)–(20) with the weight vectors $a^i(k) = (1/m, \ldots, 1/m)^T$ for all $i$ and $k$, and the stepsize satisfying $\sum_{k} \alpha_k = \infty$ and $\sum_{k} \alpha_k^2 < \infty$. Then, the sequences \{\text{Proposition 5: Let Interior Point and Compactness Assumptions hold (cf. Assumptions 1 and 7). Let } \{x^i(k)\} \text{ be the iterates generated by the algorithm (19)–(20) with the weight vectors } a^i(k) = (1/m, \ldots, 1/m)^T \text{ for all } i \text{ and } k, \text{ and the stepsize satisfying } \sum_{k} \alpha_k = \infty \text{ and } \sum_{k} \alpha_k^2 < \infty. \text{ Then, the sequences } \{x^i(k)\}, i = 1, \ldots, m, \text{ converge to the same optimal point, i.e.}\]

$$\lim_{k \to \infty} x^i(k) = x^* \text{ for some } x^* \in X^* \text{ and all } i.$$ \hspace{1cm} (28)

**Proof:** By Assumption 7, each set $X_i$ is compact, which implies that the intersection set $X = \cap_{i=1}^m X_i$ is compact. Since each function $f_i$ is continuous (due to convexity over $\mathbb{R}^n$), it follows from Weierstrass’ Theorem that problem (17) has an optimal solution, denoted by $z^* \in X$. By using Lemma 6 with $z = z^*$, we have for all $i$ and $k \geq 0$

$$\sum_{i=1}^m \|x^i(k) - z^*\|^2 \leq \sum_{i=1}^m \|x^i(k) - z^*\|^2 + \alpha_k \sum_{i=1}^m \|d_i(k)\|^2 - 2\alpha_k \sum_{i=1}^m (f_i(x(k)) - f_i(z^*)),$$ \hspace{1cm} (29)

For any $k \geq 0$, define the vector $s(k)$ by

$$s(k) = \frac{\epsilon}{\epsilon + \delta} x + \frac{\delta}{\epsilon + \delta} \hat{x}(k)$$

where $\delta$ is the scalar given in Assumption 1, $\hat{x}(k) = (1/m) \sum_{j=1}^m x^j(k)$, and $\epsilon = \sum_{j=1}^m \text{dist}(\hat{x}(k), X_j)$ (cf. Lemma 2). By using the subgradient boundedness (see (27)) and adding and subtracting the term $2\alpha_k \sum_{i=1}^m f_i(s(k))$ in (28), we obtain

$$\sum_{i=1}^m \|x^i(k) - z^*\|^2 \leq \sum_{i=1}^m \|x^i(k) - z^*\|^2 + \alpha_k \sum_{i=1}^m \|d_i(k)\|^2 - 2\alpha_k \sum_{i=1}^m (f_i(x(k)) - f_i(z^*)) - 2\alpha_k \sum_{i=1}^m (f_i(x(k)) - f_i(s(k))).$$ \hspace{1cm} (30)

Using the subgradient definition and the subgradient boundedness assumption, we further have for all $i$ and $k$

$$\|f_i(x^i(k)) - f_i(s(k))\| \leq L\|x^i(k) - s(k)\|.\hspace{1cm}$$

Combining these relations with the preceding and using the notation $f = \sum_{i=1}^m f_i$, we obtain

$$\sum_{i=1}^m \|x^i(k+1) - z^*\|^2 \leq \sum_{i=1}^m \|x^i(k) - z^*\|^2 + \alpha_k^2 mL^2 - \alpha_k \sum_{i=1}^m \|\phi^i(k)\|^2 - 2\alpha_k (f(s(k)) - f(z^*)) + 2\alpha_k L \sum_{i=1}^m \|x^i(k) - s(k)\|^2.$$ \hspace{1cm} (31)

Since the weights are all equal, from relation (19) we have $\phi^i(k) = \phi(k)$ for all $i$ and $k$. Using Lemma 2(b) with the substitution $s = s(k)$ and $x = x(k) = (1/m) \sum_{j=1}^m x^j(k)$, we obtain for all $i$ and $k$

$$\|x^i(k) - s(k)\| \leq \frac{1}{\delta m} \left( \sum_{j=1}^m \|x^j(k) - x\| \right) \times \left( \sum_{j=1}^m \text{dist}(\hat{x}(k), X_j) \right).$$

Since $x^j(k) \in X_j$, we have $\text{dist}(\hat{x}(k), X_j) \leq \|\hat{x}(k) - x^j(k + 1)\|$ for all $j$ and $k$. Furthermore, since $\tau \in X \subseteq X_j$ for all $j$, using Assumption 7, we obtain $\|x^j(k) - \tau\| \leq 2B$. Therefore, for all $i$ and $k$

$$\|x^i(k) - s(k)\| \leq \frac{2B}{\delta} \sum_{j=1}^m \text{dist}(\hat{x}(k), X_j) \leq \frac{2B}{\delta} \sum_{j=1}^m \|\hat{x}(k) - x^j(k + 1)\|.\hspace{1cm}$$

Moreover, we have $\phi^i(k) = \phi^j(k)$ for all $j$ and $k$, implying

$$\|x^i(k+1) - \hat{x}(k)\| = \|x^i(k+1) - (\phi^i(k) - \alpha_k d_i(k))\| + \alpha_k \|d_i(k)\|.$$ \hspace{1cm} (32)

In view of the definition of the error term $\phi^i(k)$ in (22) and the subgradient boundedness, it follows:

$$\|x^i(k+1) - \hat{x}(k)\| \leq \|\phi^i(k)\| + \alpha_k L$$

which when substituted in relation (30) yields for all $i$ and $k$

$$\|x^i(k) - s(k)\| \leq \frac{2B}{\delta} \left( \alpha_k mL + \sum_{j=1}^m \|\phi^j(k)\| \right).$$ \hspace{1cm} (33)

We now substitute the estimate (31) in (29) and obtain for all $k$,

$$\sum_{i=1}^m \|x^i(k+1) - z^*\|^2 \leq L\|x^i(k) - s(k)\|^2 + 2\alpha_k mL \sum_{i=1}^m \|x^i(k) - s(k)\|^2.$$
In view of the former of the preceding two relations, we have
\[
\lim_{k \to \infty} \phi^i(k) = 0 \text{ for all } i
\]
while from the latter, since \( \sum_k \alpha_k = \infty \) and \( f(s(k)) - f^* \geq 0 \) [because \( s(k) \in X \) for all \( k \)], we obtain
\[
\liminf_{k \to \infty} f(s(k)) = f^*.
\] (34)

Since \( \phi^i(k) \to 0 \) for all \( i \) and \( \alpha_k \to 0 \) [in view of \( \sum_k \alpha_k^2 < \infty \)], from (31) it follows that:
\[
\lim_{k \to \infty} ||x^i(k) - s(k)|| = 0 \text{ for all } i.
\]

Finally, since \( x^i(k+1) = v^i(k) - \alpha_k d_i(k) + \phi^i(k) \) [see (22)], in view of \( \alpha_k \to 0 \), \( ||d_i(k)|| \leq L \), and \( \phi^i(k) \to 0 \), we see that \( \lim_{k \to \infty} ||x^i(k+1) - v^i(k)|| = 0 \) for all \( i \). This and the preceding relation yield
\[
\lim_{k \to \infty} ||x^i(k+1) - s(k)|| = 0 \text{ for all } i.
\]

We now show that the sequences \( \{x^i(k)\}, i = 1, \ldots , m \), converge to the same limit point, which lies in the optimal solution set \( X^* \). By taking limsup as \( N \to \infty \) in relation (33) and then liminf as \( K \to \infty \), (dropping the nonnegative terms on the right hand side there), since \( \sum_k \alpha_k^2 < \infty \), we obtain for any \( z^* \in X^* \)
\[
\limsup_{N \to \infty} \sum_{i=1}^{m} ||x^i(N+1) - z^*||^2 \leq \liminf_{K \to \infty} \sum_{i=1}^{m} ||x^i(K) - z^*||^2
\]

implying that the scalar sequence \( \{\sum_{i=1}^{m} ||x^i(k) - z^*||\} \) is convergent for every \( z^* \in X^* \). Since \( ||x^i(k+1) - s(k)|| \to 0 \) for all \( i \), it follows that the scalar sequence \( \{|s(k) - z^*|\} \) is also convergent for every \( z^* \in X^* \). In view of \( \liminf_{k \to \infty} f(s(k)) = f^* \) [cf. (34)], it follows that one of the limit points of \( \{s_k\} \) must belong to \( X^* \); denote this limit by \( x^* \). Since \( ||s(k) - z^*|| \) is convergent for \( z^* = x^* \), it follows that \( \lim_{k \to \infty} s(k) = x^* \).

This and \( ||x^i(k+1) - s(k)|| \to 0 \) for all \( i \) imply that each of the sequences \( \{x^i(k)\} \) converges to a vector \( x^* \), with \( x^* \in X^* \). ■

IV. CONCLUSION

We studied constrained consensus and optimization problems where agent \( i \)'s estimate is constrained to lie in a closed convex set \( X_i \). For the constrained consensus problem, we presented a distributed projected consensus algorithm and studied its convergence properties. Under some assumptions on the agent weights and the connectivity of the network, we proved that each of the estimates converge to the same limit, which belongs to the intersection of the constraint sets \( X_i \). We also showed that the convergence rate is geometric under an interior point assumption for the case when agent weights are time-invariant and uniform. For the constrained optimization problem, we presented a distributed projected subgradient algorithm. We showed that with a stepsize converging to zero fast enough, the estimates generated by the subgradient algorithm converges to an optimal solution for the case when all agent constraint sets
are the same and when agent weights are time-invariant and uniform.

The framework and algorithms studied in this paper motivate a number of interesting research directions. One interesting future direction is to extend the constrained optimization problem to include both local and global constraints, i.e., constraints known by all the agents. While global constraints can also be addressed using the “primal projection” algorithms of this paper, an interesting alternative would be to use “primal-dual” subgradient algorithms, in which dual variables (or prices) are used to ensure feasibility of agent estimates with respect to global constraints. Such algorithms have been studied in recent work [30] for general convex constrained optimization problems (without a multi-agent network structure).

Moreover, we presented convergence results for the distributed subgradient algorithm for two cases: agents have time-varying weights but the same constraint set; and agents have time-invariant uniform weights and different constraint sets. When agents have different constraint sets, the convergence analysis relies on an error bound that relates the distances of the iterates (generated with constant uniform weights) to each $X_i$ with the distance of the iterates to the intersection set under an interior point condition (cf. Lemma 2). This error bound is also used in establishing the geometric convergence rate of the projected consensus algorithm with constant uniform weights. These results can be extended using a similar analysis once an error bound is established for the general case with time-varying weights. We leave this for future work.

APPENDIX

In this Appendix, we provide the missing proofs for some of the lemmas presented in the text.

Proof of Lemma 3:

(a) For any $x \in X$ and $k$, we consider the term $\|x^i(k+1) - x\|^2$. Since $X \subseteq X_i$ for all $i$, it follows that $x \in X_i$ for all $i$. Since we also have $x^i(k+1) = P_{X_i}[w^i(k)]$, we have from Lemma 1(b) that for all $x \in X$ and all $k \geq 0$

$$\|x^i(k+1) - x\|^2 \leq \|w^i(k) - x\|^2 - \|x^i(k+1) - w^i(k)\|^2$$

which yields the relation in part (a)(i) in view of relation (9).

By the definition of $w^i(k)$ in (7) and the stochasticity of the weight vector $a^i(k)$ [cf. Assumption 3(a)], we have for every agent $i$ and any $x \in X$

$$w^i(k) - x = \sum_{j=1}^{m} a_{ij}^i (x^j(k) - x) \quad \text{for all } k \geq 0. \quad (35)$$

Thus, for any $x \in X$, and all $i$ and $k$

$$\|w^i(k) - x\|^2 = \left( \sum_{j=1}^{m} a_{ij}^i (x^j(k) - x) \right)^2 \leq \sum_{j=1}^{m} a_{ij}^i \|x^j(k) - x\|^2$$

where the inequality holds since the vector $\sum_{j=1}^{m} a_{ij}^i (x^j(k) - x)$ is a convex combination of the vectors $x^j(k) - x$ and the squared norm $\| \cdot \|^2$ is a convex function. By summing the preceding relations over $i = 1, \ldots, m$, we obtain

$$\sum_{i=1}^{m} \|w^i(k) - x\|^2 \leq \sum_{i=1}^{m} \sum_{j=1}^{m} a_{ij}^i \|x^i(k) - x\|^2 = \sum_{j=1}^{m} \left( \sum_{i=1}^{m} a_{ij}^i \right) \|x^j(k) - x\|^2.$$

Using the doubly stochasticity of the weight vectors $a_{ij}^i$, i.e., $\sum_{j=1}^{m} a_{ij}^i = 1$ for all $j$ and $k$ [cf. Assumption 3(b)], we obtain the relation in part (a)(ii), i.e., for all $x \in X$ and $k \geq 0$

$$\sum_{i=1}^{m} \|w^i(k) - x\|^2 \leq \sum_{i=1}^{m} \|x^i(k) - x\|^2.$$

Similarly, from relation (35) and the doubly stochasticity of the weights, we obtain for all $x \in X$ and all $k$

$$\sum_{i=1}^{m} \|w^i(k) - x\|^2 \leq \sum_{i=1}^{m} \sum_{j=1}^{m} a_{ij}^i \|x^j(k) - x\| = \sum_{j=1}^{m} \|x^j(k) - x\|^2$$

thus showing the relation in part (a)(iii).

(b) For any $x \in X$, the nonincreasing properties of the sequences $\left\{ \sum_{i=1}^{m} \|w^i(k) - x\|^2 \right\}$ and $\left\{ \sum_{i=1}^{m} \|x^i(k) - x\|^2 \right\}$ follow by combining the relations in parts (a)(i)–(ii).

(c) Since $x^i(k+1) = P_{X_i}(w^i(k))$ for all $i$ and $k \geq 0$, using the nonexpansiveness property of the projection operation [cf. (2)], we have for all $i$ and $k \geq 0$

$$\|x^i(k+1) - x\| \leq \|w^i(k) - x\|$$

for all $x \in X_i$.

Summing the preceding relations over all $i \in \{1, \ldots, m\}$ yields for all $k$

$$\sum_{i=1}^{m} \|x^i(k+1) - x\| \leq \sum_{i=1}^{m} \|w^i(k) - x\| \quad \text{for all } x \in X, \quad (36)$$

The nonincreasing property of the sequences $\left\{ \sum_{i=1}^{m} \|w^i(k) - x\|^2 \right\}$ and $\left\{ \sum_{i=1}^{m} \|x^i(k) - x\|^2 \right\}$ follows from the preceding relation and the relation in part (a)(iii).

(d) By summing the relations in part (a)(i) over $i = 1, \ldots, m$, we obtain for any $x \in X$ and all $k \geq 0$

$$\sum_{i=1}^{m} \|x^i(k+1) - x\|^2 \leq \sum_{i=1}^{m} \|w^i(k) - x\|^2 - \sum_{i=1}^{m} \|x^i(k)\|^2.$$

Combined with the inequality $\sum_{j=1}^{m} \|w^i(k) - x\|^2 \leq \sum_{j=1}^{m} \|x^j(k) - x\|^2$ of part (a)(ii), we further obtain for all $k \geq 0$

$$\sum_{i=1}^{m} \|x^i(k)\|^2 \leq \sum_{i=1}^{m} \|x^i(k) - x\|^2 - \sum_{i=1}^{m} \|x^i(k+1) - x\|^2.$$

Summing these relations over $k = 0, \ldots, s$ for any $s > 0$ yields
\[
\sum_{k=0}^{s} \sum_{i=1}^{m} ||x^i(k)||^2 \leq \sum_{i=1}^{m} ||x^i(0) - x||^2 \\
- \sum_{i=1}^{m} ||x^i(s+1) - x||^2 \\
\leq \sum_{i=1}^{m} ||x^i(0) - x||^2 .
\]

By letting \( s \to \infty \), we obtain
\[
\sum_{k=0}^{\infty} \sum_{i=1}^{m} ||x^i(k)||^2 \leq \sum_{i=1}^{m} ||x^i(0) - x||^2
\]

implying \( \lim_{k \to \infty} ||x^i(k)|| = 0 \) for all \( i \).

**Proof of Lemma 8:**

(a) Using the relations in (22) and the transition matrices \( \Phi(k, s) \), we can write for all \( i \), and for all \( k \) and \( s \) with \( k > s \)
\[
x^i(k+1) = \sum_{j=1}^{m} \Phi(k, s)_{ij} x^j(s) \\
- \sum_{r=s}^{k-1} \sum_{j=1}^{m} \Phi(k, r+1)_{ij} \alpha_r d_j(r) \\
- \alpha_k d_i(k) + \sum_{r=s}^{k-1} \sum_{j=1}^{m} \Phi(k, r+1)_{ij} \phi^j(r) \\
\]

\[
+ \phi^i(k).
\]

Similarly, using the transition matrices and relation (23), we can write for \( y(k+1) \) and for all \( k \) and \( s \) with \( k > s \)
\[
y(k+1) = y(s) - \frac{1}{m} \sum_{r=s}^{k-1} \sum_{j=1}^{m} \alpha_r d_j(r) \\
- \frac{\alpha_k}{m} \sum_{j=1}^{m} d_i(k) + \frac{1}{m} \sum_{r=s}^{k-1} \sum_{j=1}^{m} \phi^j(r) \\
\]

\[
+ \frac{1}{m} \sum_{j=1}^{m} \phi^j(k). 
\]

Therefore, since \( y(s) = (1/m) \sum_{j=1}^{m} x^j(s) \), we have for \( s = 0 \)
\[
||x^i(k) - y(k)|| \\
\leq \sum_{j=1}^{m} \left| \left| \Phi(k - 1, 0) \right| \left| \phi^j(0) \right| \right| \\
+ \sum_{r=0}^{k-2} \sum_{j=1}^{m} \left| \left| \Phi(k - 1, r+1) \right| \left| \alpha_r d_j(r) \right| \right| \\
+ \alpha_k ||d_i(k)|| + \frac{\alpha_k}{m} \sum_{j=1}^{m} ||d_j(k-1)|| \\
+ \sum_{r=0}^{k-2} \sum_{j=1}^{m} \left| \left| \Phi(k - 1, r+1) \right| \left| \phi^j(r) \right| \right| \\
+ \frac{1}{m} \sum_{j=1}^{m} ||\phi^j(k)|| \\
+ \frac{1}{m} \sum_{j=1}^{m} ||\phi^j(k-1)|| + \frac{1}{m} \sum_{j=1}^{m} ||\phi^j(k-1)||.
\]

Using the estimate for \( \left| \left| \Phi(k, s) \right| \left| \phi^j(s) \right| \right| - (1/m) \) of Proposition 1(a), we have for all \( k \geq s \)
\[
\left| \left| \Phi(k, s) \right| \left| \phi^j(s) \right| \right| - \frac{1}{m} \leq C \beta^{k-s} \text{ for all } i, j
\]

with \( C = 2(1 + \eta^{1-B_0} 1 - \eta^{B_0}) \) and \( \beta = (1 - \eta^{1-B_0})^{1/\alpha_k} \). Hence, using this relation and the subgradient boundedness, we obtain for all \( i \) and \( k \geq 2 \)
\[
||x^i(k) - y(k)|| \\
\leq mC \beta^{k-1} \sum_{j=1}^{m} ||x^j(0)|| + mCL \sum_{r=0}^{k-2} \beta^{k-r-2} \alpha_r \\
+ 2\alpha_{k-1} L + C \sum_{r=0}^{k-2} \beta^{k-r-2} \sum_{j=1}^{m} ||\phi^j(r)|| \\
+ ||\phi^i(k-1)|| + \frac{1}{m} \sum_{j=1}^{m} ||\phi^j(k-1)||. \tag{37}
\]

We next show that the errors \( \phi^i(k) \) satisfy \( ||\phi^i(k)|| \leq \alpha_k L \) for all \( i \) and \( k \). In view of the relations in (22), since \( x^i(k) \in X_j = X \) for all \( k \) and \( j \), and the vector \( d^i(k) \) is stochastic for all \( i \) and \( k \), it follows that \( v^i(k) \in X \) for all \( i \) and \( k \). Furthermore, by the projection property in Lemma 1(b), we have for all \( i \) and \( k \)
\[
||x^i(k+1) - v^i(k)||^2 \\
\leq ||v^i(k) - \alpha_k d_i(k) - v^i(k)||^2 \\
- ||x^i(k+1) - (v^i(k) - \alpha_k d_i(k))||^2 \\
\leq \alpha^2_k L^2 - ||\phi^i(k)||^2
\]

where in the last inequality we use \( ||d_i(k)|| \leq L \) (see Assumption 6). It follows that \( ||\phi^i(k)|| \leq \alpha_k L \) for all \( i \) and \( k \). By using this in relation (37), we obtain
\[
||x^i(k) - y(k)|| \\
\leq mC \beta^{k-1} \sum_{j=1}^{m} ||x^j(0)|| \\
+ 2mCL \sum_{r=0}^{k-2} \beta^{k-r-2} \alpha_r + 4\alpha_{k-1} L. \tag{38}
\]

By taking the limit superior in relation (38) and using the facts \( \beta^k \to 0 \) (recall \( 0 < \beta < 1 \)) and \( \alpha_k \to 0 \), we obtain for all \( i \)
\[
\limsup_{k \to \infty} ||x^i(k) - y(k)|| \leq 2mCL \beta^{-2} \limsup_{k \to \infty} \sum_{r=0}^{k-2} \beta^{k-r} \alpha_r.
\]

Finally, since \( 0 < \beta < 1 \) and \( \lim_{k \to \infty} \alpha_k = 0 \), by Lemma 7 we have
\[
\lim_{k \to \infty} \sum_{r=0}^{k-2} \beta^{k-r} \alpha_r = 0.
\]
In view of the preceding two relations, it follows that \( \lim_{k \to \infty} ||x^i(k) - y(k)|| = 0 \) for all \( i \).

(b) By multiplying the relation in (38) with \( \alpha_k \), we obtain

\[
\alpha_k ||x^i(k) - y(k)|| \leq mC \beta \|x^i(0)\|^{k-1} \sum_{j=1}^{m} \|x^j(0)\| + 2mCL \sum_{r=0}^{k-2} \beta^{k-r-2} \alpha_k \alpha_r + 4 \alpha_k \alpha_{k-1} \beta.
\]

By using \( \alpha_k \beta^{k-1} \leq \alpha_k^2 + \beta \) and \( 2 \alpha_k \alpha_r \leq \alpha_k^2 + \alpha_r^2 \), for any \( k \) and \( r \), we have

\[
\alpha_k ||x^i(k) - y(k)|| \leq mC \beta \|x^i(0)\|^{k-1} \sum_{j=1}^{m} \|x^j(0)\| + mCA \alpha_k^2 + mCL \sum_{r=0}^{k-2} \beta^{k-r-2} \alpha_r^2 + 2L(\alpha_k^2 + \alpha_{k-1}^2)
\]

where \( A = \sum_{j=1}^{m} \|x^j(0)\| + (L/(1 - \beta)) \). Therefore, by summing and grouping some of the terms, we obtain

\[
\sum_{k=1}^{\infty} \alpha_k ||x^i(k) - y(k)|| \leq mC \left( \sum_{k=1}^{\infty} \beta^{k-1} \right) \sum_{j=1}^{m} \|x^j(0)\| + mCA \alpha_k^2 + 2L(\alpha_k^2 + \alpha_{k-1}^2) + mCL \sum_{r=0}^{k-2} \beta^{k-r-2} \alpha_r^2.
\]

In the preceding relation, the first term is summable since \( 0 < \beta < 1 \). The second term is summable since \( \sum_{k=1}^{\infty} \alpha_k^2 < \infty \). The third term is also summable by Lemma 7. Hence, \( \sum_{k=1}^{\infty} \alpha_k ||x^i(k) - y(k)|| < \infty \).

**ACKNOWLEDGMENT**

The authors would like to thank the associate editor, three anonymous referees, and various seminar participants for useful comments and discussions.

**REFERENCES**


Angelia Nedić (M’06) received the B.S. degree in mathematics from the University of Montenegro, Podgorica, in 1987, the M.S. degree in mathematics from the University of Belgrade, Belgrade, Serbia, in 1990, the Ph.D. degree in mathematics and mathematical physics from Moscow State University, Moscow, Russia, in 1994, and the Ph.D. degree in electrical engineering and computer science from the Massachusetts Institute of Technology, Cambridge, in 2002.

She was with the BAE Systems Advanced Information Technology from 2002 to 2006. Since 2006, she has been a member of the faculty of the Department of Industrial and Enterprise Systems Engineering (IESE), University of Illinois at Urbana-Champaign. Her general interest is in optimization including fundamental theory, models, algorithms, and applications. Her current research interest is focused on large-scale convex optimization, distributed multi-agent optimization, and duality theory with applications in decentralized optimization.

Dr. Nedić received the NSF Faculty Early Career Development (CAREER) Award in 2008 in Operations Research.

Asuman Ozdaglar (S’96–M’02) received the B.S. degree in electrical engineering from the Middle East Technical University, Ankara, Turkey, in 1996, and the S.M. and the Ph.D. degrees in electrical engineering and computer science from the Massachusetts Institute of Technology (MIT), Cambridge, in 1998 and 2003, respectively.

Since 2003, she has been a member of the faculty of the Electrical Engineering and Computer Science Department, MIT, where she is currently the Class of 1943 Associate Professor. She is also a member of the Laboratory for Information and Decision Systems and the Operations Research Center. Her research interests include optimization theory, with emphasis on nonlinear programming and convex analysis, game theory, with applications in communication, social, and economic networks, and distributed optimization methods. She is the co-author of the book Convex Analysis and Optimization (Boston, MA: Athena Scientific, 2003).

Dr. Ozdaglar received the Microsoft Fellowship, the MIT Graduate Student Council Teaching Award, the NSF CAREER Award, and the 2008 Donald P. Eckman Award of the American Automatic Control Council.

Pablo A. Parrilo (S’92–A’95–SM’07) received the electronics engineering undergraduate degree from the University of Buenos Aires, Buenos Aires, Argentina, in 1995 and the Ph.D. degree in control and dynamical systems from the California Institute of Technology, Pasadena, in 2000.

He has held short-term visiting appointments at UC Santa Barbara, Lund Institute of Technology, and UC Berkeley. From 2001 to 2004, he was Assistant Professor of Analysis and Control Systems at the Swiss Federal Institute of Technology (ETH Zurich).

He is currently a Professor at the Department of Electrical Engineering and Computer Science, Massachusetts Institute of Technology, Cambridge, where he holds the Finmeccanica Career Development chair. He is affiliated with the Laboratory for Information and Decision Systems (LIDS) and the Operations Research Center (ORC). His research interests include optimization methods for engineering applications, control and identification of uncertain complex systems, robustness analysis and synthesis, and the development and application of computational tools based on convex optimization and algorithmic algebra to practically relevant engineering problems.

Dr. Parrilo received the 2005 Donald P. Eckman Award of the American Automatic Control Council, and the SIAM Activity Group on Control and Systems Theory (SIAG/CST) Prize. He is currently on the Board of Directors of the Foundations of Computational Mathematics (FoCM) society and on the Editorial Board of the MPS/SIAM Book Series on Optimization.