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Economical simulation in particle filtering using interpolation

Josh A. Taylor, Student Member, IEEE, Franz S. Hover, Member, IEEE,

Abstract—Sampling from the importance density is often a costly aspect of particle filters. We present a method by which to replace the most computationally expensive component of the importance density with an efficient approximation, thus allowing for the propagation of a large number of particles at reduced cost. The modification is implemented within auxiliary and regularized particle filters in a numerical example based on the Kraichnan-Orszag system.

I. INTRODUCTION

Particle filters are a general solution to the recursive Bayesian estimation problem. The first practically applicable particle filter appeared in [1] under the name bootstrap filter. Because the algorithm was both general and simple, many variations soon appeared, some of the most successful of which are assembled in [2]. Particle filters approximate arbitrary distributions with sets of weighted points, i.e., particles, in contrast to Kalman filters [3], which propagate Gaussian distributions via their mean and covariance. The price of generality is computational efficiency - often, a large number of particles must be carried to obtain an accurate representation of the distribution.

Sampling from the importance density often accounts for the most computationally intensive component of a particle filter. In many cases this portion can be divided into a deterministic function evaluation followed by the incorporation of a noise sample. Usually, it is the deterministic portion which accounts for most of the computational load; recognizing this, we seek an efficient parameterization of the deterministic part of the importance density, which can then be inexpensively evaluated in place of the true function. Under mild smoothness assumptions, polynomial interpolation is an attractive means to this.

Our approach is as follows: the deterministic portion of the importance density is evaluated at special interpolation points (nodes), from which an accurate approximation to the true function (an interpolant) can be constructed. The interpolant can then be inexpensively evaluated numerous times, allowing for the propagation of a large number of particles at little cost. The appropriate noise sample can then be incorporated separately, as in the original importance density. In this paper we employ Barycentric Lagrange polynomial interpolation [4]-[7], although any method is valid. We have chosen to use Barycentric Lagrange polynomial interpolation for its speed and stability. Other approaches, such as splines and trigonometric interpolation [8], should be considered if more appropriate to a particular problem.

One-dimensional schemes are extended to multiple dimensions by Cartesian products; this approach suffers the ‘Curse of Dimensionality’, which is that convergence slows exponentially with increasing dimension. Due to this fact, we expect that the new filter will provide computational gains in situations with a relatively low number of dimensions but for which the importance density is expensive to evaluate. Various multidimensional schemes exist for exploiting dimensional structure, e.g., sparse grids [9], [10] and dimension adaptivity [11], the use of which may extend the applicability of the new filter to higher dimensions. However, there are many important problems of the scale developed here, including target tracking, estimation for control systems, real-time system identification, and mobile robot localization. The paper is organized as follows: Section II outlines interpolation and the general recursive Bayesian estimation framework and discusses some basic particle filter formulations. Section III-A details the new filter and interpolation procedure. Section IV shows the results of numerical simulations on a Kraichnan-Orszag system based example.

II. BACKGROUND

In this section, we provide background material needed for explaining how the interpolation filter is constructed, and for subsequently assessing its performance.

A. Interpolation

Interpolation [4], [5] is the approximation of function values using evaluations of that function at other points in the domain. Here we use Barycentric Lagrange polynomial interpolation [6], [7], which we prefer over other methods for its numerical stability and, more significantly, its speed. Using $n$ nodes, evaluations of the interpolant require $O(n)$ operations, and all other operations requiring more than $O(n)$ operations (excluding function evaluations at the nodes) are function independent and hence precomputable; because importance densities often change through time, this is a necessary capability for this context.

The primary criterion for polynomial interpolation schemes is that the nodes have the asymptotic density $1/\sqrt{1-x^2}$ as $n \to \infty$. This distribution prevents the weights of equation (1) below from differing in size exponentially with $n$ [6]. Node schemes satisfying this density are typically the roots of orthogonal polynomials. Two well-known sets of orthogonal polynomials are the Legendre and Chebyshev polynomials [5], [12], [13]. Legendre polynomial nodes are used in the example in Section IV.
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1) Barycentric Lagrange polynomial interpolation: For function \( f \) and node set \( \chi = \{ \chi^1, ..., \chi^n \} \), the one-dimensional barycentric interpolation formula of the second form is given by

\[
I_n^f[\chi](x) = \frac{\sum_{i=1}^{n} b_i^j \cdot f(\chi^i)}{\sum_{i=1}^{n} b^j_i \cdot (x - \chi^i)}, \quad b_i = \prod_{j \neq i}^{n} \frac{1}{\chi^i - \chi^j}.
\] (1)

The \( b_i \) are referred to as barycentric weights. \( I_n^f[\chi] \) itself is a polynomial function, which is referred to as the interpolant.

2) Multivariate Interpolation: Univariate interpolation schemes can be extended in a general fashion to multiple dimensions via full grid tensor, or, for our purposes, Cartesian products. Abstractly, the \( d \)-dimensional, level-\( n \) interpolant may be written

\[
I_n^f[\chi](x) = I_n^1 \times \cdots \times I_n^d[\chi].
\] (2)

\( n = (n_1, ..., n_d) \) is a vector in the multivariate case; the interpolant may have different resolutions in different dimensions, and it should if a priori knowledge of the function suggests that not every dimension warrants the same computational effort. The corresponding multivariate barycentric formula of the second form for (2) is given by

\[
I_n^f[\chi](x) = \sum_{d=1}^{n_d} c_d^j(x_d) \times \cdots \times \sum_{i=1}^{n_i} c_i^j(x_i)f(\chi^{i_1, ..., i_d}),
\] (3)

where

\[
c_{ij} = \frac{b_{ij}^j}{x_j - \chi_j^i}, \quad j = 1, ..., d, \quad i_j = 1, ..., n_j.
\] (4)

The variables in (3) and (4) are written component-wise: \( x_j \) is the \( j \)th component of \( x \); and \( \chi_j^i \) is the \( j \)th component of the node with multi-index \( \{ i_1, ..., i_d \} \). Although it is possible to write (3) as (1) using a single summation, the component-wise expression is more informative.

The computational cost of evaluating \( I_n^f[\chi] \) is \( O(\prod_{i=1}^{d} n_i) \), which is the total number of nodes; generally, this quantity increases exponentially with dimension, and should be a consideration when deciding whether or not to use interpolation.

B. Recursive Bayesian Estimation

We are interested in the distribution of the state \( x_k \in \mathbb{R}^{n_x} \), \( k \in \mathbb{N} \) conditioned on all available measurements \( y_i \in \mathbb{R}^{n_y} \), \( i = 1, ..., k \) of the discrete dynamical system

\[
x_k = f_k(x_{k-1}, w_k)
\]
\[
y_k = h_k(x_k, v_k),
\] (5)

where \( f_k : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \rightarrow \mathbb{R}^{n_x} \) and \( h_k : \mathbb{R}^{n_x} \times \mathbb{R}^{n_v} \rightarrow \mathbb{R}^{n_y} \) are respectively the state transition and measurement functions, and \( w_k \in \mathbb{R}^{n_w} \) and \( v_k \in \mathbb{R}^{n_v} \) are independent, identically distributed process and measurement noise vectors. The posterior distribution, \( p(x_k|y_{1:k}) \), can be expressed via Bayes rule as

\[
p(x_k|y_{1:k}) = \frac{p(y_k|x_k)p(x_k|y_{1:k-1})}{p(y_{1:k})}.
\] (6)

The Kalman filter is an analytical solution to this problem when \( f \) and \( h \) are linear and the state and noises have Gaussian distributions. In contrast, particle filters carry the statistics of \( x_k \) in a set of weighted particles. Let \( \{ x_{k_i}^j, \lambda_k^j \}, i = 1, ..., n \) be a set of particles \( x \) with weights \( \lambda \) at time \( k \), such that \( \sum \lambda_k^j = 1 \) for all \( k \). This comprises a discrete probability mass function, which can approximate \( p(x_k|y_{1:k}) \) such that

\[
p(x_k|y_{1:k}) = \lim_{n \rightarrow \infty} \sum_{i=1}^{n} \lambda_k^j \delta(x_k - x_{k_i}^j).
\] (7)

The basic particle filtering algorithm is known as sequential importance sampling [2], [14]. It is comprised of two steps: sampling, which usually entails simulations, and weight calculation. As it is, the sequential importance sampling algorithm is in general insufficient for most problems, namely because all weights except that of one particle will approach zero [15]. Resampling [1], [16], [17] is a straightforward solution to this, but in turn introduces sample impoverishment, a phenomenon in which all particles become identical.

Regularization [2], [18] addresses sample impoverishment by perturbing each resampled particle’s position with samples from either an Epanechnikov (optimally) or Gaussian (simply) distribution. We use the acronym RPF to denote the regularized particle filter.

The auxiliary particle filter (ASIR) [2], [19], rather than resampling after weight calculation, computes the weights of a representative quantity for each particle (such as the mean or mode), and then resamples at the previous time step based on those weights. In other words, a characterization of each particle is drawn from the importance density to determine its quality, and then those particles of the highest quality are sampled from the proposal, thus removing poorly situated particles at the previous time step.

Many other improvements to the basic particle filter formulation exist [17], [20], [21], e.g. local linearization, Rao-Blackwellisation, and numerous techniques for improving importance densities. We consider only those discussed above for the purpose of demonstrating our approach, but note that most others are compatible as well.

III. THE INTERPOLATION PARTICLE FILTER

A. Main Filter Algorithm

This section presents the interpolation particle filter algorithm (IPF). We assume that sampling from the importance
density at time $k$ can be written $x_k = u_k(g_k(x_{k-1}), z_k)$. $g_k$ is entirely deterministic and is subject to interpolation. $u_k$ is a function which incorporates some noise sample $z_k$ into a particle’s position at time $k$. Note that $g_k$ is often more than just the state transition; for example, if using the optimal importance density [22], the output of $g_k$ contains both the mean and covariance of a particle.

The importance density is interpolated as follows. Interpolation nodes are scaled so as to cover all particles at time $k-1$, and the deterministic portion of the importance density $g_k$ is then evaluated at these nodes. Following the procedure of Section II-A, an interpolant is constructed and evaluated at particle locations at time $k-1$. A noise sample $z_k$ is then incorporated into the position of each interpolated particles via the function $u_k$.

In our notation, $\chi^j_k$, $j = 1, ..., n_N$ refers exclusively to nodes and $x^i_k$, $i = 1, ..., n_p$ to particles. Underscored symbols correspond to non-dimensional quantities in the hypercube $[-1, 1]^d$, where $d$ is the dimension of $x_k$, and those not underscored refer to quantities in the system’s state space. The absence of a superscript implies the entire set of nodes or particles. Fig. 1 gives a visualization of the method, written as an algorithm below.

**Algorithm: IPF**

**Precompute**
- Compute nodes $\{\chi^j_k \in [-1, 1]^d, j = 1, ..., n_N\}$ and barycentric weights for the orthogonal polynomials used.

**Online**
- Compute the width of the particles at time $k-1$:

$$S_{k-1} = a \cdot \text{diag} \left[ \max_{i=1,...,n_p} \left( \chi^j_k - \max_{i=1,...,n_p} x^i_{k-1} \right) \right]$$

where both maximums and the minimum are taken independently for each dimension of the state. The $S_{k-1}$ is a $d \times d$ matrix. Guidelines on how the parameters $a$ and $b$ should be chosen are given below.
- Compute the center of the particles at time $k-1$:

$$\mu_{k-1} = \frac{1}{2} \left( \max_{i=1,...,n_p} x^i_{k-1} + \min_{i=1,...,n_p} x^i_{k-1} \right)$$

again with the maximum and minimum taken independently for each dimension, so that $\mu_{k-1}$ is a vector the same size as the state at time $k-1$. Again see below for guidelines on choosing $c$.
- Map the particles at time $k-1$ to the hypercube $[-1, 1]^d$:

$$x^i_{k-1} = 2S_{k-1}^{-1}(x^i_{k-1} - \mu_{k-1})$$

- Transform the precomputed nodes so that the interpolant’s domain encompasses all particles at time $k-1$:

$$\chi^j_k = \frac{1}{2} S_k \chi^j_k + \mu_{k-1}$$

1. An obvious solution is to recognize that a true evaluation is available when interpolating on a node, and for many applications, this is sensible. Filtering often demands real-time implementation, and the logical statements necessary to handle this scenario add computational burden, particularly in higher dimensions. Furthermore, the loss in accuracy from interpolating over a slightly larger domain is usually negligible.
sample impoverishment. Even if the size of the interpolation region is greater than zero, all particles will be situated in its exact center. Because the center of the interpolation region is a node in most schemes, this leads to the same instability discussed in the previous paragraph. Offsetting the location of the region by $c$ prevents this failure. In the implementations shown here we used $b_i = c_i = 0.01, i = 1, \ldots, d$. Note that $b$ and $c$, unlike $a$, affect the interpolation region additively, and so the size of the region should be a factor in choosing these parameters.

Note that the algorithm will vary depending on which type of particle filter it is used in. In Section IV, it is implemented within regularized and auxiliary particle filters. The regularized particle filter uses the prior $p(x_k|x_{k-1})$ as its importance density. In this case, the deterministic portion is the state transition $f_k$, and the noise sample is drawn from the process noise distribution. An interpolant $I_{n,N}[X_{post}]$ is constructed for $f_k$ at the nodes, and is simply used in place of $f_k$. The regularization component, because it is separate from the importance density, has no bearing on the interpolation. Auxiliary particle filters use the prior twice, and hence interpolation can again be applied by using the interpolant in place of evaluating the state transition.

IV. NUMERICAL EXAMPLE

We consider an example based on the Kraichnan-Orszag system [23], [24]. For this example, fifty Monte Carlo simulations of each filter were run; the performance metric is based on the mean of the absolute error over these runs.

The filters compared are the unscented Kalman filter (UKF), regularized particle filter (RPF), auxiliary particle filter (ASIR), and interpolation regularized and auxiliary particle filters (IRPF and IASIR). Regularized and auxiliary particle filters were chosen to represent conventional and interpolated filters for their simplicity and consistently strong performance in the literature [2]. The UKF was chosen over the EKF to be the representative Kalman filter because it is more robust and accurate on nonlinear systems, as well as easier to implement [25]. Each IRPF used $n_N$ nodes and $n_P$ particles. The IRPF is written IRPF-$n_N/n_P$, and the RPF’s are written RPF-$m$, where $m$ is the number of particles propagated by the particular RPF. The IASIR’s have identical notation.

The equations for the Kraichnan-Orszag system [23], [24] are given by:

$$\begin{align*}
\dot{x}_1 &= x_2 x_3 + w_1 \\
\dot{x}_2 &= x_1 x_3 + w_2 \\
\dot{x}_3 &= -2x_1 x_2 + w_3, \\
y &= x + r.
\end{align*}$$

Initial conditions of the true system are $x(0) = [0, 1, 2]'$, $P_0 = I_3$, and Gaussian noises $w$ and $r$ both have zero-mean and covariance $I_3$. Filter initial conditions were sampled from $N(x(0), I_3)$. Fig. 2 shows trajectories through time of each state for one realization. An Euler step was used with a time step of $dt = 0.001$ and measurements taken at every 100$dt$.

Because this system is a stochastic ordinary differential equation [26], [27] discretized over multiple time steps between measurements, process noise becomes an issue. Rigorous application of the RPF and ASIR is straightforward: the importance density is the prior, so simply adding scaled samples of the process noise to the simulated trajectories at each time step between measurements is sufficient. However, this importance density cannot be straightforwardly separated into a deterministic and stochastic portion, and thus interpolation cannot be rigorously applied. Instead we incorporate process noise heuristically by adding to each particle post interpolation a zero-mean Gaussian noise sample of variance $dt^2 \cdot n_s^2 \cdot Q$, where $n_s$ is the number of time steps between measurements.

An IRPF-8/50 and IASIR-8/50 are compared to eight, twenty, and fifty particle RPF’s and ASIR’s. The eight particle RPF’s and ASIR’s use the same number of particles as nodes used by the interpolation filters. The fifty particle filters are more expensive, highly accurate filters shown to demonstrate the validity of the interpolation filters.

In each RPF the prior $p(x_k|x_{k-1})$ was used for the importance density. Perturbations for regularization were sampled suboptimally from the appropriate Gaussian distribution [18]. The ASIR’s used the mode of each particle’s evolution in generating proposal distributions.

Fig. 3 and Table I show mean absolute errors and the mean time taken for the online component of each filter. This is a system for which regularization provides significant improvement beyond that gained through resampling. The IRPF-8/50 performs nearly as well as the RPF-50 while much less time, and significantly better than the eight and twenty-particle RPF’s. The IASIR-8/50 surprisingly performs better than any of the ASIR’s, which do not perform well on this problem.

V. CONCLUSIONS

A method in which interpolation is used to reduce the cost of sampling from the importance density in particle filtering has been presented. In the new approach, a high-fidelity approximation is constructed from evaluations at interpolation nodes, which can then be interpolated as a means to efficiently propagating particles. A numerical example based on the Kraichnan-Orszag system was given in which
the new interpolation filters were shown to be significantly more efficient than a conventional particle filters. Filters with interpolation can provide substantial computational gains on systems with a relatively low number of states, but which have importance densities that are computationally expensive to evaluate.
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