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Abstract—The Rapidly-exploring Random Tree (RRT) algorithm, based on incremental sampling, efficiently computes candidate feasible solutions. Although the RRT algorithm quickly produces a feasible plan, it converges to a solution that is far from optimal. Practical applications favor “anytime” algorithms that quickly identify an initial feasible plan, then, given more computation time available during plan execution, improve the plan toward an optimal solution. This paper describes an anytime algorithm based on the RRT∗ which (like the RRT) finds an initial feasible solution quickly, but (unlike the RRT) almost surely converges to an optimal solution. We present two key extensions to the RRT, committed trajectories and branch-and-bound tree adaptation, that together enable the algorithm to make more efficient use of computation time online, resulting in an anytime algorithm for real-time implementation. We evaluate the method using a series of Monte Carlo runs in a high-fidelity simulation environment, and compare the operation of the RRT and RRT∗ methods. We also demonstrate experimental results for an outdoor wheeled robotic vehicle.

I. INTRODUCTION

The motion planning problem is to find a dynamically feasible trajectory that takes the robot from an initial state to a goal state while avoiding collision with obstacles. Motion planning is of fundamental importance not only for robotics [1], but also in many applications outside the robotics domain [1]–[4].

From a computational complexity point of view, even a simple form of the motion planning problem is PSPACE-hard [5], which suggests that any complete algorithm, i.e., one that returns a solution if one exists and returns failure otherwise, is doomed to be computationally intractable.

In order to achieve computational efficiency, practical motion planning methods generally relax the completeness requirements. Sampling-based approaches, including algorithms such as the Probabilistic RoadMap (PRM) [6] and the RRT [7], form a relatively recent line of research in this direction. Most sampling-based algorithms are probabilistically complete, i.e., the probability that the algorithm finds a solution, if one exists, converges to one as the number of samples approaches infinity.

Sampling-based algorithms have the advantage that they are able to find a feasible motion plan relatively quickly (when a feasible plan exists), even in high-dimensional state spaces. Furthermore, the RRT, in particular, effectively handles systems with differential constraints. These characteristics make the RRT a practical algorithm for motion planning on state-of-the-art robotic platforms [8].

Any robotic motion planning algorithm intended for practical use must operate within limited real-time computational resources and incomplete and imperfect knowledge of the environment. Such settings favor “anytime” algorithms that quickly find some feasible but not necessarily optimal motion plan, then incrementally improve it over time toward optimality. An anytime motion planning algorithm should exhibit two properties: a form completeness guarantees and asymptotic optimality. A system based on anytime planning overlaps two functions in time: execution of (some initial portion of) its current plan, and computation to replace (any pending portion of) the current plan with an improved plan.

The RRT algorithm exhibits the first property, efficiently finding an initial feasible solution. Until recently, the RRT’s ability to improve this solution as the number of samples increases was an open research question. Karaman and Frazzoli [9] proved that the probability of the RRT algorithm converging to an optimal solution is actually zero. In the same paper, they proposed an alternative method, RRT∗, a sampling-based algorithm with the asymptotic optimality property, i.e., almost-sure convergence to an optimal solution, along with probabilistic completeness guarantees. The RRT∗ algorithm achieves the asymptotic optimality absent from the RRT without incurring substantial computational overhead.

Hence, RRT∗ provides substantial benefits, especially for real-time applications. Like the RRT, it quickly finds a feasible motion plan. Moreover, it improves the plan toward the optimal solution in the time remaining before plan execution is complete. This refinement property is advantageous, as most robotic systems take significantly more time to execute trajectories than to plan them. For example, robotic cars [10] spend no more than a few seconds to plan a path before driving toward the goal, which may take several minutes. In such settings, asymptotic optimality is particularly useful, since the available computation time as the robot is moving along its trajectory can be used to improve the quality of the remaining portion of the planned path.

In this paper, we leverage the anytime asymptotic optimality property of the RRT∗ algorithm to improve the online convergence of the plan during execution. Our experimental results show that these proposed extensions to RRT∗ substantially improve trajectory quality. We analyze the algorithm, compare its performance to that of RRT in a realistic simulation environment, and demonstrate its effectiveness on a wheeled robotic vehicle [11]–[13].
II. THE RRT* ALGORITHM

This section formally states the motion planning problem and describes the RRT* algorithm. Consider a system with dynamics of the following form: \( \dot{x}(t) = f(x(t), u(t)) \), where \( x(t) \in X \) and \( u(t) \in U \), where \( X \subseteq \mathbb{R}^d \) and \( U \subseteq \mathbb{R}^m \) denote the state space and the input space, respectively. Let \( X_{obs} \) denote the obstacle region, and \( X_{free} = X \setminus X_{obs} \) define the obstacle-free space. Finally, let \( X_{goal} \subseteq X \) denote the goal region. The motion planning problem is to find a control input \( u : [0, T] \rightarrow U \) that yields a feasible path \( x(t) \in X_{free} \) for \( t \in [0, T] \) from an initial state \( x(0) = x_{init} \) to the goal region \( x(T) \in X_{goal} \) that obeys the system dynamics.

The optimal motion planning problem imposes the additional requirement that the resulting feasible path minimize a given cost function, \( c(x) \), mapping each non-trivial admissible trajectory \( x : [0, T] \rightarrow X \) to a positive real number.

In solving the optimal motion planning problem, the RRT* algorithm builds and maintains a tree \( T = (V, E) \) comprised of a vertex set \( V \) of states from \( X_{free} \) connected by directed edges \( E \subseteq V \times V \). The manner in which the RRT* generates this tree closely resembles that of the standard RRT, with the addition of a few key steps that achieve optimality. The RRT* algorithm uses a set of basic procedures, which we describe in the context of kinodynamic motion planning [14].

**Sampling:** The \( \text{Sample} \) function randomly samples a state \( z_{rand} \in X_{free} \) from the obstacle-free region of the state space.

**Distance:** \( \text{Dist} : X \times X \rightarrow \mathbb{R}_{\geq 0} \) returns the cost of the optimal trajectory between two states, assuming no obstacles. Without differential constraints, it is the Euclidean distance.

**Nearest Neighbor:** Given a state \( z \in X \) and the tree \( T = (V, E) \), the \( v = \text{Nearest}(T, z) \) function returns the nearest node in the tree in terms of the distance function.

**Near-by Vertices:** Given a state \( z \in X \), the tree \( T = (V, E) \), and a number \( n \), the \( Z_{nearby} = \text{Near}(T, z, n) \) function returns the vertices in \( V \) that are near \( z \). More precisely, define \( \text{Reach}(z, l) = \{ z' : x \in X \mid \text{Dist}(z, z') \leq l \} \) or \( \text{Dist}(z, z') \leq l \), and choose \( l(n) \) such that \( \text{Reach}(z, l(n)) \) contains a ball of volume \( \gamma ((\log n)/n)^d \), where \( \gamma \) is a fixed number [14].

**Collision Check:** The \( \text{ObstacleFree}(x) \) function checks whether a path \( x : [0, T] \rightarrow X \) lies within the obstacle-free region of state space, i.e., \( x(t) \in X_{free} \) for all \( t \in [0, T] \).

**Steering:** The \( \text{Steer}(z_1, z_2) \) function solves for the control input \( u : [0, T] \rightarrow U \) that drives the system from \( x(0) = z_1 \) to \( x(T) = z_2 \) along the path \( x : [0, T] \rightarrow X \).

**Node Insertion:** Given the current tree \( T = (V, E) \), an existing state \( z_{current} \in V \), and a new state \( z_{new} \), the \( \text{InsertNode}(z_{current}, z_{new}, T) \) procedure adds \( z_{new} \) to \( V \) and creates an edge to \( z_{current} \) as its parent, which it adds to \( E \). It assigns a cost \( c(z_{new}) \) to \( z_{new} \) equal to that of its parent, plus the cost \( c(x) \) of the trajectory associated with the new edge.

Using these functions, the RRT* exhibits the general structure outlined in Alg. 1. With the exception of the process of extending an existing node in the tree toward a new node (lines 8–11), the RRT* essentially behaves identically to the RRT. The RRT* starts with an empty tree and adds a single node corresponding to the initial state. It then builds and refines the tree through a set of \( N \) iterations (lines 3–11). Like the RRT, the RRT* incrementally builds the tree by sampling a random state \( z_{rand} \) from the obstacle-free space (line 4) and solving for a trajectory \( z_{new} \) that extends the closest node in the tree \( z_{nearest} \) toward the sample (lines 5–6). If this trajectory does not collide with obstacles (line 7), the standard RRT inserts the new node \( z_{new} \) into the tree with \( z_{nearest} \) as its parent and continues with the next iteration.

It is here that the operation of the RRT* differs. Rather than choosing the nearest node as the parent, the RRT* considers all nodes in a neighborhood of \( z_{new} \) (line 8) and evaluates the cost of choosing each as the parent. This process (Alg. 2) evaluates the total cost as the additive combination of the cost associated with reaching the potential parent node and the cost of the trajectory to \( z_{new} \). The node that yields the lowest cost becomes the parent as the new node is added to the tree (Alg. 1, line 10). The \( \text{ReWire} \) procedure described in Alg. 3 then checks each node \( z_{near} \) in the vicinity of \( z_{new} \) to see whether reaching \( z_{near} \) via \( z_{new} \) would achieve lower cost than doing so via its current parent (Alg. 3, line 3). When this connection reduces the total cost associated with \( z_{near} \), the algorithm modifies (“rewires”) the tree to make \( z_{new} \) the parent of \( z_{near} \) (line 4). The RRT* then continues with the next iteration.

**Algorithm 1:** \( T = (V, E) \rightarrow \text{RRT}^*(x_{init}) \)

```python
1 T ← InitializeTree();
2 T ← InsertNode(0, x_{init}, T);
3 for i = 1 to i = N do
   4 z_{rand} ← Sample();
   5 z_{nearest} ← Nearest(T, z_{rand});
   6 (z_{new}, z_{nearest}, T_{new}) ← Steer(z_{nearest}, z_{rand});
   7 if ObstacleFree(z_{new}) then
      8 Z_{near} ← Near(T, z_{new}, |V|);
      9 z_{min} ← ChooseParent(Z_{near}, z_{nearest}, z_{new}, x_{new});
     10 T ← InsertNode(z_{new}, z_{min}, T);
     11 T ← ReWire(T, Z_{near}, z_{min}, z_{new});
```

**Algorithm 2:** \( z_{min} ← \text{ChooseParent}(Z_{near}, z_{nearest}, z_{new}) \)

```python
1 z_{min} ← z_{nearest};
2 c_{min} ← Cost(z_{nearest}) + c(x_{new});
3 for z_{new} ∈ Z_{near} do
   4 (x', u', T') ← Steer(z_{nearest}, z_{new});
   5 if ObstacleFree(x') and x'(T') = z_{new} then
      6 c' ← Cost(z_{new}) + c(x');
      7 if c' < Cost(z_{new}) and c' < c_{min} then
         8 z_{min} ← z_{nearest};
         9 c_{min} ← c';
```

**Algorithm 3:** \( T ← \text{ReWire}(T, Z_{near}, z_{min}, z_{new}) \)

```python
1 for z_{new} ∈ Z_{near} \setminus \{z_{min}\} do
   2 (x', u', T') ← Steer(z_{new}, z_{new});
   3 if ObstacleFree(x') and x'(T') = z_{new} and
      Cost(z_{new}) + c(x') < Cost(z_{new}) then
      4 T ← ReConnect(z_{new}, z_{new}, T);
```
III. EXTENSIONS FOR ANYTIME MOTION PLANNING

This section describes how to exploit the anytime nature of the RRT* algorithm to achieve an online motion planning algorithm that significantly improves path quality during path execution, i.e., as the robot is moving toward its goal. These extensions are inspired by techniques for real-time kinodynamic planning [8].

A. Committed Trajectory

Upon receiving the goal region, the online planning algorithm starts an initial planning phase, in which the RRT* runs until the robot must start moving toward its goal. The amount of time devoted to this initial phase is domain-dependent. In the example presented in this paper involving a full-size robotic forklift, this time is on the order of a few seconds, which is the time required to put the vehicle in gear.

Once the initial planning phase is completed, the online algorithm goes into an iterative planning phase, in which the robot starts to execute the initial portion of the best trajectory in the tree maintained by the RRT* algorithm. Meanwhile, the RRT* algorithm focuses on improving the remaining part of the trajectory. Once the robot reaches the end of the portion that it is executing, the iterative phase is restarted by picking the current best path in the tree and executing its initial portion.

More precisely, the iterative planning phase occurs as follows. Given a motion plan \( x : [0, T] \rightarrow X_{\text{free}} \) generated by the RRT* algorithm, the robot starts to execute an initial portion of \( x : [0, t_{\text{com}}] \) until a given commit time \( t_{\text{com}} \). We refer to this initial path as the committed trajectory. Once the robot starts executing the committed trajectory, the RRT* algorithm deletes each of its branches and declares the end of the committed trajectory \( x(t_{\text{com}}) \) to be the new tree root. This effectively shields the committed trajectory from any further modification. As the robot proceeds along the committed trajectory, the RRT* algorithm continues to improve the motion plan within the new (i.e., uncommitted) tree of trajectories. Once the robot reaches the end of the committed trajectory, the procedure restarts, using the initial portion of what is currently the best path in the RRT* tree to define a new committed trajectory. The iterative phase repeats until the robot reaches the goal region.

B. Branch-and-Bound

In addition to considering a committed trajectory, we also employ a branch-and-bound technique to more efficiently build the tree. Branch-and-bound is used within many domains in optimization and artificial intelligence. Most notably, the approach we present in this section shares certain aspects with the A* graph search algorithm and its variants, which are widely used in robotics applications [15].

1) Cost-to-go functions: Before providing the details of the branch-and-bound algorithm, let us first define a cost-to-go function as follows. For an arbitrary state \( z \in X_{\text{free}} \), let \( c_*^z \) be the cost of the optimal path that starts at \( z \) and reaches the goal region, \( X_{\text{goal}} \). A cost-to-go function \( \text{CostToGo}(z) \) associates each \( z \in X_{\text{free}} \) with a real number between 0 and \( c_*^z \). Essentially, \( \text{CostToGo}(z) \) provides a lower-bound on the optimal cost to reach the goal from \( z \). The cost-to-go function described here is equivalent to the admissible heuristic employed by A* planning algorithms.

There are many ways to define a cost-to-go function, the most trivial being \( \text{CostToGo}(z) = 0 \) for all \( z \in X_{\text{free}} \). Note that as the cost function more closely approximates the optimal cost-to-go \( c_*^z \), the branch-and-bound algorithm becomes more effective.

In this paper, we use the Euclidean distance between \( z \) and \( X_{\text{goal}} \) (neglecting obstacles) divided by the maximum speed of the vehicle as a cost-to-go function.

2) Branch-and-bound algorithm: In the context of the RRT and RRT*, the branch-and-bound algorithm works as follows. Let \( T = (V, E) \) be a tree and \( z \in V \) be a vertex in \( T \). Recall that \( \text{Cost}(z) \) denotes the cost of the unique path that starts from the root node and reaches \( z \) through the edges of \( T \). Let \( z_{\text{min}} \) be the node that lies in the goal region and has the lowest-cost trajectory that reaches \( X_{\text{goal}} \) along the edges of \( T \). The cost of the unique trajectory that starts from the root and reaches \( z_{\text{min}} \) gives an upper bound on cost. Let \( V' \) denote the set of nodes \( z \) for which the cost to get to \( z \), plus the lower-bound on the optimal cost-to-go, is more than the upper-bound \( c_u \), i.e., \( V' = \{ z \in V | \text{Cost}(z) + \text{CostToGo}(z) \geq \text{Cost}(z_{\text{min}}) \} \). The branch-and-bound algorithm keeps track of all such nodes and periodically deletes them from the tree.

IV. SYSTEM DYNAMICS AND THE CONTROL PROCEDURE

This section outlines the aforementioned steering function and trajectory controller employed by the RRT*.

A. Dubins Curve Steering Function

The RRT* algorithm uses a steering function that assumes a Dubins vehicle model [16] to generate dynamically-feasible trajectories for curvature-constrained vehicles. Dubins vehicle dynamics have the general form:

\[
\begin{align*}
\dot{x}_D &= v_D \cos(\theta_D) \\
\dot{y}_D &= v_D \sin(\theta_D) \\
\dot{\theta}_D &= u_D, \quad |u_D| \leq \frac{v_D}{\rho},
\end{align*}
\]

where \((x_D, y_D)\) and \(\theta_D\) specify the position and orientation, \(u_D\) is the steering input, \(v_D\) is the velocity, and \(\rho\) is the minimum turning radius.

There are six types of paths that characterize the optimal trajectory between two states for a Dubins vehicle, each specified by a sequence of left, straight, or right steering inputs [16]. In this paper, we consider four path classes and choose the steering between two states that minimizes cost. Karaman and Frazzoli [14] describe the steering function in more detail.

B. Trajectory Tracking

The steering function returns a trajectory parametrized by a sequence of reference states \((x_R, y_R, \theta_R)\) and a reference velocity \(v_R\). We employ a straightforward steering controller [13] to track this reference trajectory.
Let $z_n$ be the robot’s current state and $z_{n+1}$ be the next reference point. Define the cross-track error $e_{ct}$ be the distance between $z_n$ and $z_{n+1}$ along a line perpendicular to the desired orientation $\theta_{n+1}$. We steer the vehicle along the trajectory by controlling the steering angle $\delta$ via

$$\delta = K_{st} \arctan(K_{ct} e_{ct}) + K_{st} e_{\theta},$$

where $K_{st}$ and $K_{ct}$ are gains. Meanwhile, we employ a PI controller to track the reference speed $v_R$,

$$u = K_p (v_R - v) + K_i \int_0^t (v_R - v(\tau)) \, d\tau.$$

Using these controllers, the robot tracks the trajectory defined by the sequence of reference points.

V. RESULTS

We implemented our algorithm in simulation as well as on an outdoor ground vehicle. In this section we discuss the performance of the RRT* in both domains and compare the results against those of a standard RRT. The simulations demonstrate the algorithm’s ability to exploit computation available during the execution of the committed trajectory to improve the solution. In contrast, while RRT may improve the trajectory by chance through constant re-planning, such improvements are unlikely (probability zero convergence).

A. Performance Analysis

We first evaluate the implications of execution-time re-planning for the RRT* using a high-fidelity vehicle simulator. The vehicle dynamics correspond to those of a rear wheel-steered nonholonomic ground vehicle. Shown in Fig. 1, the environment consists of a bounded region with two polygonal obstacles. The planner must find a feasible trajectory from an initial pose in the lower left of the environment to the goal region indicated by the green box. We performed a total of 166 Monte Carlo simulation runs with the RRT* motion planner and 191 independent runs with the standard RRT. Both planners use branch-and-bound for tree expansion and maintain a committed trajectory. Both the RRT and RRT* were allowed to explore the state space throughout the execution period.

Figure 1 depicts the result of two independent runs of the RRT* in the simulation environment. In the first, the RRT* initially finds a trajectory that takes the vehicle along a relatively high cost path to the right of the obstacle (Fig. 1(a), in blue). As the vehicle begins to execute the plan, however, tree rewiring reveals a shorter, lower-cost route between the obstacles (Fig. 1(b)). Meanwhile, the second run demonstrates the benefit of branch-and-bound and online refinement as the algorithm improves the current path (Fig. 1(c)) into a more direct path to the goal (Fig. 1(d)).

We compare the paths executed by the RRT* with those that result from a standard RRT-based planner. Figure 2 shows two different runs of the RRT at different points of execution. The re-planning together with branch-and-bound enable the RRT to refine an existing solution as demonstrated by the removal of unnecessary loops in the path. In contrast to the RRT* algorithm, however, these improvements tend to be local in nature and do not provide the significant modifications to the structure of the tree necessary to achieve lower cost solutions. Consequently, the free space bias of the RRT limits the extent to which the planner is able to refine
paths. This effect is evident in the result of the first run as the RRT gets “stuck” with a tree that favors longer paths to the right of the obstacle (Fig. 2(a)) and converges to a sub-optimal path (Fig. 2(b)). As is evident in Fig. 3(a), the RRT frequently produces trajectories that are unnecessarily long due either to the selection of over-long routes, or to oscillations in otherwise direct paths.

Figure 3(b) depicts the final paths for the RRT
∗ simulations. In each case, the algorithm correctly identifies the route between the two obstacles as providing shorter paths to the goal. Occasionally, the RRT
∗ yields an initial solution that steers the vehicle away from the goal. As the vehicle executes the path, the RRT
∗ rewires the structure of the tree to discover a more direct path. This refinement continues while the vehicle executes the committed portion of the trajectory. The result is loop-free paths that tend to be more direct than those of the RRT.

The online formulation of the RRT
∗ algorithm exploits the execution period to modify the tree structure as it converges to the optimal path. This convergence is evident in the distribution over the length of the executed simulation trajectories (Fig. 4(a)) that exhibits a mean length (cost) of 23.82 m and a standard deviation of 0.91 m for the set of 166 simulations. For comparison, Fig. 4(b) presents the corresponding distribution for the RRT planner. The mean path length for the 191 RRT simulations is 29.72 m while the standard deviation is 7.48 m. The significantly larger variance results from the RRT getting “stuck” refining a tree with sub-optimal structure. The anytime RRT
∗, on the other hand, opportunistically takes advantage of the available execution time to converge to a near-optimal path.

B. Motion Planning for a Robotic Forklift

In addition to the simulation experiments, we demonstrate the performance of the RRT
∗ on a robotic ground vehicle. The platform (Fig. 5) is a rear wheel-steered robotic forklift designed to operate on uneven terrain alongside and in collaboration with humans [11].

We conducted a series of tests with both the RRT
∗ anytime algorithm as well as the RRT-based planner. The vehicle operated in a 20 m by 20 m packed gravel environment consisting of five obstacles (Fig. 6). The task was to navigate from a starting position in one corner to a 1.6 m goal region in the opposite corner while avoiding the obstacles. We manually specified the location of the obstacles. In each experiment, planning started immediately prior to the controller tracking the committed trajectory.

Figure 6 presents the result of four different tests with the RRT
∗ anytime motion planner. The plots depict the best trajectory as maintained by the RRT
∗ at different points during the plan execution (false-colored by time). In the scenario represented in the upper left, the RRT
∗ initially identifies a sub-optimal path that goes around an obstacle but, as the vehicle begins to execute the path, the planner correctly refines the solution to a shorter trajectory. As the vehicle proceeds along the committed trajectory, the planner continues to rewire the tree as evident in the improvements near the end of the execution when the paths more directly approach the goal.
This paper described an anytime motion planning algorithm that uses the RRT* to solve for and improve solutions to the motion planning problem in an online fashion. We described methods that enable the planner to asymptotically converge to the optimal solution online, during trajectory execution. We used Monte Carlo simulation to evaluate convergence of the anytime RRT* algorithm, and compared it to a standard RRT-based motion planner. We further demonstrated the algorithm’s performance while planning trajectories for a large ground vehicle.
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