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In somatosensory cortex, the relative balance of excitation and inhibition determines how effectively feedforward inhibition enforces the temporal fidelity of action potentials. Within the CA3 region of the hippocampus, glutamatergic mossy fiber (MF) synapses onto CA3 pyramidal cells (PCs) provide strong monosynaptic excitation that exhibit prominent facilitation during repetitive activity. We demonstrate in the juvenile CA3 that MF-driven polysynaptic IPSCs facilitate to maintain a fixed EPSC-IPSC ratio during short-term plasticity. In contrast, in young adult mice this MF-driven polysynaptic inhibitory input can facilitate or depress in response to short trains of activity. Transgenic mice lacking the feedback inhibitory loop continue to exhibit both facilitating and depressing polysynaptic IPSCs, indicating that this robust inhibition is not caused by the secondary engagement of feedback inhibition. Surprisingly, eliminating MF-driven inhibition onto CA3 pyramidal cells by blockade of GABAA receptors did not lead to a loss of temporal precision of the first action potential observed after a stimulus but triggered in many cases a long excitatory plateau potential capable of triggering repetitive action potential firing. These observations indicate that, unlike other regions of the brain, the temporal precision of single MF-driven action potentials is dictated primarily by the kinetics of MF EPSPs, not feedforward inhibition. Instead, feedforward inhibition provides a robust regulation of CA3 PC excitability across development to prevent excessive depolarization by the monosynaptic EPSP and multiple action potential firings.

Introduction

In cortex and CA1 hippocampus, action potential precision is regulated by feedforward inhibition, a circuit configuration in which principal cells and inhibitory interneurons (INTs) are excited simultaneously by common afferents, with INTs in turn inhibiting principal cells with a short delay relative to the monosynaptic excitation. This circuit arrangement dictates the temporal window for action potential initiation (Pouille and Scanziani, 2001; Gabernet et al., 2005; Higley and Contreras, 2006; Luna and Schoppa, 2008). The axons of dentate gyrus granule cells (GCs), the so-called mossy fibers (MFs), provide monosynaptic excitatory synaptic input onto both CA3 pyramidal cells (PCs) and INTs (Acsady et al., 1998), creating the anatomical basis for a robust regulation of CA3 PC excitability across development to prevent excessive depolarization by the monosynaptic EPSP and multiple action potential firings.
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In cortex and CA1 hippocampus, action potential precision is regulated by feedforward inhibition, a circuit configuration in which principal cells and inhibitory interneurons (INTs) are excited simultaneously by common afferents, with INTs in turn inhibiting principal cells with a short delay relative to the monosynaptic excitation. This circuit arrangement dictates the temporal window for action potential initiation (Pouille and Scanziani, 2001; Gabernet et al., 2005; Higley and Contreras, 2006; Luna and Schoppa, 2008). The axons of dentate gyrus granule cells (GCs), the so-called mossy fibers (MFs), provide monosynaptic excitatory synaptic input onto both CA3 pyramidal cells (PCs) and INTs (Acsady et al., 1998), creating the anatomical basis for a robust regulation of CA3 PC excitability across development to prevent excessive depolarization by the monosynaptic EPSP and multiple action potential firings.

Introduction

In cortex and CA1 hippocampus, action potential precision is regulated by feedforward inhibition, a circuit configuration in which principal cells and inhibitory interneurons (INTs) are excited simultaneously by common afferents, with INTs in turn inhibiting principal cells with a short delay relative to the monosynaptic excitation. This circuit arrangement dictates the temporal window for action potential initiation (Pouille and Scanziani, 2001; Gabernet et al., 2005; Higley and Contreras, 2006; Luna and Schoppa, 2008). The axons of dentate gyrus granule cells (GCs), the so-called mossy fibers (MFs), provide monosynaptic excitatory synaptic input onto both CA3 pyramidal cells (PCs) and INTs (Acsady et al., 1998), creating the anatomical basis for a robust regulation of CA3 PC excitability across development to prevent excessive depolarization by the monosynaptic EPSP and multiple action potential firings.

Here, we demonstrate in acute hippocampal slices of juvenile rats and mice that MF-driven polysynaptic inhibitory currents (Henze et al., 2002) and frequency-dependent facilitation (Salin et al., 1996), suggesting that MF-driven EPSPs onto CA3 PCs alone may determine the timing of CA3 PC action potential firing (Williams and Johnston, 1991).

In cortical networks, the differential properties of excitatory and inhibitory synaptic short-term plasticity leads to progressive changes in the balance of excitation and inhibition and a degradation of action potential precision (Gabernet et al., 2005). In hippocampus, GCs fire action potentials in 10–40 Hz bursts (Jung and McNaughton, 1993; Henze et al., 2002), making short-term plasticity a key component of CA3 circuit function. Thus, to reliably counteract excitation, inhibitory synapses would need to facilitate during repetitive stimulation. However, Mori et al. (2004) observed in slice cultures that IPSPs onto CA3 PCs dominate early in response to a train of presynaptic GC action potentials, with EPSPs dominating later in the train, raising the possibility that the temporal precision of MF-driven action potentials may erode during a train of stimuli. However, this observation contradicts Henze et al. (2002), who demonstrated that INT action potential probability progressively increased during a train of GC action potentials in vivo, suggesting that polysynaptic inhibition onto CA3 PCs facilitates during short-term plasticity. Furthermore, studies of monosynaptic MF to INT connections demonstrate that a subset of INTs receive facilitating MF-driven EPSCs (Toth et al., 2000; Szabadics and Soltesz, 2009), suggesting a role for facilitation within the CA3 feedforward inhibitory network.

Here, we demonstrate in acute hippocampal slices of juvenile rats and mice that MF-driven polysynaptic inhibitory currents
onto CA3 PCs facilitate; however, in young adult mice MF-mediated inhibition either facilitates or depresses, indicating that the short-term temporal dynamics of inhibitory circuit recruitment changes with synaptic maturation. Block of MF-driven inhibition onto CA3 pyramidal cells had minimal impact on the temporal precision of the EPSP–action potential sequence observed after each stimulus but triggered in many cases a long-lasting excitatory plateau potential capable of triggering repetitive action potential firing.

**Materials and Methods**

**Hippocampal slice preparation.** All experiments were conducted in accordance with animal protocols approved by the National Institutes of Health Animal Care and Use Committee. Sixteen- to 20-d-old Sprague Dawley rats (Taconic) or 16- to 20-d-old (juvenile) or 30 to 40-d-old (young adult) mice were deeply anesthetized using isoflurane before decapitation. The brain was removed and placed in cold artificial CSF (ACSF) (in mM): 5 sucrose, 80 NaCl, 3.5 KCl, 1.25 NaH2PO4, 30 NaHCO3, 0.5 CaCl2, 7 MgCl2, 10 glucose saturated with 95%/5% CO2/H2, pH 7.4. Transverse hippocampal slices (300 μm) were cut on a VT1000S microtome (Leica Microsystems) and placed in a warm incubation (36°C) interface chamber containing the following (in mM): 130 NaCl, 5 HEPES, 0.6 EGTA, 4 Mg2-ATP, 0.5 Na2-GTP, pH 7.25, with KOH. Mossy fiber inputs were first identified by voltage-clamp configuration as described above before switching to current-clamp configuration. To reliably elicit synaptically driven action potentials, cells were biased to close to their action potential threshold (~45–50 mV). All current traces are shown for a ~6 mV junction potential.

All drugs were obtained from Tocris Bioscience. The following drugs were used: (2S,2′R,3′R)-2-(2′,3′-dicarbocyclopropyl)glycine (DCCG-IV, 1 μM), dl-2-amino-5-phosphonovaleric acid (APV, 100 μM), 6,7-dinitroquinoxaline-2,3-dione (DQX, 20 μM), SR95531-hydrobromide (5 μM).

**Data analysis.** All data analysis was performed using NeuroMatic (University College London, London, UK) and custom-written software in IgorPro (WaveMetrics). Because spontaneous IPSCs contributed significantly to the inhibitory charge transfer, the mean spontaneous inhibitory charge transfer (taken from an equivalent time period just before stimulation) was the substrate under the curve for the 48 ms time window beginning 1.5 ms after the stimulus artifact. To distinguish facilitating synapses from depressing synapses, the SS/S1 ratio was calculated. Those cells with an SS/S1 ratio >1 were considered to be facilitating, whereas those cells with an SS/S1 ratio <1 were considered to be depressing. The onset of a synaptic event was the time at which the slope of the current or voltage trace crossed a threshold level (~30 pA/ms for EPSCs and ~40 pA/ms for IPSCs). Latencies were calculated as the time between the stimulus artifact and the onset of the synaptic event or action potential. Only events that occurred within 15 ms of the stimulus were included in the analysis. The jitter was calculated as the standard deviation of the latency within each cell.

**Histological methods.** Slices containing biocytin-filled cells were fixed with 4% paraformaldehyde in 0.1 M phosphate buffer overnight at 4°C, permeabilized with Triton X-100, and incubated with Alexa Fluor 488-conjugated avidin (Invitrogen). Following multiple washes, slices were resectioned to 100 μm and mounted on gelatin-coated slides using Mowiol (Calbiochem) mounting medium. Confocal image stacks of stained cells were obtained with a Leica TCS SP2 RS confocal microscope and drawn using Neurolucida.

**Results**

The prevalence of MF synapses onto CA3 stratum lucidum interneurons suggests that inhibitory interneurons are major contributors to CA3 circuit function, yet little is known about the temporal characteristics of MF-driven inhibitory currents in CA3 PCs. To examine the nature of inhibition onto CA3 PCs driven by activity within the dentate gyrus mossy fiber pathway, we stimulated granule cells within the dentate gyrus of juvenile postnatal day (P)16–20 rat hippocampal slices and recorded excitatory and inhibitory synaptic currents in CA3 PCs (Fig. 1A, B). EPSCs were recorded at the experimentally determined GABA reversal potential ($E_{\text{GABA}} = -61 \text{ mV}$) were identified as “MF-like” based upon fast rise times (20–80% rise time = 0.63 ± 0.03 ms, n = 8) and a large degree of facilitation in response to a brief train of stimuli (Figs. 1 and 2) (Williams and Johnston, 1991; Toth et al., 2000; Lawrence et al., 2004). After identifying MF-mediated EPSCs, cells were then held at the experimentally determined glutamate
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reversal potential ($E_{\text{glutamate}} = 10 \text{ mV}$) to isolate MF-driven IPSCs. Of 11 CA3 PCs that exhibited MF-mediated EPSCs, eight also received network-driven IPSCs. Analysis of the evoked EPSCs and IPSCs revealed that although EPSC rise times were typically rapid with little variability (jitter) in their onset, individual IPSCs had variable onset latencies. In polysynaptic circuits, each additional synapse acts to increase both the onset latency and the jitter of the onset latency. The monosynaptic EPSC onset was $2.2 \pm 0.4 \text{ ms}$ ($n = 8$ cells) before the onset of the IPSC (Fig. 1 B,C), consistent with previous studies of polysynaptic inhibition (Pouille and Scanziani, 2001; Gabernet et al., 2005). In contrast to the EPSC, the onset of the IPSC was not time locked from trial to trial, such that the onset latency variability (jitter $= 2.7 \pm 0.8 \text{ ms}$) was 5 times greater than monosynaptic EPSC onset latency variability (jitter $= 0.5 \pm 0.3 \text{ ms}; p < 0.05$) (Fig. 1 D). These data are consistent with MF input driving a monosynaptic EPSC and a polysynaptic IPSC onto the CA3 pyramidal cell population.

The variability in network-driven IPSC timing made consistently defining a peak in the mean IPSC difficult; therefore, we calculated total charge transfer of the mean IPSC (derived from 30 trials), including all inhibitory events evoked by the stimulus regardless of their precise timing. The average excitatory charge transfer was $1.1 \pm 0.3 \text{ pC}$ ($n = 8$), while the average inhibitory charge transfer associated with MF stimulation was $4.6 \pm 1.9 \text{ pC}$ ($n = 8$) (Fig. 1 B–E). Although the ratio of the average charge transfer is 0.24, a more accurate method of determining the ratio of excitation to inhibition ($E/I$ ratio) is to calculate the $E/I$ ratio within each cell and then take the average of these ratios. Using this method, the average ratio of excitation to inhibition within each cell was $0.57 \pm 0.25$ ($n = 8$).

To confirm that events were indeed MF-mediated polysynaptic currents, the group II metabotropic glutamate receptor antagonist DCG-IV (1 $\mu$M), which selectively depresses release at mossy fiber synapses (Kamiya et al., 1996; Yoshino et al., 1996), was applied at the end of all experiments (Fig. 1 F, G and supplemental Fig. S1). IPSCs onto CA3 PCs were reduced to $5 \pm 2\%$ of control, consistent with them being MF-driven (Fig. 1 F). IPSC charge transfer was also reduced by DCG-IV to $15 \pm 5\%$ of control. Since DCG-IV does not affect INT-PC synapses (supplemental Fig. S1), the reduction in the IPSC charge transfer in the presence of DCG-IV is entirely due to a decrease in excitatory synaptic transmission at MF-INT synapses. The IPSC charge transfer was not further reduced by inclusion of the glutamate-receptor antagonists DNQX and APV ($4 \pm 5\%$ of control; $p = 0.1$), indicating that all polysynaptic IPSCs were driven by MF activation and not by direct stimulation of INTs (Fig. 1 G).

**Mossy fiber EPSCs and polysynaptic IPSCs facilitate to the same degree in juvenile rats**

MF-evoked EPSCs show remarkable facilitation in response to brief trains of activity (Salin et al., 1996; Toth et al., 2000). However, the behavior of MF-driven IPSCs onto CA3 PCs under equivalent conditions has not been previously explored. To examine the relative short-term plasticity within the CA3 circuit, we used a 20 Hz stimulus delivered to the granule cell layer every 10 s while recording polysynaptic currents in CA3 PCs. This stimulus frequency was chosen because it closely corresponds to the median frequency of GC firing (10–40 Hz) observed in vivo (Jung and McNaughton, 1993; Henze et al., 2002). Consistent with previous studies (Toth et al., 2000), EPSCs recorded at $E_{\text{GABA}}$ facilitated dramatically (Fig. 2 A, B), with the charge transfer in response to the fifth stimulus ($S5$) > 7 times as large as that for the first stimulus ($S1$) ($S5/S1 = 7.6 \pm 2.5; n = 8$). Surprisingly, the cor-

**Figure 1.** Characteristics of MF-driven polysynaptic inhibition. A, Diagram of CA3 circuit and recording configuration, including granule cell (GC), CA3 pyramidal cell (PC), and inhibitory interneuron (INT). B, Example voltage-clamp recording from a CA3 pyramidal cell. Left, Overlay of 12 individual trials of EPSCs recorded at $E_{\text{GABA}}$ and IPSCs recorded at $E_{\text{glutamate}}$. Right, Average traces of excitatory currents (black) and inhibitory currents (blue) recorded in a CA3 PC in response to granule cell stimulation. The red trace is the calculated linear sum of the excitatory and inhibitory traces. Because under our recording conditions excitatory and inhibitory currents have equivalent driving forces, the magnitudes of the underlying excitatory and inhibitory conductances have the same ratio as the excitatory and inhibitory currents. Both conductance and current values are included on the scale bar. C, Time difference between the onset of the EPSC and the onset of the IPSC. D, Plot of the jitter (standard deviation of the onset time) for both the EPSC and the IPSC. E, Average charge transfer for the EPSC and IPSC. Open gray circles are individual cells and filled black circles are mean $\pm$ SEM. F, Summary of the charge transfer of the EPSC in the presence of 1 $\mu$M DCG-IV normalized to the charge transfer under control conditions. G, Graph of the normalized charge transfer of the IPSC in the presence of 1 $\mu$M DCG-IV or 20 $\mu$M DNQX and 100 $\mu$M APV. See also supplemental Fig. S1.
The rise time of MF-mediated EPSCs was 0.63 ms, which is significantly less than the average EPSC-IPSC onset latency difference of 2.2 ± 0.4 ms (Figs. 1C, 2D), indicating that inhibition would likely have only a modest effect on the peak of the excitatory conductance. To examine the temporal interaction of excitation and inhibition, we first converted the current trace to a conductance, multiplying the excitatory conductance by −1 for illustrative purposes. Under our recording conditions, excitatory and inhibitory currents have equivalent driving forces; therefore, the magnitudes of the underlying excitatory and inhibitory conductances have the same ratio as the excitatory and inhibitory currents. We then summed the excitatory postsynaptic conductance (EPSC) and inhibitory postsynaptic conductance (IPSC) waveforms (Fig. 2A, red traces). Immediately after the stimulus, excitation dominated the postsynaptic currents, but this net inward excitatory conductance was quickly replaced by a net inhibitory conductance. Despite this large inhibitory conductance, the peak amplitude of the inward conductance component progressively increased over the course of the stimulus train (S5/S1 = 3.8 ± 1.0) (Fig. 2E). Thus, even though the excitatory and inhibitory charge transfer are balanced, the temporal dynamics of excitatory and inhibitory input continues to permit significant facilitation of the peak of the excitatory conductance.

### Do feedforward IPSCs dominate the MF-driven polysynaptic inhibitory circuit?

The source of facilitation within the polysynaptic inhibitory circuit is unclear. The majority of INT to PC synapses in the hippocampus either depress or do not change strength during repetitive stimulation at 20 Hz (supplemental Fig. S2), indicating that the short-term plasticity of the monosynaptic INT-PC synapse is unlikely to govern the short-term dynamics of the polysynaptic inhibitory circuit.

If the dominant circuit configuration activated arises through the feedforward inhibitory loop, then the short-term dynamics of excitatory MF inputs onto inhibitory neurons likely contribute to the overall plasticity of polysynaptic MF-driven inhibition. We have previously shown that DCG-IV-sensitive excitatory inputs onto INTs can either depress or facilitate in response to 20 Hz trains of stimuli (Toth et al., 2000). A similar pattern of short-term plasticity was observed under our current recording conditions, such that the majority of inputs (17/27) onto INTs showed strong facilitation because of a decrease in failure rate (fraction of trials with no detectable EPSC) during the course of the stimulus train, and 10/27 inputs possessed short-term depression in response to the 20 Hz stimulus train, which was the result of an increase in the failure rate (Fig. 3A–C). To confirm that DCG-IV-sensitive facilitating EPSCs onto stratum lucidum INTs are monosynaptic and not the result of a MF-driven polysynaptic feedback loop, facilitating DCG-IV-sensitive synapses were first identified while holding the cell at −60 mV (in the presence of 5 μM SR95531). The holding potential was then changed to +40 mV and DNQX (20 μM) was applied to block all AMPA receptor-mediated transmission. If glutamate release onto the INT was dependent on a polysynaptic circuit, blockade of AMPA receptors should reduce the depolarization in the intervening CA3 PC to below action potential threshold, thus eliminating the NMDA current in the downstream recorded INT (Salin et al., 1996). However, under these conditions, facilitating NMDA receptor-mediated currents were still detected in the presence of DNQX, indicating that these DCG-IV-sensitive synapses onto INTs were unequivocally monosynaptic (Fig. 3D). Because monosynaptic facilitating synapses were the dominant type of MF-INT connection observed, it is highly likely that recruitment of responding IPSCs recorded at $E_{\text{glutamate}}$ also facilitate (Fig. 2A,B; S5/S1 = 4.5 ± 1.0; n = 8), indicating that polysynaptic inhibition is also dominated by facilitating synapses. To determine the balance of excitation and inhibition within each neuron, we calculated the E/I ratio across the train of stimuli. The average E/I ratio for stimulus 1 was 0.57 ± 0.23 (n = 8 cells), indicating that the inhibitory charge transfer was nearly twofold that of the excitatory charge transfer. The E/I ratio for stimulus 5 (0.59 ± 0.21) was nearly identical to that of stimulus 1. In fact, the E/I ratio remained constant over the entire course of the stimulus train (Fig. 2C) (ANOVA; p = 0.9). Thus, these data demonstrate that the short-term plastic properties of polysynaptic inhibition closely match monosynaptic excitation in juvenile rats.

Our calculation of the E/I ratio does not take into account the temporal dynamics of excitation and inhibition. The 20–80% rise time of MF-mediated EPSCs was 0.63 ± 0.03 ms, which is
increasing numbers of INTs during the MF-driven train of activity is what dominates the facilitating polysynaptic inhibition within CA3.

Because numerous subpopulations of stratum lucidum inhibitory interneurons receive mossy fiber afferent input (Toth et al., 2000; Szabadi and Soltész, 2009), a second possible explanation for this variability is the identity of the postsynaptic interneuron. To identify whether the type of short-term plasticity is correlated with a particular INT subtype, we filled the interneurons with biocytin during recordings and performed post hoc immunohistochemical analysis. The majority of bistratified and radium-projecting interneurons (4/5 and 6/8 cells, respectively) received facilitating MF inputs (facilitating synapses were defined as having S5/S1 > 1), while the majority of mossy fiber-associated interneurons received depressing inputs (4/6 cells) (Fig. 3F). Only one basket cell was recovered, and it received depressing EPSCs. Although all cell types could receive either depressing or facilitating inputs, the trend is for INTs with the bulk of their axon in stratum radiatum to receive facilitating MF synapses. These data suggest that the feedforward inhibition is likely responsible for the facilitation of polysynaptic MF-driven IPSCs; however, it does not rule out the possibility that feedback inhibition also contributes to the inhibitory input onto CA3 PCs.

**Do feedback IPSCs contribute to the facilitation of polysynaptic IPSCs?**

Another possibility is that MF-driven polysynaptic IPSCs are generated within the feedback inhibitory network. Recurrent CA3 PC axons form an elaborate network of synapses with both other CA3 PCs and INTs. This highly divergent network could form the basis of a strong feedback inhibitory network. Previous studies in vivo have demonstrated that the strong facilitation of the MF–CA3 PC synapse leads to an increase in the probability of CA3 PC action potentials late in a train of stimuli (Henze et al., 2002). This increased probability of action potentials therefore could also provide the basis for strongly facilitating feedback inhibition.

To distinguish MF-driven feedforward inhibition from any feedback inhibitory component, we switched experimental models to mice, allowing us to use transgenic technology. We used CA3-TeTX mutant mice (Nakashiba et al., 2008), which express tetanus toxin specifically in CA3 PCs. Since tetanus toxin cleaves VAMP2, a protein necessary for vesicular neurotransmitter release, CA3 PCs have reduced neurotransmitter release (supplemental Fig. S3), reducing the possibility of recruiting feedback inhibition without altering feedforward inhibition. In CA3-TeTx mutant mice, tetanus toxin expression does not begin until the third postnatal week following upregulation of the α-CaMKII promoter (Nakashiba et al., 2008); we therefore performed experiments in mice aged P30–40, where maximal reduction of the feedback loop occurred.

First, to verify that the observed phenomenon of facilitating excitation and inhibition in mice aged P16–20 is similar to that observed in rats, we replicated the key observation of facilitation of polysynaptic MF-driven inhibition in P16–20 C57BL/6 wild-type mice. In mice, MF-mediated polysynaptic IPSCs facilitated during repetitive stimulation and, as observed in rat, the degree of facilitation matched that of EPSCs (n = 5) (Fig. 4A, B). In addition, the EPSC-IPSC onset latency differences for stimuli 2–5 are similar between mice and rats (p > 0.1 for all stimuli) (Fig. 4C, compare to Fig. 2). Finally, the peak EPSG amplitude of the com-
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EPSPs (Pouille and Scanziani, 2001; Luna and Schoppa, 2008). In these studies, blockade of inhibition reduced the temporal precision of action potentials by increasing the latency and jitter (standard deviation of the latency) of action potentials. Furthermore, in somatosensory cortex, Gabernet et al. (2005) demonstrated that although both EPSCs and feedforward IPSCs depress during repetitive stimulation, the magnitude of that depression is greater for IPSCs than for EPSCs. This change in the balance of excitation and inhibition was correlated with an increase in action potential jitter, indicating that subtle changes in the balance of excitation and inhibition during trains of stimuli can lead to reduced temporal precision of action potentials.

Here, using young adult mice (P30 – 40), we tested the role of feedforward inhibition during short trains of MF-driven action potentials in CA3 PCs. Using the same stimulus protocol as in the previous experiments, we stimulated granule cells and recorded postsynaptic potentials and action potentials in CA3 PCs in current-clamp configuration. The chloride reversal potential of the intracellular solution was set at −75 mV, which is the physiologically measured chloride reversal potential of CA3 PCs (Banke and McBain, 2006). The low-intensity stimulus protocol that we used was unable to elicit action potentials from CA3 PCs at their resting potential (−70 ± 2 mV); therefore, cells were biased close to action potential threshold (−45 to −50 mV). At this potential, MF stimulation evoked single action potentials with a short latency (4.7 ± 0.6 ms) and low jitter (0.76 ± 0.27 ms; n = 7). The probability of action potentials in response to the first stimulus in a train of stimuli was only 0.18 ± 0.1, but by the fifth stimulus in the train it more than doubled to 0.4 ± 0.1 (n = 7). On trials that did not elicit action potentials, subthreshold postsynaptic potentials consisted of a short latency EPSP that was quickly shunted by a slightly longer latency IPSP (Fig. 6A, B), indicating that MF stimulation did indeed recruit feedforward inhibition.

To determine whether GABAergic inhibition plays a role in establishing the timing of MF-evoked action potentials, we bath applied the GABA receptor antagonist SR95531 (5 μM). The elimination of the IPSP by SR95531 (Fig. 5A) had unexpected effects on the probability and timing of action potentials. In three of seven CA3 PCs, MF stimulation evoked plateau potentials on which action potentials were superimposed (Fig. 6A, B). These plateau potentials occurred in 40 ± 10% of trials.
Figure 6. Blockade of GABAA receptors increases cell excitability but does not alter temporal precision of single action potentials. A, Example current-clamp recording from a CA3 PC that exhibited plateau potentials in the presence of SR95531. Current was injected to bias the resting potential close to action potential threshold. Traces shown are single trials under either control conditions (top, black) or in the presence of SR95531 (middle, red; bottom, blue). In the presence of SR95531, MF stimulation elicited plateau potentials in a subset of trials (bottom traces, red). Scale bar, 3 mV (top traces) or 10 mV (bottom traces). B, Raster plot of action potentials for the same cell as that shown in A. Five stimuli were delivered every 50 ms starting at time 0 ms. SR95531 was bath applied at trial 18. C, The change in action potential latency after bath application of SR95531 (Δlatency = SR95531 latency – control latency) was plotted as a function of stimulus number. Asterisks denote p < 0.05. D, The change in action potential jitter after bath application of SR95531 (Δjitter = SR95531 jitter – control jitter) was plotted as a function of stimulus number. E, The change in action potential probability after bath application of SR95531 (Δprobability = SR95531 probability – control probability) was plotted as a function of stimulus number. These statistics only include trials on which single action potentials were elicited. Trials exhibiting plateau potentials were not included in the analysis.

Discussion

By influencing the amplitude and kinetics of EPSPs, feedforward inhibition limits the temporal summation of EPSPs and reduces both action potential jitter and number in cortical and CA1 hippocampal PCs (Pouille and Scanziani, 2001; Gabernet et al., 2005; Luna and Schoppa, 2008). In somatosensory cortex, both monosynaptic excitation and disynaptic inhibition onto principal cells undergo short-term synaptic depression during repetitive stimulation; however, feedforward inhibition depresses to a larger degree, altering the balance of excitation and inhibition. This reduction of inhibition relative to excitation leads to a progressively longer temporal window for EPSP summation and an increase in action potential jitter, underscoring the effectiveness of feedforward inhibition in controlling spike timing (Gabernet et al., 2005).

In contrast, in the developing hippocampus we found that MF-driven feedforward inhibition onto CA3 PCs facilitates to nearly the same degree as MF-driven excitation, resulting in balanced excitation and inhibition throughout the train of stimuli. Because of the rapid rise of the EPSC, the excitatory current peak is maximal before the onset of the inhibitory current just 2 ms later, allowing for the facilitation of the peak excitatory current during repetitive stimulation before the inhibitory current dominates. This arrangement suggests that polysynaptic MF-driven inhibition allows CA3 PC action potential probability to increase during the train of stimuli without a loss of temporal precision. Surprisingly, however, the short-term plasticity of polysynaptic MF-driven inhibition changed during development, such that by P30–40 both facilitating and depressing MF-driven polysynaptic IPSPs were evident. Although there was a shift in the balance of excitation and inhibition during a train of stimuli, the addition of depressing IPSPs represented a net increase in the amount of inhibition for stimuli early in a train rather than a decrease in inhibition near the end of the train (Fig. 5C). Importantly, this change in the balance of excitation and inhibition did not alter the timing of action potentials during a train of stimuli, forcing us to rethink the hypothesis that the balance of excitation and inhibition alone is important for maintaining action potential timing during repetitive stimulation. In fact, unlike cortex and CA1 hippocampus, MF-driven feedforward inhibition is not the sole determinant of the temporal precision of single action potentials in CA3 hippocampus. Rather, the role of feedforward inhibition is primarily to control the CA3 PC excitability by preventing plateau potentials and action potential bursts.

The feedforward inhibitory circuit is responsible for inhibition along the apical somatodendritic axis of CA3 PCs. In cortex and hippocampal CA1, feedforward inhibition is mediated al-
most exclusively by perisomatic, fast-spiking basket cells (Pouille and Scanziani, 2001; Gabernet et al., 2005; Glickfeld and Scanziani, 2006; Daw et al., 2007; Glickfeld et al., 2008). In these circuits, feedforward excitatory synaptic strength onto fast-spiking basket cells either does not change or depresses during repetitive stimulation, and monosynaptic connections between fast-spiking basket cells and principal cells depress during repetitive stimulation, resulting in an overall depression of the feedforward inhibitory drive onto principal cells (Gabernet et al., 2005; Glickfeld and Scanziani, 2006). In hippocampal CA3, the role of fast-spiking basket cells in feedforward inhibition is unclear. In paired recordings between MF boutons and INTs, MF synapses onto fast-spiking basket cells are infrequent and exhibit an extremely low release probability with mild facilitation (Szabadics and Soltesz, 2009), suggesting that they could account in part for the facilitation of MF-driven feedforward inhibition observed here. Our data suggest that dendrite-projecting INTs, including radiatum-projecting and bistratified INTs, are more likely to be the dominant participants in feedforward inhibition in CA3 because they receive facilitating MF-driven EPSCs capable of triggering action potential firing (Lawrence et al. 2004). Here and in other studies from our lab (Toth and McBain, 1998; Toth et al. 2000; Pelkey et al., 2005), dendritic targeting interneurons are encountered far in excess of perisomatic targeting interneurons in stratum lucidum.

The emergence of depressing MF-driven feedforward inhibition in young adult mice suggests that additional classes of INTs may be recruited into the circuit during development. Although the majority of MF-associated INTs received depressing MF-driven EPSCs (Fig. 3), they are unlikely to mediate depressing feedforward inhibition, since they release neurotransmitter only at high (>25 Hz) firing frequencies (Losonczy et al., 2004). Regular spiking, cholecystokinin (CCK)-positive basket cells also receive depressing MF-driven EPSCs (Szabadics and Soltesz, 2009). However, in CA1 these cells are involved exclusively in feedback inhibition (Glickfeld and Scanziani, 2006; Glickfeld et al., 2008). Therefore, if CCK basket cells are involved in feedforward inhibition in the CA3 region, it would represent a novel role for these cells within inhibitory circuits.

By engaging different classes of INTs that form synapses along the entire somatodendritic region of principal cells, feedforward inhibition will influence the integration of virtually all types of inputs that CA3 PCs receive. Because of their perisomatic location, IPSPs from basket cell synapses exert significant control over somatic voltage, altering the amplitude and kinetics of somatic EPSPs and the generation of sodium-dependent action potentials (Miles et al., 1996; Pouille and Scanziani, 2001). In contrast, IPSPs from dendritic-projecting INTs alter integration of synaptic inputs within the dendrites and suppress dendritic calcium spikes (Miles et al., 1996; Pouille and Scanziani, 2001) but have limited control over somatic action potential generation (Miles et al., 1996; Pouille and Scanziani, 2001). Whether the dendritic location of radiatum-projecting and bistratified INT inputs hinders their ability to modulate EPSPs from MF synapses, which are located near the soma of CA3 PCs, remains to be tested. However, we predict that the likely role of these dendritic IPSPs is to modify the integration of EPSPs from associational/commisural (A/C) inputs, which form synapses along the length of the dendrites, and entorhinal inputs, which form synapses in the distal dendrites of CA3 PCs at the time when mossy fiber input to CA3 is maximal. In this manner, the primary purpose of MF-driven feedforward inhibition may be to lessen CA3 PC responsiveness to A/C and entorhinal cortex inputs, allowing for the specific entrainment of CA3 by MF input.

Our current-clamp recordings illustrate that MF-EPSP-driven action potentials are temporally precise, exhibiting a short latency and narrow jitter. The narrow window for excitatory synaptic-driven action potential generation results from two main properties of the circuit. First, MF-driven EPSPs display a characteristic short latency and have a rapid rise time and a large unitary synaptic conductance. Second, these large facilitating EPSPs are rapidly shunted by the large IPSP to generate a narrow and relatively fixed time window for depolarization (Fig. 6). Importantly our data demonstrate that although feedforward inhibition is capable of rapidly terminating the excitatory synaptic input, it does not appear to govern the temporal precision of single MF-driven action potentials in CA3 PCs. Instead, the temporal precision of action potentials is likely governed by the kinetics of the EPSP itself and, since MF synapses terminate on proximal dendrites close to the PC soma, their rapid rise time and large amplitude will quickly bring the membrane potential above threshold, generating action potentials that are temporally precise and largely independent of inhibition. We predict that rather than control the temporal precision of individual action potentials, the primary role of feedforward inhibition in the CA3 region of the hippocampus is to prevent run away excitation, the generation of plateau potentials, and repetitive burst firing within CA3 PCs by providing a robust GABAergic conductance. Of particular interest, CA3 PCs express L-type calcium channels in their soma and proximal dendrites near mossy fiber inputs (Westenbroek et al., 1990; Glazewski et al., 1993; Hell et al., 1993; Elliott et al., 1995). Developing CA3 pyramidal cells are predisposed to burst firing, which arises largely through activation of L-type calcium channels (Traub and Wong, 1982; Miles and Wong, 1983; Buzsaki, 1986). Although the role for single versus burst firing action potential generation in CA3 PCs is unclear, we have recently demonstrated that burst firing in CA3 PCs is directly linked to induction of long-term depression and the maturation of MF-excitatory synaptic transmission during the first 2–3 postnatal weeks (Lei et al., 2003; Ho et al., 2007, 2009). Burst firing in juvenile CA3 PCs triggers a switch from synapses primarily comprised of Ca\(^2^+\)-permeable, GluR2-lacking AMPA receptors to ones containing Ca\(^2^+\)-Ca-impermeable GluR2-containing AMPA receptors (Ho et al. 2009). It is possible that feedforward inhibitory control of CA3 burst firing provides an essential regulatory mechanism over mossy fiber maturation during development as well as acting as a gate for bursting in more mature networks.

In conclusion our data suggest that unlike other canonical feedforward inhibitory pathways in hippocampus and cortex, mossy fiber-driven feedforward inhibition does not substantially influence the timing of single action potentials CA3 PCs but rather provides a potent mechanism to prevent excessive depolarization and burst firing of CA3 PCs.
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