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We study stochastic transport through a lattice network with quenched disorder and evaluate the limits of predictability of the transport behavior across realizations of spatial heterogeneity. Within a Lagrangian framework, we perform coarse graining, noise averaging, and ensemble averaging, to obtain an effective transport model for the average particle density and its fluctuations between realizations. We show that the average particle density is described exactly by a continuous time random walk (CTRW), and the particle density variance is quantified by a novel two-particle CTRW.
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Transport of individual agents on networks leads to the emergence of collective dynamics that govern many processes in nature and society, such as traffic patterns [1], evacuation systems [2], bubble microfluidic devices [3], cell motility in dense actin filament networks [4], and flow through geologic fractures [5]. Recent analyses have led to key advances in the theory of transport on networks, including an understanding of the conductance between two arbitrarily chosen nodes in scale-free or Erdős and Rényi networks [6], and spreading behavior by means of diffusive random walks [7,8]. However, predictive theories of the aggregate transport behavior are still in their infancy and are likely to be one of the next frontiers in network science [9]. This has proven challenging because the dynamics depend on network topology as well as on the underlying transport mechanisms, such as the balance between advection and diffusion [10], or diffusion and reaction [11,12]. Another fundamental challenge is that the detailed properties of the network are often inaccessible to direct observation. As a result, transport must be understood in a stochastic framework, and characterizing the system requires not only estimating the expected evolution, but also evaluating its predictability—the confidence with which a prediction can be made—at the level of individual agents [13] and also in terms of the mean-field behavior [14].

Here, we show that the ensemble behavior of kinetic particle transport in a lattice network with quenched disorder in particle velocity can be described exactly by a continuous time random walk (CTRW) [15–18]. This provides an exact coarse-grained model for the expected value of particle density in space and time, thereby advancing CTRW not only as an effective modeling approach [5,19], but also as a stochastic description that emanates from proper upscaling of the microscale [20].

The central result of this Rapid Communication is an explicit stochastic averaging of the quenched disorder that allows for the systematic quantification of the sample-to-sample fluctuations in particle density about the expected behavior. Fluctuation quantification for random walks has been addressed previously in annealed random environments [21,22]. While some annealed and quenched disorder scenarios lead to the same average behavior (CTRW), they exhibit different fluctuation dynamics. Although much of the mean behavior of our model can be understood from a one-dimensional (1D) system [23], the fluctuation behaviors for 1D and two-dimensional (2D) systems are fundamentally different. Here, we address the predictability of random walks in a quenched random environment by developing a novel two-particle process that exactly describes the variability in particle density among equiprobable realizations of the network’s quenched disorder. Our theoretical model of the particle density variance takes a form that is reminiscent of CTRW, and, therefore, we coin it two-particle CTRW. This result sheds light on the spatiotemporal characteristics of uncertainty propagation and the predictability of transport through a network whose properties are unconditioned to hard data.

We consider a lattice network consisting of two sets of parallel equidistant intersecting links: one set at an angle −α and the other at an angle +α with respect to the x axis [Fig. 1(a)]. We assign i.i.d. random particle velocities v ⩾ 0 to each link. Different values of particle velocity are assumed to be the result of microscale processes, such as different conductance or adsorption rate. In particular, our model is an analog for transport through a fracture network.

FIG. 1. (Color online) (a) Schematic of the lattice network considered here, with two sets of links with orientation {−α,+α} with respect to the x axis, and lattice spacing l = 1. Each network realization exhibits quenched disorder in the particle velocity, with link velocities determined from an independent and identically distributed (i.i.d.) process pv(t),. (b) Representation of transport through the network from particles released at the origin at t = 0. Shown is the particle density (represented by circle size) at t = 30 for a single realization with β = 1.5. The random process generating velocity disorder induces large fluctuations in the particle density between realizations.
with homogeneous hydraulic properties (fracture spacing and aperture) but with chemical heterogeneity. Due to adsorption, the mean particle velocity within a link is lower than the fluid velocity by a retardation factor \( R = 1 + k \), where the coefficient \( k \) is a measure of adsorption strength. Our analytical developments are valid for any velocity distribution \( p_v(v) \), but in the simulations, we employ a one-sided truncated power law distribution, \( p_v(v) = v^{\beta-1} \exp\left(-v/v_c\right)/\Gamma(\beta) v_c^\beta \), where \( \beta \) is the power law exponent, \( v_c = 1 \) is the characteristic value of the velocity for the exponential cutoff, and \( \Gamma \) denotes the Gamma function. The set of all realizations of the quenched random network generated in this way form a statistical ensemble that is stationary and ergodic.

We study the spatiotemporal evolution of particles released instantaneously at the origin [Fig. 1(b)]. For a given realization, an individual particle will advance through the network moving along links with fixed random velocities. At each node, it has probability \( \lambda \) to move diagonally upward and probability \( 1 - \lambda \) to move downward. For an effective transport description on an observation scale \( L \), much larger than the link length \( l \), the detailed particle positions within the links are not needed. Thus, we coarse-grain transport and record particle positions only at nodes. The Langevin equations describing particle evolution are as follows:

\[
\begin{align*}
x_{n+1} &= x_n + l \cos \alpha, \\
y_{n+1} &= y_n + \xi_n l \sin \alpha, \\
t_{n+1} &= t_n + \tau(x_n, \xi_n),
\end{align*}
\]

where the noise \( \xi_n \in (-1, 1) \) is distributed according to a two-valued Dirac \( \delta \) function \( p_{\xi_n} = (1 - \lambda) \delta(\xi_n + 1) + \lambda \delta(\xi_n - 1) \). The Lagrangian velocity \( v(x_n, \xi_n) \) at the \( n+1 \)th step at node at \( x_n \), depends on the noise \( \xi_n \). The quenched random velocity is mapped onto the quenched random transition time between nodes, \( \tau(x_n, \xi_n) = l / v(x_n, \xi_n) \). At a given time \( t \), a particle is assigned to node \( x_n \) as long as \( t < t_{n+1} \). Thus, \( \tau \) is the transition time between nodes or, alternatively, the waiting time at a node. The transition times between nodes are fixed but independent, and their one point distribution \( \psi(t, \tau) \) is obtained from the velocity distribution \( \psi(t, \tau) = \tau^{-1} p_{\xi_n}(l/\tau) \sim \tau^{-(1+\beta)} \).

The system of discrete Langevin equations (1) describes coarse-grained particle transport in a single realization of the network. The particle position at a given time \( t \) is \( x_n \), where \( n_t \) denotes the renewal process that describes the number of steps needed to reach time \( t \) following Eq. (1b), that is, \( n_t = \max \{ n | t \geq t_n \} \).

We characterize transport in terms of the propagator \( P(x,t) \) of the initial impulse, that is, the probability density of finding a particle at position \( x \) at time \( t \), which is given in terms of the particle trajectories \( x_n \), as

\[
P(x,t) = \langle \delta(x - x_n) \rangle,
\]

where the angular brackets \( \langle \cdot \rangle \) denote noise averaging over all particles. Note that the Dirac \( \delta \) is the limit of a discrete density for \( L \gg l \).

We solve the transport problem in a single disorder realization by particle tracking using Eq. (1). The simulated particle densities display large sample-to-sample fluctuations [Fig. 2(a)]. By averaging over a sufficient number of realizations, we obtain the mean particle density \( \overline{P}(x,t) = \overline{P}(x,t) \), where the overbar \( \overline{()} \) denotes ensemble averaging over all realizations. The mean particle density exhibits a skewed spatial distribution, which migrates and spreads with time without ever approaching the Gaussian shape characteristic of normal (Fickian) transport [Fig. 2(b)]. Average transport is anomalous in the sense that the mean square displacement of normal (Fickian) transport is unique in the simulations, we employ a one-sided truncated power law distribution with the same value of the exponent \( \beta = 1.5 \). The disparity in the spatial distributions of particle density illustrates the need for quantifying fluctuations among realizations. (b) Mean particle density obtained by ensemble averaging, which displays a non-Gaussian shape even for long simulation times. We simulated \( 10^3 \) realizations and \( 10^4 \) particles per realization.

![Figure 2](https://example.com/fig2.png)
in this quenched disorder model behaves in the same way as a corresponding annealed disorder model, for which the disorder configuration changes at each time step. Since \( \psi(t) \sim t^{-1+\beta} \), transport is anomalous for \( 0 < \beta < 2 \) and Fickian for \( \beta > 2 \) [18, 24].

We now turn our attention to assessing the predictive power of this result. We have already shown that, in quenched disordered systems, sample-to-sample fluctuations can be large [Fig. 2(a)]. We choose the variance \( \sigma^2(x, t) = P^2(x, t) - [P(x, t)]^2 \) as a measure of variability among realizations. The mean square density \( P^2(x, t) \) can be written by using the trajectories of two independent particles \( x_{i,n}(t) \), \( i = 1, 2 \) as

\[
P^2(x, t) = \sum_{n=0}^{\infty} [\delta(x - x_{1,n}) \delta(x - x_{2,n})] P_{n,n,\alpha}(\xi_{n,\alpha}),
\]

where we used the fact that, in our network model, the space trajectories are independent of the quenched disorder and that \( x_{1,n} = x_{2,n} = x \) only if \( n = n' \). The joint distribution of the renewal process \( n_i \) is

\[
\delta_{n,n'} = \int_0^t d\tau \int_0^t d\tau' \delta(\tau' - i^{(1)}_n) \delta(\tau'' - i^{(2)}_n)
\]

\[
\times [\tau(1)_{x,\xi^{(1)}_n}(t - \tau') \tau(2)_{x,\xi^{(2)}_n}(t - \tau'')]
\]

\[
\times \psi(t - \tau) \psi(t - \tau''),
\]

(8)

where \( P(x, t)^2 \) denotes the two-particle space-time density, and \( \Psi_2(\tau, \tau') = \int_0^\infty d\tau'' \psi(\tau'') \) is the probability that the transition time is larger than the maximum of \( \tau \) and \( \tau' \). The probability of sampling the same noise is \( \rho = \lambda^2 + (1 - \lambda)^2 \). The first term on the right side of Eq. (8) accounts for the particle pairs that arrive at position \( x \) and move on through the same link, which renders their transition times identical. Thus, contributions to the ensemble average come only from those particle pairs for which both transition times are larger than the maximum of the differences of the observation time and the individual arrival times at \( x \). The second term on the right accounts for the particle pairs that, after arriving at \( x \), move on through different links, which yields their transition times independent of each other.

The two-particle density \( P_{n+1}(x_1, t; x_2, t') \) quantifies the joint transition probability of finding one particle at \((x_1, t)\) and another at \((x_2, t')\) after \( n \) steps. Using the fact that random velocities in different links are independent, we obtain

\[
P_{n+1}(x_1, t; x_2, t') = \int d\eta \int_0^{\infty} d\tau \ p(\eta) \psi(\tau) P_{n}(x_1, t; x_2, t')
\]

\[
\times (x - y, t - \tau; x - y', t' - \tau) + \int d\eta \int d\eta' \int_0^\infty d\tau \ h(\eta, \eta') P_{n}(x_1, t; x_2, t')
\]

\[
\times (x - y, t - \tau; x - y', t' - \tau).
\]

(9)

The first term on the right quantifies the probability that two particles reach position \( x \) through the same link and, thus, have the same transition time. The second term accounts for particle transitions arriving at \( x \) from different positions such that transition times are independent. In this case, that is, when \( x \neq x' \), the two-particle density is simply

\[
P_{n+1}(x_1, t; x_2, t') = \int d\eta \int_0^\infty d\tau \ h(\eta, \tau) \psi(\eta) \psi(\tau)
\]

\[
\times (x - y, t - \tau; x - y', t' - \tau).
\]

(9b)

The system of equations (9) describes a two-particle CTRW that exactly quantifies the mean square density and, therefore, the particle density variance. The corresponding Langevin equations are the particle-pair \((i = 1, 2)\) trajectories,

\[
x_{n+1} = x_n + l \cos \alpha, \quad y_{n+1} = y_n + \xi_n \sin \alpha,
\]

(10a)

\[
i_n = i_{n+1} = i_{n'}
\]

(10b)

where the particle-pair transition times \((\tau^{(1)}, \tau^{(2)})\) are distributed according to \( \psi_2(\tau^{(1)}), \tau^{(2)} = \psi_2(\tau^{(1)}), \tau^{(2)} = \psi_2(\tau^{(1)}, \tau^{(2)}) \) if \( x_n = x_{n'} \) and \( \xi_n = \xi_{n'} \) and according to \( \psi_2(\tau^{(1)}, \tau^{(2)}) = \psi(\tau^{(1)}), \psi(\tau^{(2)}) \) otherwise.

Let us explain this two-particle process more plainly. Consider a pair of particles (a red particle and a blue particle) that are released simultaneously at the origin. Each particle traverses the lattice from left to right and has equal probability of moving diagonally up and diagonally down at each node. Since the two particles migrate in a directed network, each particle can traverse a link only once. If, at a given step \( i \), the two particles traverse different links, they experience two independent waiting times, \( \tau_i \) and \( \tau_{i'} \). In other words, when the two particles traverse different links, they sample the transition-time probability distribution independently. If, at a given step \( p \) of the process, the two particles traverse the same link, both particles experience the same waiting time for that jump, \( \tau_p = \tau_{p'} \). Following this process, we assign, to each particle, a sequence of network positions \((x_1), (x')\) and time intervals \((t_{i+1} - t_i, t_{i+1} - t_i')\) spent at each location. We repeat this annealed process for many particle pairs, which we express in the paper with the Langevin equations (10). Counting the number of events when the two particles share a node (same position) during a period (same time) and using the total number of particle pairs injected as a normalization factor, allows us to determine the mean square particle density, \( P^2(x, t) \), and, therefore, the variance \( \sigma^2(x, t) = P^2(x, t) - [P(x, t)]^2 \).

The typical spatial distribution of the variance shows that uncertainty is largest near the origin and decreases with particle travel distance [Fig. 3(a)]. The variability in transport velocities near the injection point greatly impacts the
Overall plume shape, suggesting that conditioning the velocity disorder to hard data near the injection point is an effective strategy to reduce uncertainty.

An important question regarding predictability of transport is how the variance—especially, the variance where the particle density is maximum, $\sigma^2_{P_m}$—evolves in time. Simulations using the two-particle CTRW formulation show that, for the one-sided truncated power law velocity distribution, $\sigma^2_{P_m}$ follows a power law decay with time, $\sigma^2_{P_m} \sim t^{-\gamma}$. Inset: dependence of $\gamma$ on the power law exponent of the velocity distribution $\beta$. The results are obtained with the two-particle CTRW formulation, using $10^5$ successful particle pairs per simulation.

FIG. 3. (Color online) (a) Profile of the variance $\sigma^2_P$ along the $x$ axis at $t = 30$ for a lattice with velocity disorder given by a power law exponent $\beta = 1.5$. The predictions from the two-particle CTRW simulation are obtained with $10^5$ successful particle pairs. We compare these results with those obtained from Monte Carlo simulation with $10^5$ quenched disorder realizations and $10^4$ particles per realization. Inset: 2D spatial map of the logarithmic variance. (b) Time evolution of the variance at the point of maximum particle density, $\sigma^2_{P_m}$, showing a power law decay of the variance, $\sigma^2_{P_m} \sim t^{-\gamma}$. Inset: dependence of $\gamma$ on the power law exponent of the velocity distribution $\beta$. The results are obtained with the two-particle CTRW formulation, using $10^5$ successful particle pairs per simulation.