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Abstract. In the scenes with deflective and/or reflective medium such as fogs or mirrors, where the contrast levels among the intensity values of the pixels in the image are very small, even a small estimation improvement on the intensity value of each pixel could make a big difference for the perceptual quality of the final image if we want to subtract the interference components from the original image. In this paper we analyze the average quantization error, total error and photon noise from multiple images with fixed and varied exposure time. We observe that by properly controlling and varying exposure time with multiple images, one can obtain an image with better performance than that of the conventional wisdom, where multiple images are taken repeatedly with the same exposure time.
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1. Introduction

Image noise is an inherent and integral part of the digital imaging. In order to achieve the best performance from digital imaging, it is essential to understand the impact of noise, in particular the signal-dependent photon noise [18], on the estimation of the intensity values of each pixel in the image.

The motivation of this work is two-folds. First, for the scenarios in which the contrast levels among the intensity values of each pixel in the image are very small, even a small improvement for the estimation of the intensity values of the pixels in the image could significantly improve the perceptual quality of the final image. In other scenarios with reflective scenes by a mirror or with the masking process in computational photography, the contrast levels among the intensity values of each pixel in the resulted image are also very small. In this paper, we examine the tradeoffs to change or not to change exposure time in order to achieve the best performance from multiple images by collectively reducing the errors due to photon noise and quantization process, which will lead to a better resulted image.

Second, the availability of the “burst” mode for commodity cameras provides new opportunities to get a better image from multiple images by taking many images quickly. A conventional wisdom to reduce random noise is to take the average of multiple images [12] by taking many images of the same scene repeatedly with the same exposure time. A natural question is that is this conventional wisdom the best way to go in order to get a better image from multiple images. In this paper, we tend to answer the above question by analyzing the trends of average quantization error, total error and photon noise with fixed and varied exposure time to take multiple images of the same scene.

The main results of this paper are as follows:
(a) Quantization error can not be overcome when the noise is zero with fixed exposure time.
(b) Quantization error can be reduced when the noise is zero and the exposure time is varied among different images.
(c) Quantization error can be reduced when the noise is finite and the exposure time is fixed among different images.
(d) Quantization error can be further reduced with high probability when the noise is finite and the exposure time is varied among different images compared with that of the fixed exposure time for multiple images.

The rest of the paper is organized as follows: we discuss the related work in Section 2; we present preliminaries regarding the models in Section 3; we analyze average quantization errors, total errors and photon noise with multiple images in Section 4; the conclusions are presented in Section 5.

2. Related Work

Many researches have explored various ways to deal with image noise and the lack of quantization resolution in the face of small contrast levels in the image caused by interference components such as fogs. One natural way is to increase the number of quantization levels, which could lead to higher cost to produce the camera itself and it is also not trivial to do.

In [12], Martinec conducted a systematic study on the sources of noise in digital imaging and presented some measurement results on image noise. The author also discussed some aspects of noise reduction on raw data.
In [12], Martinec also mentioned the conventional wisdom of repeatedly taking multiple images with the same exposure time to reduce random noise.

In [4], Grossberg and Nayar presented an algorithm to combine a few exposures to achieve high dynamic range. The authors proved that simple summation combines all the information in the individual exposures without loss. The approach in [4] to find the optimal exposures for a desired camera response function and a desired dynamic range is to minimize a function of the difference between the derivative of the camera response function and the derivative of the desired camera response function plus a term, which penalizes exposures that increase the noise variance. As will be seen in our analysis that a larger noise variance may not mean a larger quantization error when combining multiple images.

Schechner et al in [20] proposed techniques for instant dehazing using polarization to remove the effects of haze from images. The method presented in [20] uses multiple images taken through a polarizer at different orientations. Recent work by Fattal in [3] presented a new method of dehazing from single image by estimating the optical transmission in hazy scenes given a single input image.

In [18], Ratner and Schechner presented a thorough and insightful treatment of noise mechanisms in digital imaging. The authors in [5,6,10,13] explored different ways for noise estimation based on noise distributions and camera response functions.

3. Preliminaries

In this section, we give a brief overview on the noise model, quantization error model, and the related theorems governing the corresponding statistical/random processes.

3.1 Camera Response Curve

The camera response curve is a curve showing the relationship between the amount of incoming light, which is often dictated by the length of exposure time, and the image pixel intensity values of a digital camera. In the following discussions, we assume linear camera response in terms of the length of exposure time and we have

\[ v(E) = \alpha E + \beta \]  

where \( E \) indicates the duration of the exposure time, \( \alpha \) and \( \beta \) are constant values. However, the principles discussed here are equally applicable to other camera response functions such as the logarithmic ones.

3.2 The Noise Model

As described in [12,13,18], image noise can be divided into two categories: signal-dependent noise and signal-independent noise. As the name suggests, signal-independent noise, independent of the photon flux, is due to dark current, amplifier noise and the quantizer in the camera circuitry [18]. On the other hand, signal-dependent noise is determined by the photon flux and the uncertainty of the electron-photon conversion process that occurs in the camera detector [18].

In this study, we are mostly interested in examining the impact of photon shot noise, which is signal-dependent. It is well known in this literature that the stream of photons follow a Poisson distribution [6,12,13,18]. An important characteristic of the Poisson distribution is that the standard deviation of the fluctuations is equal to the square root of the average count itself. The fluctuations in photon counts are perceived in images as noise, also known as Poisson noise or photon shot noise [12].

As discussed in [6] that if the mean of a Poisson distribution is relatively large, we can approximate a Poisson distribution as a Gaussian distribution for photon noise. However, for very dark pixels, the Gaussian approximation of image noise may not be that accurate.

3.3 The Quantization Error Model

Quantization error is due to digitization in the imaging process. There are two kinds of quantization errors: the approximation error and the clipping error. The approximation error is caused by the “round-off” effect of the analog signal due to the lack of quantization resolution. The clipping error is due to inadequate quantizer range limit. In our discussion, we mainly consider the approximation error as the quantization error. For a uniform quantizer, the quantization error is bounded by the stepsize of the quantizer and we have

\[ -\Delta/2 \leq q_e \leq \Delta/2 \]  

where \( q_e \) denotes the quantization error and \( \Delta \) is the stepsize of the quantizer.

4. Quantization Error and Total Error with Multiple Images

Assume that a random variable \( X \), representing the photon-flux signal, follows a probability distribution with a mean of \( \mu \) and a variance of \( \sigma^2 \), i.e.,

\[ X \sim (\mu, \sigma^2) \]. We have \( N \) measurements of this random process in the form of \( N \) images of the same scene with the same exposure time, which are \( x_1, x_2, \ldots, x_N \). Notably, \( x_1, x_2, \ldots, x_N \) are independent and identically distributed (i.i.d.). As mentioned earlier, the stream of
Let $X$ be the total error for $Y_1, Y_2, \ldots, Y_N$, meaning the difference between the normalized average of the quantized values of $Y_i$ and the real signal value of $x$, i.e., $E\{x\}$, and we have
$$\left|x_{aqe}\right| = \frac{1}{N} \sum_{i=1}^{N} \left|Y_i - Y_{i,q}\right|$$

(8)

Note that the measurement value of $Y_i$ is the real signal value of $a_i x$, say $a_i E\{x\}$, plus the signal-dependent photon shot noise, say $s_i$, which is the fluctuation of the photon counts. So, we have
$$Y_i = a_i E\{x\} + s_i$$

(9)

We need to emphasize that the term of $s_i$ in Eq. (9) is different from the term of $s_j$ in Eq. (7) in that the shapes of the Poisson/Gaussian noise distribution are quite different in these two cases due to the fact that width of the “bell-shape” noise distribution curve is proportional to the square root of the real signal value.

Let $x_{te}$ stand for the total error for $x_1, x_2, \ldots, x_N$, meaning the difference between the average of the quantized values of each individual measurement and the real value of $x$, and we have
$$x_{te} = \frac{1}{N} \sum_{i=1}^{N} x_{i,q} - E\{x\}$$

(10)

Likewise, let $x_{te}$ represent the total error for $y_1, y_2, \ldots, y_N$, meaning the difference between the normalized average of the quantized values of $y_i$ and the real signal value of $x$, i.e., $E\{x\}$, and we have
$$x_{te} = \frac{1}{N} \sum_{i=1}^{N} a_i \left|x_{i,q}\right| - E\{x\}$$

(11)

Notably, the difference between $x_{aqe}$ in Eq. (6) and $x_{te}$ in Eq. (10) is that $x_{aqe}$ is simply the average of the quantization error at each measurement and $x_{te}$ is the difference between the average of the quantized value at each measurement and the real signal value of $x$, i.e., $E\{x\}$. Similarly, the same relationship applies to $x_{aqe}$ and $x_{te}$.

Regarding the quantization error with multiple measurements (multiple images in our case), we have the following observations:

**Lemma 1:** Quantization error can not be overcome when the noise is zero with fixed exposure time.

To see this, let us have a look at the following quantization example in Fig. 1. Without loss of generality, let us assume that the signal value of $x$ lands...
between $a$ and $(a + 0.5)$, where $a$ is an integer. The quantization error in this example is $a - x$ in this example. If the noise is zero, the total error $\bar{x}_{te}$ as defined in Eq. (11) will remain the same as $|a - x|$ no matter how many times we try the measurements.

**Figure 1:** An illustration of quantization error without noise.

**Lemma 2:** Quantization error can be reduced when the noise is zero and the exposure time is varied among different images.

Assume that we have a linear response camera and the intensity value of a pixel is determined linearly by the duration of the exposure time when the image is taken. Without loss of generality, let us have a look at the examples illustrated in Fig. 2. In Fig. 2.(a), the signal value $y_i$ will be truncated as $a (y_i$’s closest integer point), which leads to the quantization error of $(a - y_i)$, a negative value. On the other hand, if we change the exposure time and the corresponding signal value of $y_j$ could land in a different region from that of $y_i$’s. By properly controlling the exposure time, it is possible that $y_j$ lands in a region between $(b + 0.5)$ and $(b + 1)$, where $b$ is an integer. As a result, the quantized value of $y_j$ would be $(b + 1)$, which leads to the quantization error of $(b + 1 - y_j)$, a positive value. Therefore, the total error $\bar{x}_{te}$ as defined in Eq. (11) can be reduced by the “cancelling-out” effect of “overestimates” (see Fig. 2.(b)) and “underestimates” (see Fig. 2.(a)) if we take multiple images with controlled and varied exposure time.

**Figure 2:** An illustration of quantization error with varied exposure time.

(a) signal $y_i$ is obtained with the exposure time of $e_i$ seconds.

(b) signal $y_j$ is obtained with the exposure time of $e_j$ seconds.

**Lemma 3:** Quantization error can be reduced when the noise is finite and the exposure time is fixed among different images.

Without loss of generality, let us look at the following example depicted in Fig. 3, where we have a real signal value of $s$ and the photon shot noise, which oscillates around the signal value of $s$ with a “bell-shape” distribution in terms of its density. The horizontal axis indicates possible measurement values and the vertical axis denotes the probability density function of the corresponding photon shot noise distribution. Let $n$ denote the random variable of photon noise ($n \in [A - s, D - s]$ in this example). As we can see that without noise, the quantization error will be $(a - s)$, where $a$ is $s$’s closest integer and $(a - s)$ is a negative value in this case. With noise, if the value of the signal plus noise $(s + n)$ lands within the range of $[A, C]$, where $C$ is equal to $a + 0.5$, the quantized value of $s + n$ is still the value of $a$, which leads to an underestimate of the real value of $s$. However, if the value of signal plus noise of $(s + n_j)$ (the noise term $n_j$ varies among different images for the same pixel) lands within the range of $[C, D]$, then the quantized value of $(s + n_j)$ becomes $a + 1$, which leads to an overestimate of the real value of $s$. If we repeat the measurements for multiple times from multiple images with the fixed exposure time, the total error as defined in Eq. (10) from multiple measurements can be reduced due to the “cancelling-out” effect of “overestimates” and “underestimates”.

**Figure 3:** An illustration of quantization error with photon shot noise.

**Lemma 4:** For the same limited number of images ($N$), the total error can be further reduced with high probability when the noise is finite and the exposure time is varied properly among different images even though the photon noise may not be further reduced compared...
with multiple images with the same exposure time. More formally, by properly choosing varied exposure time, with high probability we can have \( \tilde{x}_{ie} \leq x_{ie} \) for the same limited number of images \( (N) \) even tough the photon noise may not be further reduced compared with the case with fixed exposure time, i.e., we have \( \text{Var}(\tilde{x}) \geq \text{Var}(x) \).

First, let us look at the first part of the lemma stating that by properly choosing varied exposure time, we can have \( \tilde{x}_{ie} \leq x_{ie} \). Recall the definition of \( x_{ie} \) in Eq. (10) that the total error for the case with fixed exposure time is simply the absolute value of the difference between the average of the quantized values \( (x_{i,q}) \) at each measurement and the real value of the signal \( x \). Likewise, the definition of \( x_{ie} \) in Eq. (11) states that the total error for the case with varied exposure time is the absolute value of the difference between the average of the normalized quantized values \( \left( \frac{y_{i,q}}{a_j} \right) \) at each measurement and the real value of the signal \( x \). Clearly, by properly choosing a sequence of varied exposure time, with high probability the normalized quantized values of \( \frac{y_{i,q}}{a_j} \) could provide richer granularities for the “cancelling-out” effects of “overestimates” and “underestimates” of the real value of the signal \( x \), compared with the granularity of \( x_{i,q} \), which is the quantization unit. Further, as we vary the exposure time, the signal-dependent photon noise also varies accordingly in the sense that the “bell shape” (see illustrations in Fig. 3) of the photon noise By properly choosing varied exposure time, the chances of the “cancelling-out” effect of “overestimates” and “underestimates” could be improved due to more diverse distributions of signal values of \( y_i \) and the corresponding signal-dependent noises. Notably, \( x_{i,s} \) are independent and identically distributed, while \( y_j \) are independent but no longer identically distributed. Therefore, by properly choosing varied exposure time, with high probability we can have \( \tilde{x}_{ie} \leq x_{ie} \).

Now let us prove the second part of the lemma stating that the photon noise of \( \text{Var}(\tilde{x}) \) may not be further reduced compared with \( \text{Var}(x) \), which makes the results of this lemma even more interesting and counter-intuitive.

To see this, we have

\[
E\{y_i\} = E\{a_i x\} = a_i E\{x\} = a_i \mu,
\]

where \( a_i \) is a positive constant and \( 1 \leq i \leq N \).

\[
\text{Var}(y_i) = \text{Var}(a_i x) = a_i^2 \text{Var}(x) = a_i^2 \sigma^2,
\]

where \( 1 \leq i \leq N \).

We further have

\[
E\{x\} = \frac{\sum_{i=1}^{N} E\{y_i\}}{\sum_{i=1}^{N} a_i} = \frac{\sum_{i=1}^{N} a_i E\{x\}}{\sum_{i=1}^{N} a_i} = \frac{\mu \sum_{i=1}^{N} a_i}{\sum_{i=1}^{N} a_i} = \mu
\]

We further have

\[
\text{Var}(x) = \text{Var}\left(\frac{\sum_{i=1}^{N} y_i}{\sum_{i=1}^{N} a_i} = \frac{1}{(\sum_{i=1}^{N} a_i)^2} \text{Var}(\sum_{i=1}^{N} y_i) \right)
\]

Note that \( y_1, y_2, ..., y_N \) are independent measurements.

From (15), we have

\[
\text{Var}(x) = \frac{\sum_{i=1}^{N} \text{Var}(y_i)}{(\sum_{i=1}^{N} a_i)^2} = \frac{\sum_{i=1}^{N} a_i^2 \text{Var}(x)}{(\sum_{i=1}^{N} a_i)^2} = \frac{\sum_{i=1}^{N} a_i^2 \sigma^2}{(\sum_{i=1}^{N} a_i)^2}
\]

Note that \( a_1, a_2, ..., a_N \) are positive numbers. If and only if \( a_1 = a_2 = ... = a_N \), then we have

\[
\text{Var}(x) = \text{Var}(\tilde{x}) = \frac{\sigma^2}{N}
\]

Otherwise, we have

\[
\text{Var}(x) > \text{Var}(\tilde{x})
\]
As we can see that the expectation of $\bar{x}$ remains the same as that of $\bar{x}$ but the variance (the photon noise) grows, i.e., $\text{Var}(\bar{x}) \geq \text{Var}(\bar{x})$.

What this lemma tells us is that photon noise is not necessarily correlated with the trend of the total error as defined in Eq. (10) or Eq. (11).

5. Conclusion

In this paper we present an indepth analysis on average quantization error, total error and photon noise from multiple images of the same scene with fixed or varied exposure time. In the scenarios with heavy fogs or reflective scenes where the contrast levels among the intensity values of the pixels in an image is very small, a small improvement on the accuracy of the estimated pixel value could make a big difference for the final perceptual quality of the image if we want to subtract the interference component from the original image. We examine the reduction of total error with multiple images of the same scene with fixed or varied exposure time.
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