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Abstract—Transmission rate adaptation in wireless devices provides a unique opportunity to trade off data service rate with energy consumption. In this paper, we study optimal rate control to minimize transmission energy expenditure subject to strict deadline or other quality-of-service (QoS) constraints. Specifically, the system consists of a wireless transmitter with controllable transmission rate and with strict QoS constraints on data transmission. The goal is to obtain a rate-control policy that minimizes the total transmission energy expenditure while ensuring that the QoS constraints are met. Using a novel formulation based on cumulative curves methodology, we obtain the optimal transmission policy and show that it has a simple and appealing graphical visualization. Utilizing the optimal “offline” results, we then develop an online transmission policy for an arbitrary stream of packet arrivals and deadline constraints, and show, via simulations, that it is significantly more energy-efficient than a simple head-of-line drain policy. Finally, we generalize the optimal policy results to the case of time-varying power-rate functions.
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I. INTRODUCTION

SERVICES envisioned in modern communication systems extend beyond traditional voice communication to enhanced data applications such as video and real-time multimedia streaming, high-throughput data access, and voice-over-IP [1]. Invariably, meeting the quality-of-service (QoS) requirements for these applications translates into stricter packet-delay and throughput constraints. Wireless systems also generally have strict limitations on energy consumption, thereby necessitating efficient utilization of this resource [2]. For example, minimizing energy consumption leads to improved battery utilization for mobile devices, increased lifetime for sensor nodes and ad hoc networks, and better utilization of limited energy sources in satellites. Since, in many scenarios, transmission energy constitutes a significant portion of the total energy expenditure for wireless nodes [2], it is imperative to minimize this cost to achieve significant energy savings; henceforth, in this paper, we will focus solely on transmission energy expenditure.

A. Motivation and Summary

Modern wireless devices are equipped with rate-adaptive capabilities [3], [4], which allows the transmitter to adjust the transmission rate over time. This is achieved in various ways that include adjusting the power level, symbol rate, coding scheme, constellation size, and any combination of these approaches. Associated with a rate, there is a corresponding power expenditure that is governed by the power-rate function. Specifically, a power-rate function is a relationship that gives the amount of transmission power that would be required to transmit at a certain rate. Keeping the bit-error probability fixed, it is widely known that, for most encoding schemes, the required power is a convex function of the rate [7]–[10], [12], [14], [17]. This implies, from Jensen’s inequality, that transmitting data at a low rate and over a longer duration has less energy cost compared to a fast rate transmission. However, with QoS constraints taken into consideration, a low rate transmission may not always be able to meet these constraints; thus, there is a tradeoff. In this work, we seek to obtain the optimal rate-control policy that minimizes the transmission energy expenditure while also ensuring that the strict QoS constraints are met.

We consider a transmitter with data arrivals that have strict QoS constraints such as individual packet deadlines, finite buffer, or other service constraints. We represent the arrivals as a cumulative curve (known as the arrival curve) and model the QoS constraints using the concept of a minimum departure curve. The minimum departure curve helps translate fairly general QoS constraints into a simple and graphical form. Using this model, we first consider a time-invariant power-rate function and obtain the optimal policy under the knowledge of the arrival curve. The optimal policy has a simple and appealing graphical visualization as discussed later. Using the optimal solution, a heuristic online policy is developed, which does not require prior knowledge of the arrival process; the online policy is shown to be energy-efficient via simulations. Finally, in the latter half of the paper, we extend the results to a setup involving a time-varying power-rate function.

B. Related Work

Transmission rate adaptation/control is an active area of research in communication networks in various different contexts. Adaptive network control and scheduling have been studied in the context of network stability [16]–[19], average throughput [20]–[23], average delay [7], [14], and packet-drop probability [15]. This literature considers “average metrics” that are measured over an infinite time horizon and, hence, do not directly apply for delay-constrained and real-time data. Incorporating packet deadlines and other strict QoS constraints introduces new
challenges and complexity in the problem; recent work in this direction includes [8]–[12].

The work in [8] studied the problem of a known stream of packet arrivals that must be transmitted by a common deadline using minimum energy. In [12], the problem was extended by allowing different energy functions for different packets, where the authors proposed the MoveRight algorithm that eventually converges to the optimal solution; however, the actual analytical form of the optimal solution was not obtained. In [10], the authors considered batch arrivals and packet deadlines as the QoS metric and utilized filtering techniques to obtain an energy-efficient transmission policy. In this paper, we provide a simple yet general framework for the QoS constrained energy minimization problem from which these earlier results can be recovered as special cases (see Section III-C). The work in [11] has a different context wherein the transmitter can recover partial energy lost while it is in the idle state, whereas in [9], the authors studied several data transmission problems using dynamic programming. The dynamic programming methodology, however, leads to numerical solutions without much insight in most cases.

Within a different context in [25], the problem of transmitting a stored video file from a server to a client over a network was considered. Utilizing buffering at the client, the optimal policy was obtained that minimizes the bit-rate variability. Strikingly, the mathematical formulation in the work of [25] has similarities to that considered in this paper; hence, the optimal policies share various properties such as the shortest-path feature (albeit with different contextual meanings). However, the solution methodology in [25] is based on a majorization technique that is only suitable for discrete data models. In contrast, our approach is based on continuous-time convex optimization and applies to both discrete and fluid data models. Moreover, in this paper, we also develop the optimal solution for a time-varying power-rate relationship, which was not addressed in the stored video context. In another context, [26] studied the problem of job scheduling for a dynamically variable voltage processor where similar properties (such as the shortest-path property of the optimal solution) were observed. Finally, part of the results presented in this paper have appeared in our preliminary work in [6].

The rest of the paper is organized as follows. In Section II, we present the system model. In Section III, we present the optimal policy for the case of time-invariant power-rate function. Finally, in Section IV, we generalize the setup and consider a time-varying power-rate function.

II. SYSTEM MODEL

We consider a continuous-time model and assume that rate can be varied continuously in time. Such a model is an approximation of an actual system, but the assumption is justified since, in practice, the communication slots over which rate-control can be done are of the order of 1-ms duration [3] and much smaller than packet-delay requirements, which are typically on the order of hundreds of milliseconds. The advantage of such a model is that it makes the problem we consider mathematically tractable and also provides a simple and intuitive graphical visualization of the optimal solution. The results thus obtained can then be applied to a discrete-time system in a straightforward manner by simply evaluating the solution at the discrete-time slot boundaries.

A. Data Flow Model

To describe the flow of data into the system, we utilize a cumulative curves methodology [13], [24]. This model applies to a general setting where data could arrive in packets (packetized model) or in a continuum of bits (fluid model). Let \( A(t) \), \( D(t) \) and \( D_{\text{min}}(t) \) denote the arrival curve, departure curve, and the minimum departure curve, respectively; these are assumed to be right-continuous functions and are defined as follows.

**Definition 1 (Arrival Curve):** An arrival curve \( A(t), t \geq 0, t \in \mathbb{R} \), is the total number of bits that have arrived in time interval \([0, t]\).

**Definition 2 (Departure Curve):** A departure curve \( D(t), t \geq 0, t \in \mathbb{R} \), is the total number of bits that have departed (served) in time \([0, t]\).

In case of a fluid arrival model, \( A(t) \) is a continuous function, whereas, for a packet arrival model, it is a piecewise-constant function as depicted in Fig. 1. To ensure that the transmitter does not transmit more than the data that has arrived to the queue, we require that \( D(t) \leq A(t) \). We refer to this constraint as the causality constraint. Now, to model the quality-of-service constraints, we introduce a new notion of a “minimum departure curve,” which is defined as follows.

**Definition 3 (Minimum Departure Curve):** Given an arrival curve \( A(t) \), a minimum departure curve \( D_{\text{min}}(t) \) is a function such that \( D_{\text{min}}(t) \leq A(t), \forall t \geq 0 \), and is defined as the cumulative minimum number of bits that would satisfy the QoS requirements if departed by time \( t \).

The function \( D_{\text{min}}(t) \) can be viewed as the constraint function such that, in order to satisfy the QoS requirements, the departure curve \( D(t) \) must satisfy \( D(t) \geq D_{\text{min}}(t) \). Thus, in a compact way, the QoS and the causality constraints can be expressed as \( D_{\text{min}}(t) \leq D(t) \leq A(t), \forall t \). Note that the definition of \( D_{\text{min}}(t) \) hides the implicitly assumed service discipline (the order in which data is served), as the above model looks at the data flow only in a cumulative sense. As we show next, through a few illustrative examples, a number of commonly used QoS constraints can be modelled within this framework.

1) Deadline Constraint: Consider a set of packet arrivals according to an arrival curve \( A(t) \), and let \( d \) be the individual deadline constraint on the incoming data. To obtain \( D_{\text{min}}(t) \), set \( D_{\text{min}}(t) = 0, t \in [0, d) \) and \( D_{\text{min}}(t) = A(t-d), t \geq d \); now,
following an earliest-deadline-first service discipline such that the
departure curve satisfies \( D_{\min}(t) \leq D(t) \leq A(t), \forall t \), it is
easy to see that the deadline constraints will all be met. Thus,
here, \( D_{\min}(t) \) is simply a time-shifted version of \( A(t) \) as shown
in Fig. 2(a). As a generalization, suppose that the data has variable
deadlines, and these deadlines are in the increasing order in
which the bits arrive. Consider a packet arrival model and let
\( \{t_i\} \) denote the arrival epochs, \( \{d_i\} \) the deadlines, and \( \{b_i\} \)
the sizes of the data packets. Then, \( D_{\min}(t) \) is a piecewise constant
function with jumps at times \( \{t_i + d_i\} \), the sizes of the jumps being \( \{b_i\} \). Along similar lines as above, one can also obtain
\( D_{\min}(t) \) for a fluid arrival model.

2) Buffer Constraint: Consider a buffer constraint of \( B \), i.e.,
the queue size must not exceed \( B, \forall t \geq 0 \). For an arrival curve
\( A(t) \) and a departure curve \( D(t) \), the buffer size at any time \( t \)
given by \( b(t) = A(t) - D(t) \). Since \( b(t) \leq B \), we have \( D(t) \geq \max\{A(t) - B, 0\} \).
Thus, we see that, following a first-come-
first-serve service discipline, the minimum departure curve must be
\( D_{\min}(t) = \max\{A(t) - B, 0\} \), as shown in Fig. 2(b). It is easy to incorporate a
time-varying buffer constraint \( B(t) \) as well.

3) Service-Curve Constraint: The notion of service curves
forms an integral part of network calculus theory [24]. Given a service curve \( \beta(t) \) and an arrival curve \( A(t) \), the quantity
\( A(t) \otimes \beta(t) \) represents the minimum data that must flow out of
the system, where \( \otimes \) is convolution in the min-plus algebra.
Therefore, under network calculus theory, given any service curve \( \beta(t) \), the minimum departure curve can be obtained as
\( D_{\min}(t) = A(t) \otimes \beta(t) \).

Thus, we see that a wide variety of QoS constraints can be
abstracted by constructing the appropriate minimum departure
curve.

B. Transmission Model

Let \( P(t) \) denote the required transmission power to reliably
transmit at rate \( r(t) \) at time \( t \). We assume the following power-
rate relationship

\[
P(t) = g(r(t), t) \tag{1}
\]

where the function \( g(r, t) \) is a convex increasing function with
respect to the first argument (rate) and \( g(r, t) \geq 0 \) for \( r \geq 0, \forall t \). The relationship in (1) is a general transmission model
for most encoding schemes and has been widely studied in the
literature in various forms [7]–[12], [14], [15]. As an example,
the well-known Shannon formula for the power per bit gives the relationship \( P \equiv N_0 W (2^{r/W} - 1) \); in case of other coding
schemes, the Shannon formula gives a lower bound on the power
per bit.

Given the relationship in (1), the transmission energy expend-
iture of a departure curve \( D(t) \) over time interval \([0, T]\) is given by

\[
\mathcal{E}(D(t)) = \int_0^T g(D'(t), t) dt \tag{2}
\]

where \( D'(t) \) is the derivative1 at time \( t \); it gives the transmission
rate at that instant and the term \( g(D'(t), t) \) gives the instanta-
neous transmission power.

Throughout the paper, our focus will be on the time interval
\([0, T]\) for some finite \( T \) with finite deadline/QoS constraints.
Thus, we deal with energy minimization over a finite time inter-
val rather than considering an infinite time horizon, as done
in much of the literature on power-rate adaptation that studies
average performance metrics. Since a departure curve specifies
the transmission rate and vice versa, we will use the terms de-
parture curve and transmission policy interchangeably.

III. TIME-INVARIANT POWER-RATE FUNCTION

We first consider the case of a time-invariant power-rate func-
tion and assume in this section that \( P(t) \) is only a function of
\( r(t) \), i.e., \( P(t) = g(r(t)) \). Such an assumption models a static
channel or a slow fading wireless channel where, over \([0, T]\),
the channel gain does not change appreciably over time. This is
a good model for wireless LAN or fixed wireless network scen-
arios.

A. Problem Formulation

Consider an arrival curve \( A(t) \) and assume that this curve is
known over the interval \([0, T]\). Based on the QoS requirements,
one can construct the minimum departure curve \( D_{\min}(t) \) as
discussed in Section II. Now given \( A(t) \) and \( D_{\min}(t) \), a departure
curve \( D(t) \) that represents how data is transmitted is said to be
admissible if it satisfies both the causality and the QoS con-
straints; i.e., \( D_{\min}(t) \leq D(t) \leq A(t), \ t \in [0, T] \). The en-
ergy minimization problem is to obtain the admissible depart-
cure curve with the least energy expenditure. Mathematically,
this can be stated as follows:

\[
\min_{D(t) \in \Gamma} \mathcal{E}(D(t)) = \int_0^T g(D'(t), t) dt \tag{3}
\]

subject to \( D_{\min}(t) \leq D(t) \leq A(t), t \in [0, T] \).

Without loss of generality, we take \( D_{\min}(0) = 0, D(0) = 0, \)
and \( D_{\min}(T) = A(T) \), where the last equality simply states
that all the data must depart by \( T \). For the above problem, we
also require that \( D(t) \) belong to the set \( \Gamma \), where \( \Gamma \) consists of
all nondecreasing, continuous functions with bounded right-
derivative for all \( t \in [0, T] \) and with \( D(0) = 0 \). The non-
decreasing assumption follows from the cumulative nature of the
departure curves. The continuity assumption is natural, as

1Throughout the paper, at points of nondifferentiability, \( D'(t) \) is taken as the
right-derivative, and the right-derivative is assumed to exist for all \( t \).
any discontinuity would imply instantaneous transmission of nonzero amount of data, which is practically infeasible. Finally, the bounded right-derivative assumption ensures that the rate and the energy cost in (3) are finite. Furthermore, if one makes the natural assumption that there is no data that arrives and needs to be transmitted instantaneously, then admissible departure curves exist.

B. Optimality Properties

In this section, we present the optimality criterion and the various properties of the optimal departure curve. To motivate the discussion, consider the following simple example: The transmitter has $B$ units of data that must be transmitted by deadline $T$ using minimum energy. We refer to this as the “$BT$-problem.” This example sheds important insights into the problem and also serves as a building block for the general problem.

1) $BT$-problem: The two curves $A(t)$ and $D_{\text{min}}(t)$ for this problem are as follows. Since there are no new arrivals and the queue has $B$ units of data at the beginning, the arrival curve is $A(t) = B$, $\forall t \in [0,T]$. Furthermore, there is no minimum data transmission requirement until the deadline $T$, at which point all the data must be transmitted; hence, $D_{\text{min}}(t) = 0$, $t \in [0,T]$ and $D_{\text{min}}(T) = B$. The admissibility criterion specialized to this case thus becomes $0 \leq D(t) \leq B$ and $D(T) = B$. Fig. 3 is a schematic diagram of these curves that also depicts a few admissible departure curves.

We claim that the optimal policy is constant rate transmission at rate $B/T$, i.e., $(D_{\text{opt}})'(t) = B/T$ and $(D_{\text{opt}})(t) = tB/T$, $t \in [0,T]$, where $D_{\text{opt}}$ denotes the optimal departure curve. To see why this is true, consider the following integral version of Jensen’s inequality [27].

Lemma 1: Let $f(t), p(t)$ be two functions defined for $a \leq t \leq b$ such that $\alpha f(t) \leq \beta$ and $p(t) > 0$, with $p(t) \neq 0$. Let $\phi(u)$ be a convex function defined on the interval $\alpha \leq u \leq \beta$; then

$$\phi \left( \int_a^b \frac{f(t)p(t)dt}{\int_a^b p(t)dt} \right) \leq \frac{\int_a^b \phi(f(t)p(t)dt)}{\int_a^b p(t)dt}$$

with strict inequality if $\phi(.)$ is strictly convex and $a \neq b, \alpha \neq \beta$.

Proof: See [27].

Now, consider an admissible departure curve $D(t)$ and make the following substitution in the above lemma, $p(t) = t, f(t) = D'(t)$, $a = 0$ and $b = T$. This gives

$$g \left( \int_0^T \frac{D'(t)dt}{\int_0^T dt} \right) \leq \frac{\int_0^T g(D'(t))dt}{\int_0^T dt}$$

(5)

$$g \left( \frac{D(T) - D(0)}{T} \right) \leq \int_0^T g(D'(t))dt$$

(6)

$$g \left( \frac{B}{T} \right) \leq \int_0^T g(D'(t))dt$$

(7)

The left-hand side in (7) is the total energy cost of the constant rate transmission policy at rate $B/T$, while the right-hand side is the total cost of any other admissible departure curve. The inequality in (7) thus proves the optimality claim.

The result for the $BT$-problem is fairly intuitive given the convexity property of the power-rate function. Its practical implication is interesting, as it says that employing a complex variable-rate policy does not provide any gains in the energy expenditure; in fact, a constant-rate policy suffices. Another observation is that when $g(.)$ is strictly convex, the inequality in (7) is strict for any admissible $D(t)$ other than the constant-rate policy. Hence, in this case, the constant-rate policy is the unique optimal solution. On the other hand, for the case when $g(.)$ is linear, there is equality in (7), and all policies have the same energy cost.

2) General Case: We now consider the general setup and assume without loss of generality that $A(t) > D_{\text{min}}(t), 0 < t < T$. Otherwise, if at some time $t_c$ there is equality, the problem can be divided into two subproblems over time intervals $[0,t_c]$ and $[t_c,T]$, and each can be solved independently. The first result, Theorem 1, is a generalization of the result for the $BT$-problem, and it gives the criterion for the optimality of a departure curve.

Theorem 1 (Optimality Criterion): Let $D(t)$ be an admissible departure curve and $I(t)$ be a straight line segment over $[a,b]$ that joins points $D(a)$ and $D(b)$, $0 \leq a < b \leq T$. If $I(t)$ satisfies $D_{\text{min}}(t) \leq I(t) \leq A(t)$, and $I(t) \neq D(t)$, the new departure curve $D_{\text{new}}(t)$ constructed as

$$D_{\text{new}}(t) = D(t), t \in [0,a)$$

$$= I(t), t \in [a,b]$$

$$= D(t), t \in (b,T]$$

satisfies $\mathcal{E}(D_{\text{new}}(t)) \leq \mathcal{E}(D(t))$, where the inequality is strict if $g(.)$ is strictly convex.

The above theorem states that, if there exists any two points on the curve $D(t)$ that can be joined by a straight line without violating the admissibility constraints, replacing that part of $D(t)$ with the straight line can only lower the energy cost. The implication of this is that whenever admissible, it is optimal to transmit at a constant rate. A schematic diagram depicting this is given in Fig. 4. Henceforth, the criterion that there does not exist any two points along a departure curve that can be joined by a distinct admissible straight line will be referred to as the “Optimality Criterion.”
and we have states that among all admissible departure curves, the optimal departure curve is admissible, the new. Hence, from (5)–(7), we get

$$E(D^{\text{new}}(t)) = E(D(t)) = \int_a^b g(D'(t))dt.$$  (8)

Over the interval $[a, b]$, we know from the result of the $BT$-problem that $L(t)$ has the least energy cost among all departure curves that would transmit $(D(b) - D(a))$ amount of data in time $(b - a)$. Hence, from (5)–(7), we get $E(L(t)) = \int_a^b g(D'(t))dt \leq 0$, and the result follows.

Remark 1 (Linear Power-Rate Function): An interesting special case arises when the power-rate relationship is linear, i.e., $P = sr$, where $s > 0$ is a constant. In this case, the integral value in (3) is the same for all admissible departure curves, and, hence, all departure curves have the same energy cost. Thus, with a linear power-rate curve, it does not matter, in terms of the energy cost, how data is transmitted as long as the causality and the QoS constraints are met. However, even in this special case of linear power-rate function, we will see next that the departure curve that satisfies the optimality criterion has appealing properties that make it a good candidate transmission policy.

Henceforth, we consider the more interesting case of strictly convex $g(\cdot)$ function. The next result shows that the optimal departure satisfying the optimality criterion is unique.

Theorem 2 (Uniqueness): Consider the optimization problem in (3) with $g(\cdot)$ being strictly convex. Let $\tilde{D}(t)$ be an admissible departure curve that satisfies the optimality criterion. Then, $\tilde{D}(t)$ is unique, and it minimizes the energy cost in (3).

Proof: See Appendix A.

Throughout this paper, we will denote the admissible departure curve satisfying the optimality criterion as $D^{\text{opt}}(t)$, and later in Section III-C, give an algorithm for constructing $D^{\text{opt}}(t)$. We now characterize the points in time at which the optimal rate changes, i.e., points at which the slope (or the right-derivative where nondifferentiable) of $D^{\text{opt}}(t)$ changes either continuously or in a discrete step. Denoting any such point as $t_0$, the following results are obtained.\footnote{The notation $f(x^+) = \lim_{x \to x^+} f(x + \epsilon_n)$, and $f(x^-) = \lim_{x \to x^-} f(x - \epsilon_n)$, with $\epsilon_n > 0$, $\epsilon_n \to 0$.}

Lemma 2: At $t_0$, $D^{\text{opt}}(t)$ either intersects $A(t)$ or $D_{\text{max}}(t)$; i.e., we have $D^{\text{opt}}(t_0) = A(t_0)$ or $D^{\text{opt}}(t_0) = D_{\text{min}}(t_0)$. Note, if there is a discontinuity in $A(t)$ at $t_0$ (jump point for packetized data), then $D^{\text{opt}}(t_0) = A(t_0^-)$.

Lemma 3: Suppose that at $t_0$, we have $D^{\text{opt}}(t_0) = D_{\text{min}}(t_0)$. Then, the slope change must be negative.

Lemma 4: Suppose that at $t_0$ we have $D^{\text{opt}}(t_0) = A(t_0)$ (or $A(t_0^-)$). Then, the change in slope must be positive.

The proofs of the above lemmas are straightforward and omitted for brevity. They can be easily understood from Fig. 5. Point $t = a$ corresponds to a point of rate change, and it violates Lemma 2. It is easy to see that around $t = a$ the optimality criterion is violated since an admissible straight line segment exists (the dotted segment around $t = a$ in the figure). Similarly, points $t = b$ and $t = c$ correspond to a violation of Lemmas 3 and 4, respectively.

Among other properties, the optimal departure curve $D^{\text{opt}}(t)$ uses the least maximum transmission power and has the shortest length metric. The minimal maximum-power property of $D^{\text{opt}}(t)$ states that among all admissible departure curves, if we look at the maximum instantaneous power requirement over time, $D^{\text{opt}}(t)$ curve has the least such requirement. This is summarized in the theorem below.

Theorem 3 (Minimal Maximum Power): Given any admissible departure curve $D(t)$, the optimal departure curve $D^{\text{opt}}(t)$ satisfies

$$\max_{t \in [0,T]} (D^{\text{opt}})'(t) \leq \max_{t \in [0,T]} D'(t).$$  (9)

Equivalently, $\max_{t \in [0,T]} P^{\text{opt}}(t) \leq \max_{t \in [0,T]} P(t)$, where $P(\cdot)$ denotes the power expenditure over time.

Proof: See Appendix B.

Remark 2: The above theorem is very significant if we impose an additional maximum power constraint in the optimization problem in (3). In this case, the problem is first solved without the power constraint. If the optimal solution satisfies the maximum power constraint, we are done; otherwise, from Theorem 3, it follows that there does not exist any other admissible departure curve that can satisfy the power constraint, and the constrained optimization problem has no solution. Thus, we see that $D^{\text{opt}}(t)$ is the unique curve that satisfies the QoS constraints with both the least total energy cost and the least maximum power requirement.

As mentioned earlier, $D^{\text{opt}}(t)$ also has the shortest length among admissible departure curves. More specifically, for any continuous, piecewise differentiable curve, its total length using standard geometrical result is given as $\int_0^T \sqrt{1 + (D'(t))^2}dt$. The result below states that $D^{\text{opt}}(t)$ minimizes this metric.
Theorem 4 (Shortest Length): The optimal departure curve \(D^{\text{opt}}(t)\) has the shortest length among all admissible departure curves. Specifically, it minimizes the metric

\[
\text{len}(D(t)) \triangleq \int_{0}^{T} \sqrt{1 + (D'(t))^2} dt
\]  

(10)

Proof: Since \(D^{\text{opt}}(t)\) minimizes the integral in (3) for a convex increasing function \(g(t)\), the result follows by replacing \(g(t) = \sqrt{1 + t^2}\).

C. Optimal Policy

In the last section, we presented the optimality criterion and the various properties of the optimal curve. We now construct the optimal departure curve \(D^{\text{opt}}(t)\). However, before giving the algorithmic description, it is instructive to consider a very insightful visualization. This graphical picture provides a simple and intuitive way to understand \(D^{\text{opt}}(t)\) and is described next.

String Visualization: Consider a string restricted to lie between \(A(t)\) and \(D_{\text{min}}(t)\) (i.e., visualize \(A(t), D_{\text{min}}(t)\) curves as hard boundaries for the string). Tie one end of the string at the origin and pass the other end through \(D_{\text{min}}(T)\). If we now make the string tight, its trajectory gives the optimal departure curve.\(^3\)

Fig. 6 is an illustration showing a general \(A(t)\) and \(D_{\text{min}}(t)\) curve and the corresponding \(D^{\text{opt}}(t)\) visualized as a tight string. Intuitively, when the string is in the tight condition, it cannot be made tighter between any two points along its trajectory. This means that the optimality criterion must be satisfied because, otherwise, the construction in Theorem 1 would make the string tighter, thereby leading to a contradiction. By the uniqueness result, it then follows that this must be the optimal curve. Note that, depending on the shape of \(A(t)\) and \(D_{\text{min}}(t)\) curves, the curve \(D^{\text{opt}}(t)\) consists of segments of constant-rate transmission and/or segments where the rate is varying continuously over time; see, for example, Fig. 10(b), where over time \([a, b]\) and \([c, d]\), the curve \(D^{\text{opt}}(t)\) has a continuous rate change.

Example 1 [8]: Consider a sequence of \(N\) packets arriving to the queue just before time \(t\) (the total data in the first \(i\) packets). Starting at time 0, consider the straight line segments that join the points \(1, 0\) (origin) and \((t^*, A^*)\) (jump points of \(A(t)\)). From among these, choose the segment with the minimum slope, i.e., the segment having slope equal to the minimum over \(i\) of \(\left(\frac{d_i}{t_i}\right)\), as shown schematically in Fig. 8(a). Denoting the minimizing index as \(\pi\), the first segment of \(D^{\text{opt}}(t)\) is then constant-rate transmission with rate \(s_1 = \frac{\min_i \left(\frac{d_i}{t_i}\right)}{t^*}\), from \(t = 0\) until \(t = t^*\). Starting at \(t^*\), the procedure is repeated by shifting the origin to the new point \((t^*, A^*)\), as shown in Fig. 8(b). Thus, the slopes of the line segments denoted as \(\{s_1, s_2, s_3, \ldots\}\) can be computed recursively as follows. Take \(l_1 = 1, t_0 = 0, A_0 = 0\) and initialize \(m = 1\); we then have

\[
s_m = \min_{i \in \{l_m, \ldots, N\}} \left(\frac{A^* - A(l_{m-1})}{t^* - t(l_{m-1})}\right) \quad (11)
\]

\[
l_{m+1} = 1 + \arg \min_{i \in \{l_m, \ldots, N\}} \left(\frac{A^* - A(l_{m-1})}{t^* - t(l_{m-1})}\right) \quad (12)
\]

The above iteration stops when \(l_{m+1} = N + 1\). Intuitively, the optimal policy follows a constant rate transmission until points where the future arrivals are such that, relative to the deadline constraint, the transmission rate must be higher.

Example 2 [10]: Consider \(M\) data packets in the transmitter buffer at time 0, with individual packets having a deadline by which they must be transmitted. Let the \(j\)th packet have \(b_j\) units of data and a deadline \(t_j\), \(j = 1, \ldots, M\). The packets in the queue are served in the earliest-deadline-first order, and for this case, the \(A(t)\) and \(D_{\text{min}}(t)\) curves can be obtained as shown in Fig. 9(a). Note that the structure of this problem is the reverse of Example 1, and in some loose sense, one can regard these problems as “duals” of each other. From the string interpretation, we see that the optimal policy is a piecewise linear curve as shown.

---

\(^3\)This observation was pointed out by R. L. Cruz
in the figure, and as compared to Example 1, the slopes of the linear segments are now monotonic decreasing in time.

To obtain the segments of $D_{mp}^P(t)$, proceed as follows. Let $B_j = \sum_{i=1}^{j} b_i$, where $B_j$ denotes the cumulative data in the first $j$ packets. Starting at time 0, consider the straight line segments that join the points $(0,0)$ (origin) and $(t_j, B_j)$ (jump points of $D_{\min}(t)$). From among these, choose the segment with the maximum slope, i.e., the segment having slope equal to the maximum over $j$ of \( \frac{B_j}{t_j} \). Denoting the maximizing index as $\pi$, the first segment of $D_{mp}^P(t)$ is constant-rate transmission with rate $\frac{B_\pi}{t_\pi}$ from $t = 0$ until $t = t_\pi$. Starting at $t_\pi$, the procedure is repeated by shifting the origin to the new point $(t_\pi, B_\pi)$. Specifically, the slopes denoted as $\{s_1, \ldots, s_q\}$ are obtained as follows. Take $I_1 = 1$, $I_0 = 0$, $B_0 = 0$ and initialize $m = 1$. We then have

\[
 s_m = \max_{j \in \{I_{m-1}, \ldots, M\}} \left( \frac{B_j - B_{(I_{m-1})}}{t_j - t_{(I_{m-1})}} \right), \quad (13)
\]

\[
 I_{m+1} = 1 + \arg \max_{j \in \{I_{m}, \ldots, M\}} \left( \frac{B_j - B_{(I_{m})}}{t_j - t_{(I_{m})}} \right), \quad (14)
\]

The above iteration stops when $I_{m+1} = M + 1$.

**Example 3:** Consider a stream of $N$ packet arrivals of size $B$ units with a constant interarrival time $\tau$. Each packet has a deadline $d$ before which it must depart [Fig. 10(a)]. Such an arrival stream is a good model for applications that generate packets at regular times (or with a small variance), e.g., voice data. The optimal minimum energy curve is shown in the figure and is given as follows. If $d < \tau$, the solution is trivial, and the packet must be transmitted before the next arrival. If $d \geq \tau$, the optimal curve is a straight line with slope $\frac{N B}{(d+ (N-1) \tau)}$.

The intuition gained from the examples above can now be utilized to obtain $D_{mp}^P(t)$ for the general setting, and this is presented next. For simplicity, however, we restrict our attention to only piecewise-constant $A(t)$ and $D_{\min}(t)$ curves (i.e., staircase functions corresponding to the packet data model). The algorithm for the more general case with continuous curves is a direct extension of the arguments presented here and can be found in [5].

**Construction of the Optimal Departure Curve:** As is the case in Examples 1 and 2, the main idea behind constructing the optimal curve $D_{mp}^P(t)$ is to obtain its segments in a recursive fashion. From Example 1, we see that with $A(t)$ constraints, the minimum-slope line segments are chosen; while from Example 2, we see that with $D_{\min}(t)$ constraints, the maximum-slope line segments are chosen. Thus, intuitively, in the general case, we would need to combine these two ideas, and this is done more formally in the discussion below.

To proceed, consider any generic point $(t_0, \alpha)$, where $0 \leq t_0 < T$ and $D_{\min}(t_0) < \alpha \leq A(t_0)$. Starting at this point, consider straight lines with nonnegative slopes. Among these, choose those lines that starting at $(t_0, \alpha)$ remain admissible for some finite duration. In other words, consider straight lines $L(t)$ for which there exists an $\epsilon > 0$ (could depend on the chosen $L(t)$) such that $L(t)$ is admissible for $t \in [t_0, t_0 + \epsilon]$, i.e., $D_{\min}(t) \leq L(t) \leq A(t)$, for $t \in [t_0, t_0 + \epsilon]$. Denote this set as $\mathcal{F}$. Intuitively, the slopes of the lines in $\mathcal{F}$ give the possible admissible slopes that $D_{mp}^P(t)$ can have at that point. Note that the set $\mathcal{F}$ depends on the point $(t_0, \alpha)$, but to make the notations simple, we drop the explicit dependence.

Now, consider $L(t) \in \mathcal{F}$. Then, clearly, $L(t)$ eventually either intersects $A(t)$ or $D_{\min}(t)$, where we use the following definition of intersection.

**Definition 4:** Starting at $t_0$, $L(t)$ intersects $D_{\min}(t)$ if for some point $t > t_0$, called the point of intersection, one of the following holds: a) either $L(t_0) = D_{\min}(t_0)$, or b) the function $L(t) - D_{\min}(t)$ changes sign at $t$ (here $t$ is a discontinuity point).

Intuitively, the above definition means that $L(t)$ crosses the curve $D_{\min}(t)$ at $t$. A similar definition holds for intersection with $A(t)$. Let the set $\mathcal{F}$ be partitioned into a set of lines that intersect $A(t)$ first and those that intersect $D_{\min}(t)$ first. Denote these sets as $\mathcal{F}_A$ and $\mathcal{F}_{D_{\min}}$, respectively. The following intuitive result states that the slope of the lines in $\mathcal{F}_A$ (those that intersect $A(t)$ first) is greater than the slope of the lines in $\mathcal{F}_{D_{\min}}$ (those that intersect $D_{\min}(t)$ first).

**Lemma 5:** a) Let $L_D(t) \in \mathcal{F}_{D_{\min}}$. Then, any $L(t) \in \mathcal{F}$ that has slope less than $L_D'(t)$ intersects $D_{\min}(t)$ first. b) Let $L_A(t) \in \mathcal{F}_A$. Then, any $L(t) \in \mathcal{F}$ that has slope greater than $L_A'(t)$ intersects $A(t)$ first.
Proof: See Appendix C.

Let $S_A$ and $S_{D_m}$ denote the slopes of the lines in $F_A$ and $F_{D_m}$, respectively. Consider the line, which we denote as $L_o$, with slope $\beta_o$ at the boundary of the two intervals, i.e.

$$\beta_o = \inf S_A = \sup S_{D_m}. \quad (15)$$

If either $S_A$ or $S_{D_m}$ is empty, it is neglected. We call $\beta_o$ the optimal slope and the line $L_o$ the optimal line. Thus, in simple terms, $L_o$ is the least-slope line that intersects $A(t)$ first, or the maximum-slope line that intersects $D_{\min}(t)$ first (note the similarities with Examples 1 and 2). Using this line $L_o$, we can now obtain an algorithm for constructing the optimal departure curve as illustrated next.

To begin with, we have $D^{opt}(0) = 0$; thus, the starting point is $(0, 0)$. Let $t_0$ denote a generic time instant, where $t_0 = 0$ in the first iteration.

1) Obtain $\beta_o$ as in (15) and the optimal line $L_o$.
2) Obtain the first instant $t_1$ such that, a) $L_o(t_1) = D_{\min}(t_1)$, or b) $L_o(t_1) = A(t_1)$ or $L_o(t_1) = A(t_1')$. Set $D^{opt}(t) = L_o(t), t \in [t_0, t_1]$.

If $t_1 = T$, terminate; else, repeat the above steps with the new starting point as $(t_1, D^{opt}(t_1))$. The correctness and optimality of the above algorithm is shown in Appendix D.

As an example, consider $A(t)$ and $D_{\min}(t)$ shown in Fig. 11 for which the algorithm executes as follows. Start at the origin $(0, 0)$ and note that $L_1$ is the optimal line as defined above and $t_1$ is the first instant at which it equals $D_{\min}(t)$. Thus, segment $L_1$ from $t = [0, t_1]$ is the first part of the optimal curve. Note that lines with slope greater than $L_1$ intersect $A(t)$ first, and lines with slope less than $L_1$ intersect $D_{\min}(t)$ first. The line $L_1$ is the one with slope at the boundary [as defined in (15)]. Next, starting from the new point $(t_1, D_{\min}(t_1))$, $L_2$ is the optimal line and $t_2$ is the first instant such that $L_2(t_2) = A(t_2)$. The segment $L_2$ from $t = [t_1, t_2]$ forms part of the optimal curve. The segment $L_3$ is obtained in a similar fashion, and it is the last segment as $t = T$ is reached.

D. Online Policy Without Arrival Information

In the previous sections, we obtained a fundamental understanding of the energy minimization problem by assuming that the data arrival information was known in advance. In this section, we utilize those results to consider the more realistic case where there is an arbitrary stream of packet arrivals to the queue and there is no information, statistical or otherwise, of the packet-arrival process. Each arriving packet has a distinct deadline by which it must be served, and the goal as before is to minimize the total energy expenditure. To address this problem, we present an online transmission policy, referred to as the "backlog-adaptive" (BA) policy, and give numerical results comparing the energy cost of the BA policy with the head-of-line drain policy.

To understand the BA policy, let us first revisit Example 2 in Section III-C, which we summarize here again. Suppose that the transmitter has $M$ packets with individual deadlines on the packets; there are no new arrivals to the system, and the goal is to empty the buffer with minimum energy. The optimal policy for this case is shown in Fig. 9, but to highlight the dynamic nature of the policy, and for computational simplicity, we rephrase it as follows. Denote the state of the system as $(t, D)$, where the notation means that at time $t$, the cumulative amount of data that has been transmitted is $D$, i.e., $D(t) = D$. Assuming an admissible system state, i.e., $D_{\min}(t) \leq D \leq A(t)$ and $t < T$, the optimal transmission rate for this state is obtained as follows. First, visualize the origin at point $(t, D)$. Then, it is easy to see that the optimal rate is the maximum value among the slopes $\left(\frac{B_j - D}{t_j - t}\right)$, corresponding to the straight line segments that connect the points $(t, D)$ and $(t_j, B_j)$ for all $\{j : B_j \geq D, t_j \geq t\}$. Specifically, let $r^*(t, D)$ denote the optimal rate. We then have

$$r^*(t, D) = \max_{j : B_j \geq D, t_j \geq t} \left(\frac{B_j - D}{t_j - t}\right). \quad (16)$$

The above function is an alternate way to state the optimal policy shown in Fig. 9 for Example 2; it provides a convenient way for implementation. The transmitter simply keeps track of the cumulative amount of data that has been transmitted, and at time $t$, it computes the rate at that instant as given in (16) by a simple max operation. Note that the policy in (16) applies for a static buffer that already contains packets with deadlines; we now extend it to incorporate packet arrivals to the queue that are unknown in advance.

Consider arbitrary packet arrivals to the queue, with each packet having a distinct deadline associated with it. Assume that the arrivals occur at discrete time instances. Clearly, at the instant immediately following an arrival, the transmitter queue consists of a) earlier remaining packets with their deadlines and b) the new packet with its own deadline. Rearranging the data in the earliest-deadline-first order, we can view the queue as consisting of a total amount $B$ of data with variable deadlines. This is identical to the problem mentioned earlier of emptying the data in the buffer with minimum energy; hence, we can use the transmission policy given in (16). Now, as this policy is followed, at the next packet arrival instance we simply repeat the above procedure by rearranging the data and taking the new packet into account. We refer to the above policy as the BA policy, and it can be summarized as follows.

BA Policy: Transmit the data in the queue with the rate as given in (16); at every packet arrival instant, rearrange the data in the earliest-deadline-first order to obtain a new set of $B_j$, $t_j$
values by including the new packet and its deadline; reinitialize $D$ and $t$ to zero and follow (16) thereafter.

Note that the BA policy is not based on any specific arrival process. Hence, it is robust to changes in the arrival statistics and can even accommodate multiple deadline classes of packet arrivals to the queue.

E. Simulation Results

In this section, we present illustrative simulation results comparing the performance of the BA policy with the “head-of-line drain” (HLD) policy. In HLD policy, the data in the queue is arranged in the earliest-deadline-first order, and the packets are served in that order. At time $t$, let $H_t$ be the amount of data left in the head-of-the-line packet and $T_H$ be the amount of time until its deadline. Then, under HLD policy, the rate is chosen as $r_t = \frac{H_t}{T_H}$. Thus, the transmitter serves the first packet in queue at a rate to transmit it out by its deadline, then moves to the next packet in line and so on. At every packet-arrival instant, the data in the queue is rearranged in the earliest-deadline-first order, and the above policy is repeated with the new packet taken into account.

The simulation setup is as follows. The transmitter has Poisson packet arrivals, and each packet has a deadline associated with it. On each simulation run, the total time over which the packets arrive and the system is operated is taken as $L = 10$ s. This interval $[0, 10]$ is partitioned into 10 000 slots; thus, each slot is of duration $dt = 1$ ms, and for simplicity, the packet arrivals take place at the slot boundaries. For both the BA and the HLD policies, the transmission rate chosen for a slot is obtained by evaluating the respective policies at the time corresponding to the start of that slot. We take $g(r) = \sqrt{r}$; hence, the energy cost per slot is $\sqrt{r}dt$. The total expected energy cost is obtained by taking an average of the total cost over multiple sample runs of the system.

We first consider the setup where each packet has 1 unit of data and a deadline of 200 ms. Fig. 12(a) is a plot of the energy cost averaged over the sample paths and plotted on a logarithmic scale versus the packet arrival rate. As is evident from the plot, the BA policy has a much lower energy cost compared to the HLD policy, and as the arrival rate increases, the difference between the two increases. This can be intuitively explained as follows. When the arrival rate is low, most of the time the queue has at most a single packet; hence, both policies choose a rate based on the head-of-line packet. As the arrival rate increases, and due to the bursty nature of the Poisson process, the queue tends to have more packets. The BA policy then adapts the rate based on the backlog and the deadlines of all the packets in the queue, whereas the HLD policy chooses a rate based solely on the head-of-line packet. In Fig. 12(b), we set the arrival rate as 10 packets/s and plot the energy cost for the first 50 sample paths. As evident in the plot, the BA policy has lower energy cost not just in an average sense but even on most individual sample paths.

In Fig. 13(a), we set the arrival rate as 10 packets/s and plot the average energy cost by varying the packet size. Clearly, as seen in the figure, the energy cost increases as the packet size increases since there is more data that needs to be transmitted. However, the BA policy has a much lower energy cost compared to the HLD policy. In Fig. 13(b), we plot the average energy cost by varying the packet deadlines, and a similar trend is observed. The energy cost decreases as the packet deadline increases since lower transmission rates are required to meet the deadlines, and here as well, the BA policy has a significant lower energy cost compared to HLD policy.

IV. TIME-VARYING POWER-RATE FUNCTION

In previous sections, we considered the time-invariant power-rate function case and utilized a cumulative curves methodology to obtain the optimal solution. The framework provided a graphical visualization of the problem and the optimal solution. In this section, we generalize those results and consider a time-varying power-rate function setup. Thus, now the function $P(t)$ has a time-varying dependence and is given as $P(t) = g(T(t), t)$. For a fixed time $t_0$, the amount of power required to transmit at a certain rate $r$ is governed by the convex function $g(\cdot, t_0)$, but now this convex function could be different at different times.

A. Problem Formulation

The problem formulation remains the same as given in Section III-A with the data flows being described using cumulative curves, and the objective is to obtain the minimum energy departure curve. The optimization problem is given as

$$\min_{D(t) \in \mathcal{E}} \mathcal{E}(D(t)) = \int_0^T g(D'(t), t) dt$$

subject to $D_{\min}(t) \leq D(t) \leq A(t)$, $t \in [0, T]$.  (17)
In the above formulation, we assume that \( g(r, t) \) as a function of \( r \) is a strictly convex, increasing, and continuously differentiable function for all \( t \). We also assume that \( g(r, t) \) is a deterministic function of time \( t \in [0, T] \) and piecewise continuous in \( t \).

The above formulation provides a general framework to model various scenarios involving time-variability in the system. It generalizes the problem in Section III-A to include time-dependent parameters in transmission arising due to phenomena such as beamforming, antenna patterns, etc. Since it models a more general power-rate cost function, one can also introduce an artificial cost for control purposes; for example, by imposing a high cost over certain intervals, one can control the times over which data should be transmitted. Finally, it also models scenarios where we have a time-varying channel and the channel gain is predictable or known over time.

### B. Optimality Properties

We proceed as in Section III by first considering the BT-problem and then extending the results to general \( A(t) \) and \( D_{\text{min}}(t) \) curves. As in the time-invariant case, the BT-problem provides useful insight into the problem and also plays an important role as a building block.

1) BT-Problem: Consider the BT-problem where the transmitter has \( B \) units of data in the queue and a deadline \( T \) by which this data must be transmitted using minimum energy. The following lemma gives the optimal solution for this problem; its proof is based on results from the theory of Calculus of Variations [29].

**Lemma 6:** The optimal transmission rate \( r^{\text{opt}}(t) \) for the BT-problem is given as

\[
r^{\text{opt}}(t) = \max(0, r^*(t))
\]

where \( r^*(t) \) is a unique positive value that satisfies

\[
\frac{\partial}{\partial r} g(r, t)|_{r=r^*(t)} = k, \quad \text{and} \quad k \text{ is a positive constant such that } \int_0^T r^{\text{opt}}(t) dt = B.
\]

**Proof:** See Appendix E.

Thus, we see that the optimal rate is such that the partial derivative of \( g(r, t) \) with respect to \( r \) at the positive value \( r^*(t) \) equals a constant \( k \). The value of this constant is chosen such that the deadline constraint at \( T \) is met. We refer to the constant \( k \) as the "marginal cost" for the BT-problem. At any time \( t \), if there exists a positive rate \( r^*(t) \) for which the marginal cost is \( k \), that rate is chosen as the transmission rate; otherwise, the transmission rate is 0, and no data is transmitted.

For positive transmission rate, since the marginal cost (or the first derivative of \( g(r, t) \) with respect to \( r \)) is the same for all \( t \), it implies that infinitesimal changes in the rate would not change the total energy cost. This observation is intuitive, since, otherwise, we could decrease the rate over the intervals when the marginal cost is high and correspondingly increase the rate over the intervals when the marginal cost is low, thereby reducing the total energy cost and violating the optimality claim. Now, for all \( t \) such that \( r^{\text{opt}}(t) = 0 \), we must have \( \frac{\partial}{\partial r} g(r, t)|_{r=0} > k \). This means that at all such times, the marginal cost is high, and it is relatively costly to transmit the data; hence, the optimal policy chooses a zero rate.

As compared to the time-invariant power-rate function case, clearly the optimal rate now is not constant over time; however, interestingly, the marginal cost is constant. Thus, the constant slope property from before translates into a constant marginal-cost property. As a check, if we remove the time dependence in \( g(r, t) \), then \( r^*(t) \) would be a constant. This gives \( r^{\text{opt}}(t) = r^* \), and from \( \int_0^T r^{\text{opt}}(t) dt = B \), we get \( r^* = \frac{B}{T} \). Thus, the optimal solution is constant-rate transmission in conformity with the result in Section III-B.

As concrete examples for illustration, we now specialize to two specific forms of \( g(r, t) \)—namely, the Monomial class and the Exponential class of functions.

**Example 4 (Monomial Class):** Let \( g(r, t) = \frac{r^\alpha}{c(t)} \), \( n > 1 \), \( c(t) > 0 \), be the class of positive monomial functions, with \( c(t) \) representing the channel gain or the time-dependent parameter. For any positive constant \( k, \frac{\partial}{\partial r} \left( \frac{r^n}{c(t)} \right) \big|_{r=r^*(t)} = k \) gives

\[
r^*(t) = \left( \frac{k c(t)}{n} \right)^{\frac{1}{n-1}}.
\]

Since \( k \) and \( c(t) \) are positive, we have \( r^*(t) > 0, \forall t \), and from (18) we get \( r^{\text{opt}}(t) = \left( \frac{k c(t)}{n} \right)^{\frac{1}{n-1}} \). The value of \( k \), such that the deadline constraint is met, is obtained from \( \int_0^T r^{\text{opt}}(t) dt = B \), which gives \( k = \frac{B}{\gamma} \), where \( \gamma = \int_0^T (c(t)/n)^{\frac{1}{n-1}} dt \). Substituting back in \( r^{\text{opt}}(t) \) finally gives

\[
r^{\text{opt}}(t) = B \left( \frac{c(t)}{n} \right)^{\frac{1}{n-1}}.
\]

**Example 5 (Exponential Class):** Let \( g(r, t) = e^{r^\alpha c(t)} \), \( \alpha > 1 \), \( c(t) > 0 \), be the class of exponential functions, with \( c(t) \) being the time-dependent parameter. Note that taking \( \alpha = 2 \) and \( c(t) = |h(t)|^2 \) gives the Shannon formula for the power per bit. For the exponential case, \( \frac{\partial g(r, t)}{\partial r} = \alpha \left( \frac{\ln(c(t))}{c(t)} \right) r^{\alpha-1} \) keeps the marginal cost constant.\( \frac{\partial g(r, t)}{\partial r} \) gives

\[
r^{\text{opt}}(t) = \max \left( 0, \frac{\ln(k) - \ln(\ln(c(t))/\ln(\alpha))}{\ln(\alpha)} \right).
\]

The value of \( k \) such that the deadline constraint is met is obtained from \( \int_0^T \max \left( 0, \frac{\ln(k) - \ln(\ln(c(t)/\ln(\alpha)))}{\ln(\alpha)} \right) dt = B \).

Returning back to the solution in (18), we next show an interesting monotonicity property with respect to the marginal cost \( k \). This is presented in the lemma below.

**Lemma 7:** Let \( r^{\text{opt}}(t) \) be given by (18) for some \( k \geq 0 \) and \( D^{\text{opt}}(t) = \int_0^t r^{\text{opt}}(s) ds \). Then, \( D^{\text{opt}}(t) \) is monotonically decreasing in \( k \), unique for a given value of \( k \) and zero throughout for \( k = 0 \). Furthermore, for \( D^{\text{opt}}(T) = B > 0 \), there is a unique positive value of \( k \) that achieves it.

**Proof:** See Appendix F.

From the above lemma, we see that, given \( B \) and \( T \), a binary search would be sufficient to obtain the value \( k \) numerically.

2) General Case: Thus far, we have presented results for the BT-problem; these can now be generalized to the setup with general \( A(t) \) and \( D_{\text{min}}(t) \) curves. Theorem 5 gives the optimality criterion for this case and is a generalization of Theorem 1 presented earlier. It states that, if there exists any two points on an admissible departure curve that can be replaced with a constant marginal-cost solution without
violating the admisssibility constraints, the new departure curve obtained will have a lower energy cost. The notation “constant marginal-cost curve over time-interval \([a,b]\) between data-points \([B_1,B_2]\)” will refer to the departure curve, \(L(t)\), obtained using the solution in (18) as follows:
\[
L(a) = B_1, \quad L(t) = L(a) + \int_a^t r(s)ds, \quad t \in [a,b],
\]
where \(r(s) = \max(0,r'(s))\) and marginal-cost \(k\) is chosen such that \(L(b) = B_2\). From Lemma 7, this value of \(k\) and the corresponding \(L(t)\) are unique.

Theorem 5 (Optimality Criterion): Let \(D(t)\) be an admissible departure curve and \(L(t)\) be the constant marginal-cost curve over time-interval \([a,b]\) between data points \([D(a),D(b)\), \(0 \leq a < b \leq T\). If \(L(t)\) is admissible, i.e., \(D_{\min}(t) \leq L(t) \leq A(t)\) and \(L(t) \neq D(t)\), the new departure curve \(\tilde{L}(t)\) constructed as
\[
\tilde{L}(t) = \begin{cases} 
D(t), & t \in [0,a] \\
L(t), & t \in [a,b] \\
D(t), & t \in (b,T]
\end{cases}
\]
satisfies \(E'(\tilde{L}(t)) \leq E(D(t)))\), where \(E()\) is as given in (17).

Proof: First, note that since \(L(t)\) is admissible, the new curve \(\tilde{L}(t)\) is also admissible. Consider
\[
E'(\tilde{L}(t)) - E(D(t))) = E(L(t)) - \int_a^b g(D'(t),t)dt. \tag{22}
\]
From Lemmas 6 and 7, we know that \(L(t)\) is the unique curve that has the least energy cost among all departure curves that would transmit \(D(b) - D(a)\) units of data over time interval \([a,b]\). Thus, \(E(L(t)) \leq \int_a^b g(D'(t),t)dt\) which completes the proof.

From the above theorem, we see that, whenever admissible, segments of the optimal departure curve follow the constant marginal-cost curve. This property translated into constant-rate (straight line) segments in the time-invariant power-rate function case, as outlined earlier in Theorem 1. Thus, we see that the pictorial representation and the properties from the time-invariant case apply here in terms of constant marginal costs. Last, as illustrative examples for the time-varying case, we revisit Examples 1 and 2 in Section III-C and obtain the departure curve that satisfies the optimality criterion. The algorithms presented below are obtained by translating the respective ones from the time-invariant case, where, instead of constant-slope segments, we will be seeking constant marginal-cost segments.

Example 6: Consider the setup in Example 1 where there is a stream of \(N\) packet arrivals and a deadline \(T\) by which all the data must depart. The curves \(A(t)\) and \(D_{\min}(t)\) for this problem are depicted in Fig. 7. To obtain the departure curve satisfying the optimality criterion, proceed as follows. Start at time 0; let \(\{k_i\}\), \(i = 1, \ldots, N\) be the marginal costs to meet each of \((t_j', A_j')\) points individually; i.e., \(k_i\) is the marginal cost associated with optimally transmitting \(A_i'\) bits over time \([0,t_j']\). Let \(k_{\min}\) be the minimum among \(\{k_i\}\) and \(t_{\min}\) the corresponding index of the minimizing jump point. The first segment of \(DF^*(t)\) is then the constant marginal-cost solution between \([0,t_{\min}]\) with marginal cost \(k_{\min}\). Now, starting at \((t_{\min}, A_{\min})\), repeat the algorithm by shifting the origin to this point and considering the jump points beyond \(t_{\min}\), i.e.,

\[
D_{\min}(t) \leq D_2(t) < D_1(t) \leq A(t), \quad t \in (a,b).
\]
(a, b). This implies that \(D_1(t)\) is convex in \((a, b)\) (it could be linear as well). Similarly, as \(D_2(t)\) is strictly less than \(A(t)\) in \(t \in (a, b)\), its slope cannot increase, and hence it must be concave in \((a, b)\). It is clear that starting with \(D_1(a) = D_2(a)\) and having \(D_1(t)\) convex and \(D_2(t)\) concave in \(t \in (a, b)\), the two curves cannot be equal again at \(t = b\), which leads to a contradiction. Finally, if both curves are linear in \((a, b)\) with equality at \(t = a\) and \(t = b\), then this violates the assumption that \(D_1(t) \neq D_2(t), \ t \in (a, b)\).

To show that \(\tilde{D}(t)\) minimizes the energy cost in (3), we proceed as follows. First, as defined in the problem statement in (3), we have \(\tilde{D}(t) \in \Gamma\), where \(\Gamma\) is the set of all nondecreasing, continuous functions with bounded right-derivative for all \(t \in [0, T]\). In addition, we also assume that \(\{D'(t)\} < M, \forall D(t) \in \Gamma, \forall t \in [0, T]\), where \(M > 0\) is chosen large enough so that all practical policies of interest (with finite-energy cost) are included in \(\Gamma\). Also, the curves \(A(t)\) and \(D_{\text{min}}(t)\) are assumed to have a bounded right-derivative for all \(t \in [0, T]\).

Let \(\Omega\) denote the space of continuous functions defined on \([0, T]\) with the supremum norm, \(\|f\| = \sup_{t \in [0,T]} |f(t)|\); this space is then a Banach space [28]. Let \(\Omega\) denote the set of all admissible departure curves, i.e., \(\{D(t) : D(t) \in \Gamma, \ D_{\text{min}}(t) \leq D(t) \leq A(t)\}\). We then have \(\Omega \subseteq B\). First, we claim that \(\Omega\) is a convex set. To see this, consider \(D_1(t), D_2(t) \in \Omega\), and let \(D_3(t) = xD_1(t) + (1-x)D_2(t), \ x \in [0, 1]\). Since \(D_1(t), D_2(t)\) are continuous, nondecreasing and have bounded right-derivative, it is easy to see that \(D_3(t)\) also has these properties. Furthermore, we also have \(x D_{\text{min}}(t_3) < x D_1(t_3) < x A(t)\) and \((1-x) D_{\text{min}} (t_3) \leq (1-x) D_2(t_3) \leq (1-x) A(t)\), which gives \(D_{\text{min}}(t) \leq D_3(t) \leq A(t)\); thus, the causality and the QoS constraints are also satisfied. Next, we show that \(\Omega\) is compact. To see this, consider a sequence of admissible departure curves \(\{D_n(t)\}_{n=1}^{\infty}\). Since \(\{D'(t)\} < M, \forall D(t) \in \Omega\), we have \(\|D_n(t_2) - D_n(t_3)\| \leq M|t_2 - t_3|\), which makes the sequence of functions \(\{D_n(t)\}\) form an equicontinuous family of functions. From [28, Thm. 7.25, p. 158], it then follows that there is a subsequence that converges in the supremum norm. Thus, this limit function is continuous, and since \(D_n(t)\) satisfies the causality and the QoS constraints for all \(n\), it is satisfied by the limit function as well. Hence, the limit function lies in \(\Omega\), and we see that \(\Omega\) is compact.

Now, consider the energy cost function \(E(D(t))\) as given in (3), with \(g(t)\) being strictly convex. We next show that \(E(D(t))\) is also strictly convex. Consider \(D_1(t), D_2(t) \in \Omega\), and let \(D_3(t) = xD_1(t) + (1-x)D_2(t), \ x \in [0, 1]\). Then, \(E(D_3(t)) = \int_0^T g(xD_1(t) + (1-x)D_2(t))dt < \int_0^T (xg(D_1(t)) + (1-x)g(D_2(t)))dt\). Thus, we see that \(E(D_3(t)) < xE(D_1(t)) + (1-x)E(D_2(t))\). From above, we see that (3) involves an optimization of a strictly convex functional over a compact convex set. Thus, it has a unique minimizer in \(\Omega[30]\). From Theorem 1, the necessary condition for any admissible departure curve to be the minimizer is that it must satisfy the optimality criterion, and since such a curve is unique, it must be the optimal solution.

**APPENDIX B**

**Proof of Theorem 3—Minimal Maximum Power**

Consider an admissible departure curve \(D(t)\) that is not optimal. Let \([a, b]\) be the interval over which the optimality criterion is violated. Then, based on the construction in Theorem 1, we obtain a new curve \(\tilde{D}(t)\) that is also admissible. The line segment \(L(t)\) between \([a, b]\) in \(\tilde{D}(t)\) always has a slope that is less than the maximum slope of \(D(t)\) between \([a, b]\). As \(\tilde{D}(t) = D(t), t \notin (a, b)\), the overall maximum slope of \(\tilde{D}(t)\) cannot exceed that of \(D(t)\). Thus

\[
\max_{t \in [0, T]} \tilde{D}'(t) \leq \max_{t \in [0, T]} D'(t) \tag{24}
\]

If \(\tilde{D}(t) = D^{\text{opt}}(t)\), then we are done. If not, proceed as follows.

From Theorem 2, we know that \(D^{\text{opt}}(t)\) is unique and minimizes the energy cost for any nonnegative, convex increasing power-rate function \(g(t)\). In particular, consider the sequence of functions \(g_n(t) = t^n\). For any \(D(t)\), we know that \(\lim_{n \to \infty} \left(\int_0^T (D'(t))^n dt\right)^{1/n} = \max_{t \in [0, T]} D'(t)\). Since \(D^{\text{opt}}(t)\) minimizes the integral for all \(n\), we obtain \(\max_{t \in [0, T]} D^{\text{opt}}(t) \leq \max_{t \in [0, T]} D'(t)\) as required.

**APPENDIX C**

**Proof of Lemma 5**

**a)** Let \(\tilde{t}\) be the point at which \(L_D(t)\) intersects \(D_{\text{min}}(t)\) first. By definition, \(L_D(t) < A(t), \forall t \in (t_0, \tilde{t})\). The proof now follows in two parts. First, we show that any line in \(F\) with slope less than \(L_D(t)\) must intersect \(D_{\text{min}}(t)\) at or before \(\tilde{t}\), and second, that this line does not intersect \(A(t)\) in \((t_0, \tilde{t})\). Consider \(L(t) \in F\) with slope less than \(L_D(t)\); then, \(L(t) < L_D(t), \forall t > t_0\). Hence, at time \(t\), we have \(L(t) < L_D(t) = D_{\text{min}}(t)\). If instead, \(t\) is the discontinuity point for \(D_{\text{min}}(t)\), then \(L_D(t) - D_{\text{min}}(t)\) changes sign at \(\tilde{t}\), and so \(L(t) - D_{\text{min}}(t)\) must have changed sign earlier at \(\tilde{t} \leq \tilde{t}\). Thus, we see that \(L(t)\) must intersect \(D_{\text{min}}(t)\) at or before \(\tilde{t}\). Next, since \(L(t) < L_D(t) < A(t)\) in \(t \in (t_0, \tilde{t})\), the line \(L(t)\) cannot intersect \(A(t)\) first. This completes the proof of part a) in the lemma. Along similar lines as above, part b) follows.

**APPENDIX D**

**Proof of Optimality for the \(D^{\text{opt}}(t)\) Algorithm**

From Theorem 2, we know that \(D^{\text{opt}}(t)\) is unique. Hence, it suffices to prove that the constructed curve satisfies the optimality criterion.

Let \(L(t)\) denote the constructed curve. It is obvious from the construction that, at all points where the slope changes, Lemma 2 is satisfied. We see that the last Lemma that Lemmas 3 and 4 are also satisfied. Let \(L_0\) be the starting instant at some iteration and suppose that \(L_0\) intersects \(D_{\text{min}}(t)\) first, i.e., at \(t_1\) (as in the algorithm) we have \(L_0(t_1) = D_{\text{min}}(t_1)\). Also, suppose that \(L_0(t_1) \neq A(t_1^-)\). From the chosen \(t_1\) in step 2, it is clear that \(L_0(t) < A(t)\) in \((t_0, t_1]\). Thus, if we pick a line \(L_1 \in F_A\) with slope close to \(L_0(t_1) = \beta_0\), then \(L_2\) would intersect \(A(t)\) beyond \(t_2\). More precisely, there exists an \(\epsilon > 0\) such that any \(L_2 \in F_A\) with slope \(\beta_0 < L_1 < \beta_0 + \epsilon\) intersects \(A(t)\) first at \(t \geq t_1\). Now, it follows that at the next iteration, starting from time \(t_1\), the new set \(F_A\) must at least contain all lines with slopes in \((\beta_0, \beta_0 + \epsilon)\). Hence, the optimal line starting at time \(t_1\) (at the new iteration) cannot have slope greater than \(\beta_0\) (\(\beta_0\) here refers to the optimal slope for the iteration at \(t_0\)). Thus, we see that Lemma 3 is satisfied at \(t_1\).
Similarly, if in step 2, we have \( L_0(t_1) = A(t_1) (\text{or } A(t_1^-)) \), then, using a similar argument as above, it can be seen that starting from time \( t_1 \), the new set \( F_{D_{\min}} \) must at least contain all lines with slopes in \((\beta_0, \beta_0 - \varepsilon)\). Hence, the optimal line starting at time \( t_1 \) cannot have slope less than \( \beta_0 \) and this shows that Lemma 4 is satisfied at \( t_1 \). Note that, if at \( t_1 \) we have \( L_0(t_1) = D_{\min}(t_1) = A(t_1^-) \), then it does not matter how the slope changes beyond \( t_1 \).

Thus, we see that starting at \((0, 0)\), at every iteration of the algorithm (every constructed segment of \( D_c(t) \)), Lemmas 2–4 are satisfied. This implies that around every point where the slope of \( D_c(t) \) changes as given in (18). Since \( g(r, t) \) is an increasing function in \( r \), an interval exists over which \( g(r, t) \) is as taken). This gives \( r^{\text{opt}}(t) = 0 \) and \( D^{\text{opt}}(t) = 0 \). Finally, suppose that \( D^{\text{opt}}(T) = B > 0 \) and let \( k_1, k_2 \) be two distinct values such that \( \int_0^T r_1^{\text{opt}}(s)ds = \int_0^T r_2^{\text{opt}}(s)ds = B \). Without loss of generality, assume \( k_1 > k_2 \). From the earlier arguments, we know that whenever \( r_1^{\text{opt}}(t) > 0 \), we have \( r_2^{\text{opt}}(t) > r_1^{\text{opt}}(t) \). Since \( B > 0 \), an interval exists over which \( r_1^{\text{opt}}(t) > 0 \). Thus, we see that \( \int_0^T r_1^{\text{opt}}(s)ds < \int_0^T r_2^{\text{opt}}(s)ds \), which leads to a contradiction; hence, there is a unique \( k \) value that achieves \( D^{\text{opt}}(T) = B \).

\[ \min_{r(t)} E(D(t)) = \int_0^T g(r(t), t) dt \]
\[ \text{subject to } D'(t) = r(t), D(T) = B, r(t) \geq 0, t \in [0, T], \]

Using (29), the Hamiltonian for the above is \( H(D, r, t) = g(r, t) + \lambda(t)r \), and from Pontryagin’s maximum principle (which is also a sufficient condition in our case due to convexity), the optimal value \( r^{\text{opt}}(t) \) satisfies \( r^{\text{opt}}(t) = \arg \max_{r \geq 0} r g(D^{\text{opt}}(r, t), t) + \lambda(t)r \). We also have \( \lambda(t) = -\frac{\partial H}{\partial r} = 0 \), which implies \( \lambda(t) = \text{constant} \). Taking \( k = \lambda(t) \) as the constant and substituting back in the \( r^{\text{opt}}(t) \) equation, we get, \( r^{\text{opt}}(t) = \arg \max_{r \geq 0} r g(r, t) - kr \). The solution to this maximization is as given in (18). Since \( g(r, t) \) is strictly convex and increasing in \( r \), we have that \( r^* \) is unique. Finally, to ensure that a total of \( B \) units of data is transmitted by the deadline \( T \), the value of \( k \) must be chosen such that \( \int_0^T r^{\text{opt}}(t) dt = B \).
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