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Abstract—This paper considers network control for wireless networks with finite buffers. We investigate the performance of joint flow control, routing, and scheduling algorithms which achieve high network utility and deterministically bounded backlogs inside the network. Our algorithms guarantee that buffers inside the network never overflow. We study the tradeoff between buffer size and network utility and show that if internal buffers have size \((N - 1)/\epsilon\) then a high fraction of the maximum utility can be achieved, where \(\epsilon\) captures the loss in utility and \(N\) is the number of network nodes. The underlying scheduling/routing component of the considered control algorithms requires ingress queue length information (IQI) at all network nodes. However, we show that these algorithms can achieve the same utility performance with delayed ingress queue length information. Numerical results reveal that the considered algorithms achieve nearly optimal network utility with a significant reduction in queue backlog compared to the existing algorithm in the literature. Finally, we discuss extension of the algorithms to wireless networks with time-varying links.
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I. INTRODUCTION

Design of low delay wireless networks that optimally utilize the network capacity is one of the most important problems in network theory and engineering. Since the seminal paper of Tassiulas and Ephremides which proposed a joint routing and scheduling algorithm that achieves the maximum network throughput [1], significant efforts have been invested in developing more efficient network control algorithms [2]-[22]. Most existing works, however, focus on achieving a guaranteed fraction of the maximum throughput region with low communication and computation complexity.

In addition, most papers on network control assume that all buffers in the network are infinite so buffer overflows never occur. In practice, network buffers are finite. Therefore, sizing buffers such that buffer overflow inside the network can be alleviated or completely avoided is clearly an important engineering problem. Moreover, buffer sizing should be performed in such a way that the network capacity is not wasted. In fact, it has been shown in [23] that networks with finite buffers may suffer from significant throughput loss if they are not designed appropriately. The problem of buffer sizing is closely related to the delay control problem because finite buffers imply deterministically bounded backlogs which by Little's formula lead to bounded average delay.

There have been some recent papers that analyze delay performance of cross-layer scheduling algorithms [24]-[28]. In particular, it has been shown that the well-known maximum weight scheduling algorithm achieves order-optimal delay in the uplink-downlink of cellular networks [24] and in most practical large-scale multihop wireless networks [25]. Other works on delay analysis for different scheduling algorithms in wireless networks can be found in [27]-[28]. In [4], [26], [29], and [30], it has been shown that by combining the principle of shortest-path routing and differential backlog routing, end-to-end delay performance can be improved. In [15], [31], the virtual queue technique has been used to improve network delay performance. These existing works, however, do not consider the problem of providing backlog or delay performance guarantees.

In this paper, we employ flow controllers to deterministically bound the queue backlogs inside the network. Specifically, we combine the Lyapunov optimization technique of [2], [3], [30] and the scheduling mechanism proposed in [6] to construct joint flow control, routing and scheduling algorithms for wireless networks with finite buffers. Note that in [2], [3], [30] the problem of network utility maximization is considered assuming that all buffers in the network are infinite. The authors of [6] propose scheduling algorithms for network with finite buffers assuming static routing and traffic arrival rates that are inside the throughput region. This paper considers the general setting where traffic arrival rates can be either inside or outside the throughput region, internal buffers in the network are finite, and dynamic routing is used to achieve the largest possible network throughput. Our contributions can be summarized as follows.

- We consider control algorithms that achieve high network utility and deterministically bounded backlogs for all buffers inside the network. Moreover, these algorithms ensure that internal buffers never overflow.
- We demonstrate a tradeoff between buffer sizes and achievable network utility.
- We show that delayed ingress queue information does not affect the utility of the control algorithms albeit at the cost of added queue backlogs.

This work was supported by NSERC Postdoctoral Fellowship and by ARO Muri grant number W911NF-08-1-0238, NSF grant numbers CNS-0915988 and DTRA grant HDTRA1-07-1-0004.

978-1-4244-5837-0/10/$26.00 ©2010 IEEE
• We show via simulation that the considered control algorithms perform very well in both the under and over-loaded traffic regimes. Specifically, they achieve nearly optimal utility performance with very low and bounded backlogs.

The remainder of this paper is organized as follows. The system model is described in section II. In section III, we analyze the performance of the control algorithm in the heavy traffic regime. Section IV focuses on the performance analysis of the control algorithm for arbitrary traffic arrival rates. Some extensions are presented in section V. Numerical results are presented in section VI followed by conclusion in section VII.

II. SYSTEM MODEL

We consider a wireless network which is modeled as a graph $G = (\Gamma, E)$ where $\Gamma$ is the set of nodes and $E$ is the set of links. Let $N$ and $L$ be the number of nodes and links in the network, respectively. We assume a time-slotted wireless system where packet arrivals and transmissions occur at the beginning of time slots of unit length. There are multiple network flows in the network each of which corresponds a particular source-destination pair.

Arrival traffic is stored in input reservoirs and flow controllers are employed at source nodes to inject data from input reservoirs into the network in each time slot. Let $n_c$ be the source node and $d_c$ be the destination node of flow $c$. We will call the buffer at the source node $n_c$ of flow $c$ an ingress buffer. All other buffers storing packets of flow $c$ inside the network are called internal buffers. Let $R^{(c)}_{n_c}(t)$ be the amount of traffic of flow $c$ injected from the input reservoir into the network at node $n_c$ in time slot $t$. Note that a particular node can be a source node for several flows. Let $C_n$ be the set of flows whose source node is $n$. Hence, for any flow $c \in C_n$ its source node $n_c$ is node $n$. It is assumed that $\sum_{c \in C_n} R^{(c)}_{n} \leq R^{\max}_{n}$ where the parameter $R^{\max}_{n}$ can be used to control the burstiness of admitted traffic from node $n$ into the network. Let $R^{\max}_{n} = \max_{n} \{ R^{\max}_{n} \}$ which will be used in the analysis. Let $C$ denote the total number of flows in the network.

We assume that traffic of any flow is not routed back to its source node. Therefore, we have $\mu^{(c)}_{e_{nm}} = 0, \forall m, e$. It is clear that this restriction does not impact the achievable throughput of the considered control algorithms. To guarantee that packets transmitted from a particular source node $n_c$ can reach the corresponding destination node $d_c$, any links $(n_c, m)$ will be blocked from transmitting data of flow $c$ if there is no loop-free route from $m$ to $d_c$. We assume that a node can communicate with (i.e., transmit or receive) at most one neighboring node at any time (i.e., node exclusive interference constraints).$^1$

We further assume that node $n$ will not transmit data of flow $c$ along any link $(n, m)$ whenever $Q^{(c)}_{n} < 1$ (i.e., a node will not transmit traffic of any flow if the corresponding queue does not have enough data to fill the link capacity). Under this assumption, the queue evolutions can be written as

$$Q^{(c)}_{n}(t+1) = Q^{(c)}_{n}(t) - \sum_{l \in \Omega^{	ext{out}}_n} \mu^{(c)}_{l}(t) + \sum_{l \in \Omega^{	ext{in}}_n} \mu^{(c)}_{l}(t) + R^{(c)}_{n}(t) \tag{1}$$

where $R^{(c)}_{n}(t) = 0, \forall t$ and $n \neq n_c$. Note that $\sum_{l \in \Omega^{	ext{out}}_n} \mu^{(c)}_{l}(t) = 1$ only if $Q^{(c)}_{n}(t) \geq 1$ and one of the outgoing links of node $n$ is activated for flow $c$. Let $\tau^{(c)}_{n}(t)$ be the time average rate of admitted traffic for flow $c$ at the corresponding source node $n_c$ up to time $t$, that is

$$\tau^{(c)}_{n_c}(t) \triangleq \frac{1}{t} \sum_{\tau=0}^{t-1} E \{ R^{(c)}_{n_c}(\tau) \}. \tag{2}$$

$^1$This assumption is made for simplicity of the derivations and can be easily relaxed at the expense of larger backlog bounds. Moreover, the analysis in this paper can be extended to other interference models (e.g., k-hop interference model) easily.
The long-term time-average admitted rate for flow $c$ is defined as

$$\tau_{n_c}^{(c)} \triangleq \lim_{t \to \infty} \tau_{n_c}^{(c)}(t).$$  \hspace{1cm} (3)$$

Now, we recall the definitions of network stability and the maximum throughput region (or throughput region for brevity) [1] which will be used in our analysis. A queue for a particular flow $c$ at node $n$ is called strongly stable if

$$\lim_{t \to \infty} \sup_{\tau \in 0} \sum_{\tau=0}^{t-1} E \{ Q_n^{(c)}(\tau) \} < \infty. \hspace{1cm} (4)$$

In addition, the network is called strongly stable (or stable for simplicity) if all individual queues in the network are stable. The maximum throughput region $\Lambda$ of a wireless network with unlimited ingress and internal buffers is the set of all traffic arrival rate vectors such that there exists a network control algorithm to stabilize all individual queues in the network. Note that when internal buffers are finite, stability corresponds to maintaining bounded backlogs in ingress buffers (since internal buffers are finite by design, the issue of stability does not arise). In this context, it is necessary to devise a control algorithm that can achieve high throughput (utility) with finite buffers. To quantify the performance of the control algorithms, we need some more definitions. First, let us define the $\epsilon$-stripped throughput region as follows:

$$\Lambda_\epsilon \triangleq \left\{ \left( r_n^{(c)} \right) \left| r_n^{(c)} + \epsilon \right. \in \Lambda \right\}. \hspace{1cm} (5)$$

where $\left( r_n^{(c)} \right) \triangleq \left( r_n^{(1)}, r_n^{(2)}, \ldots, r_n^{(C_n)} \right)$. Also, let $\left( r_n^{\epsilon,c} \right)$ be the optimal solution of the following optimization problem

$$\begin{align*}
\text{maximize} & \quad \sum_c g^{(c)}(r_n^{(c)}) \\
\text{subject to} & \quad r_n^{(c)} \in \Lambda, \hspace{1cm} (6) \\
& \quad r_n^{(c)} \leq \lambda_n^{(c)} \hspace{1cm} (8)
\end{align*}$$

where $\left( \lambda_n^{(c)} \right) = \left( \lambda_n^{(1)}, \lambda_n^{(2)}, \ldots, \lambda_n^{(C_n)} \right)^T$ is the average traffic arrival rate vector, $(\cdot)^T$ denotes the vector transposition, and $g^{(c)}(\cdot)$ are increasing and concave utility functions. Here, utility functions express the level of satisfaction of users with respect to admitted rates. We will quantify the performance of the considered control algorithms in terms of $\left( r_n^{\epsilon,c} \right)$. Note that $\left( r_n^{\epsilon,c} \right)$ tends to the optimal solution $\left( r_n^{c} \right)$ as $\epsilon \to 0$ where $\left( r_n^{c} \right)$ is the optimal solution of the optimization problem (6)-(8) where $\Lambda_\epsilon$ is replaced by $\Lambda$ (i.e., the original throughput region). Also, for constantly backlogged sources the constraints on traffic arrival rates (8) are not needed.

III. NETWORK OPTIMIZATION IN THE HEAVY TRAFFIC REGIME

We start by considering the case where all sources are constantly backlogged. We seek a balance between optimizing the total network utility and bounding total queue backlog inside the network. Specifically, we want to solve the following optimization problem

$$\begin{align*}
\text{maximize} & \quad \sum_c g^{(c)}(r_n^{(c)}) \\
\text{subject to} & \quad \left( r_n^{(c)} \right) \in \Lambda, \hspace{1cm} (9) \\
& \quad Q_n^C \leq l_c, \forall c, n \neq n_c \hspace{1cm} (11)
\end{align*}$$

where $\tau_{n_c}^{(c)}$ is the time average admitted rate for flow $c$ at node $n_c$, $\left( r_n^{(c)} \right) = \left( r_n^{(1)}, r_n^{(2)}, \ldots, r_n^{(C_n)} \right)^T$ is the time average admitted rate vector, and $l_c$ is the buffer size. Constraint (11) ensures that the backlogs in internal buffers are finite and bounded by $l_c$ at all times.

In [3], [30], the corresponding problem without the buffer limit is considered. As a result, queue backlogs inside the network at internal buffers can be very large (although with bounded expectations). The large backlog accumulation inside the network is not desirable because it can lead to increased delays, buffer overflows, and throughput reduction due to retransmission of lost packets. Now, consider the following algorithm which solves the problem formulated in (9)-(11).

Algorithm 1: Constantly Backlogged Sources

1) Flow Control: Each node $n$ injects an amount of traffic into the network which is equal to $R_{n_e}^{(c)}(t) = x_{n_e}^{(c)}$ where $x_{n_e}^{(c)}$ is the solution of the following optimization problem

$$\begin{align*}
\text{maximize} & \quad \sum_c V g^{(c)}(x_{n_e}^{(c)}) - 2Q_n^{(c)}x_{n_e}^{(c)} \\
\text{subject to} & \quad 0 \leq \sum_c c_{n_e} x_{n_e}^{(c)} \leq R_{n_e}^{\max}, \forall n_e
\end{align*}$$

where $V$ is a controlled parameter.

2) Routing/Scheduling: Each link $(n, m)$ calculates the differential backlog for flow $c$ as follows:

$$dB_{n,m}^{(c)} \triangleq \begin{cases} \frac{Q_{n_e}^{(c)} - Q_{m_e}^{(c)}}{l_c} \cdot l_c - Q_{m_e}^{(c)}, & \text{if } n = n_c \\ \frac{Q_{n_e}^{(c)} - Q_{m_e}^{(c)}}{l_c} \cdot l_c, & \text{if } n, m \neq n_c \end{cases}. \hspace{1cm} (13)$$

Then, link $(n, m)$ calculates the maximum differential backlog as follows:

$$W_{n,m}^{*} \triangleq \max_c \left\{ dB_{n,m}^{(c)} \right\}. \hspace{1cm} (14)$$

Let $\bar{S}$ be the schedule where its $l$-th component $S_l = 1$ if link $l$ is scheduled and $S_l = 0$ otherwise. The schedule $\bar{S}^*$ is chosen in each time slot $t$ as follows:

$$\bar{S}^* = \arg \max_{\bar{S}} \bar{S}^T \bar{W}^* \hspace{1cm} (15)$$

where $\Phi$ is the set of all feasible schedules as determined by the underlying wireless interference model. We will not schedule any link $l$ with $W_{n,m}^* \leq 0$. For each scheduled link, one packet of the flow that achieves the maximum differential backlog in (13) is transmitted if the corresponding buffer has at least one packet waiting for transmission.

Before investigating the performance of this algorithm, we would like to make some comments. First, it can be observed
that the flow controller of this algorithm admits less traffic of flow \( c \) if the corresponding ingress buffer is more congested (i.e., large \( Q_{nc}^{(c)} \)). Also, a larger value \( V \) results in higher achievable utility albeit at the cost of larger queue backlogs. Moreover, the routing component of this algorithm (13) is an adaptation of the differential backlog routing of Tassiulas and Ephremides [1] to the case of finite buffers [6]. The scheduling rule (15) is the well-known max-weight scheduling algorithm.

In fact, the flow controller of this algorithm is the same as that proposed in [30], [3] while the differential backlog in (13) is the same as that in [6]. However, [30], [3] assume all network buffers are infinite while [6] assumes that traffic arrival rates are inside the corresponding throughput region and static routing. In contrast, we consider dynamic routing to achieve the largest possible network throughput. Also, we consider both heavy traffic and arbitrary arrival rates and employ flow controllers to control the utility-backlog tradeoff.

The differential backlog in (13) ensures that internal buffers never overflow. In fact, the differential backlog of any source link \((n_c, m)\), given by \( Q_{nc}^{(c)}/l_c \left[ l_c - Q_{nm}^{(c)} \right] \), bounds the backlogs of all internal buffers by \( l_c \). The differential backlog of all other links \((n, m)\), given by \( Q_{nc}^{(c)}/l_c \left[ Q_{nc}^{(c)} - Q_{nm}^{(c)} \right] \), is essentially the multiplication of the standard differential backlog \( Q_{nm}^{(c)} = \max \left[ Q_{nm}^{(c)} - Q_{nm}^{(c)} \right] \) from [1] and the normalized ingress queue backlog \( Q_{nc}^{(c)}/l_c \). Incorporating ingress queue backlog into the differential backlog in (13) prioritizes the flow whose ingress queue is more congested. This helps stabilize ingress queues because the scheduling component of algorithm 1 still has the “max-weight” structure as that proposed in [1].

Assume that for each flow \( c \), each wireless node maintains a buffer space of at least \( l_c \) packets. Assume that all buffers in the network are empty initially. Then, the queue backlogs in all internal buffers for flow \( c \) are always smaller than or equal to \( l_c \). That is

\[
Q_{nc}^{(c)}(t) \leq l_c, \forall c, t \text{ and } n \neq n_c.
\]

To see this, note that all internal buffers in the network always have an integer number of packets. This is because the scheduler of algorithm 1 does not transmit a fraction of packet from any ingress buffer to the corresponding internal buffer. Because at most one packet can be transmitted from any queue in one time slot, buffer overflow can only occur at a particular internal buffer if the number of packets in that buffer is \( l_c \) and it receives one more packet from one of its neighboring nodes. We will show that this could not happen by considering the following cases.

- Consider any link \((n_c, m)\) for a particular flow \( c \). It can be observed that if \( Q_{nm}^{(c)} = l_c \) then the buffer at node \( m \) for flow \( c \) will never receive any more packets from node \( n_c \). This is because the differential backlog of link \((n_c, m)\) in this case is \( dB_{nm}^{(c)} = Q_{nm}^{(c)}/l_c \left[ l_c - Q_{nm}^{(c)} \right] \). Therefore, \((n_c, m)\) is not scheduled for flow \( c \).
- Consider any link \((n, m)\) for \( n \neq n_c \). Suppose the first buffer overflow event in the network occurs at node \( m \) for flow \( c \). Right before the time slot where this first buffer overflow occurred, we must have \( Q_{nm}^{(c)} = l_c \). However, consider the differential backlog of any link \((n, m)\) in this previous time slot, we have \( dB_{nm}^{(c)} = Q_{nm}^{(c)}/l_c \left[ Q_{nm}^{(c)} - Q_{nm}^{(c)} \right] \). This means any such link \((n, m)\) will not be scheduled for flow \( c \). Therefore, overflow could not occur at node \( m \) which contradicts our assumption.

Therefore, we have deterministically bounded backlogs inside the network at all times. Now, we are ready to state one of the main results of this paper.

**Theorem 1:** Given \( \epsilon > 0 \), if the internal buffer size satisfies

\[
l_c \geq \frac{N - 1}{2\epsilon}.
\]

Then, we have the following bounds for utility and ingress queue backlog

\[
\lim inf_{t \to \infty} \sum_c g^{(c)}(r_{ne}^{(c)}(t)) \geq \sum_c \sum_{\epsilon \leq \Delta} \frac{D_1 + V G_{\Delta}}{V} - \frac{D_1}{V}
\]

\[
\sum_c \sum_{\epsilon \leq \Delta} \frac{Q_{nc}^{(c)}}{l_c} \leq \frac{D_1 + V G_{\Delta}}{2\lambda_{\max} - (N-1)/l_c}
\]

where \( D_1 \triangleq C(R_{\max}^2 + 2) + C(N-1) R_{\max} l_c \) is a finite number, \( C \) is the number of flows in the network, \( R_{\max} \) is the maximum amount of traffic injected into the network from any node, \( V \) is a design parameter which controls the utility and backlog bound tradeoff, \( \lambda_{\max} \) is the largest number such that \( \lambda_{\max} \in \Lambda \) where \( \Lambda = (\lambda, \lambda, \ldots, \lambda)^T \) is a column vector with all elements equal to \( \lambda \).

\[
G_{\Delta} \triangleq \max_{\sum_{\epsilon \leq \Delta} \sum_{\epsilon \leq \Delta}} \left\{ \sum_c \sum_{\epsilon \leq \Delta} g^{(c)}(r_{ne}^{(c)}) \right\}
\]

\[
\sum_c \sum_{\epsilon \leq \Delta} \frac{Q_{nc}^{(c)}}{l_c} \leq \lim sup_{M \to \infty} \sum_{\epsilon \leq \Delta} \sum_{\epsilon \leq \Delta} E \left\{ Q_{nc}^{(c)}(\tau) \right\}
\]

**Proof:** A sketch of the proof is given in Appendix A.

---

**Fig. 2.** Geometric illustration of optimal rate and lower-bound of achievable rate in the heavy load regime

Here, we would like to make some comments. First, as \( V \to \infty \), the total utility achieved by the time-average admitted rate \( \left( r_{ne}^{(c)}(\epsilon) \right) \) is lower-bounded by that due to \( \left( r_{ne}^{(c)}(\epsilon) \right) \) from (6)-(7). This lower-bound is parameterized by the design parameter \( \epsilon \) which in turn determines the queue backlog bound.
in all internal buffers as given by (17). Specifically, suppose we choose \( l_c = (N - 1)/(2\epsilon) \) as suggested by (17). Then, when \( \epsilon \) is larger, the buffer size \( l_c \) is smaller but the utility lower-bound achieved by \( r_{ne}(c)(\epsilon) \) is also smaller as given in (18).

This achievable admitted rate vector \( r_{ne}(c)(\epsilon) \) is illustrated in Fig. 2. Second, the inequality (19) gives the upper-bound for the total ingress queue backlog which is controlled by another design parameter \( V \). In particular, when \( V \) increases, the utility lower bound in (18) also increases but the upper-bound on the total ingress queue backlog becomes larger.

**Remark 1:** Without flow controllers, [6] has shown how to choose the internal buffer size to stabilize the ingress buffers. However, this chosen buffer size depends on the relative distance between the traffic arrival rate vector and the boundary of the throughput region. In practice, it is not easy to determine this distance parameter. Moreover, ingress queues will become unstable when the traffic arrival rate is outside the throughput region. In contrast, by appropriately designing a flow controller, our cross-layer algorithm can always stabilize the ingress queues. In addition, the internal buffer size in our design depends on a tunable design parameter \( \epsilon \) which only impacts the utility lower bound and does not depend on the traffic itself.

**Remark 2:** Given \( \epsilon \), if we choose the smallest possible buffer size suggested by proposition 1 (i.e., \( l_c = (N - 1)/(2\epsilon) \)), the backlog bound becomes

\[
\frac{1}{M} \sum_{\tau=0}^{M-1} \sum_c E \{ Q_{nc}(\tau) \} \leq \frac{D+1+VG_{\max}}{2A_{\max} - \epsilon}.
\]

Taking \( \epsilon = 0 \), we have a backlog bound of same form as that derived in [3].

**IV. NETWORK OPTIMIZATION WITH ARBITRARY ARRIVAL RATES**

Now, we consider the more general case where traffic arrival rates \( \lambda_{nc}(c) \) can be inside or outside the maximum throughput region. In this case, the long-term time average admitted rates should be constrained to be smaller than the average traffic arrival rates. For this case, our objective is to solve the following stochastic optimization problem

\[
\text{maximize} \quad \sum_c g(c)(\tau_{nc})
\]

subject to

\[
\begin{align*}
\tau_{nc}(c) & \in \Lambda \\
0 & \leq \tau_{nc}(c) \leq \lambda_{nc}(c) \\
Q_{nc}(c) & \leq l_c, \forall c, \text{ and } n \neq n_c.
\end{align*}
\]

In this network setting, because the traffic arrival rates may be inside the throughput region, we rely on newly-introduced variables \( Y_{nc}(c)(t) \) which capture “virtual queues backlogs” to perform flow control. These virtual queues track the difference between the instantaneous admitted traffic rates \( R_{nc}(c)(t) \) and the “potential” admitted rates \( z_{nc}(c)(t) \). In particular, we consider the following control algorithm which achieves our objective.

**Algorithm 2: Sources with Arbitrary Arrival Rates**

1) Flow Control: Each node \( n \) injects an amount of traffic of flow \( c \) into the network \( R_{nc}(c)(t) \) which is the solution of the following optimization problem

\[
\begin{align*}
\text{maximize} \quad & \sum_{c \in C_n} \left[ Y_{nc}(c)(t) - Q_{nc}(c)(t) \right] R_{nc}(c)(t) \\
\text{subject to} \quad & \sum_{c \in C_n} R_{nc}(c)(t) \leq R_{\max} \\
& R_{nc}(c)(t) \leq A_{nc}(c)(t) + L_{nc}(c)(t)
\end{align*}
\]

where \( L_{nc}(c)(t) \) is the backlog of the input reservoir, \( A_{nc}(c)(t) \) is the number of arriving packets in time slot \( t \), and \( Y_{nc}(c)(t) \) represents “backlog” in the virtual queue which has the following queue-like evolution

\[
Y_{nc}(c)(t+1) = \max \left\{ Y_{nc}(c)(t) - R_{nc}(c)(t), 0 \right\} + z_{nc}(c)(t)
\]

where \( z_{nc}(c)(t) \) are auxiliary variables which are calculated from the following optimization problem

\[
\begin{align*}
\text{maximize} \quad & \sum_c \left\{ V g_z(z_{nc}(c)) - 2Y_{nc}(c)z_{nc}(c) \right\} \\
\text{subject to} \quad & \sum_{c \in C_n} z_{nc}(c) \leq B_{\max}.
\end{align*}
\]

We then update the virtual queue variables \( Y_{nc}(c) \) according to (28) every time slot.

2) Scheduling and routing are performed as in algorithm 1.

The flow controller in this algorithm is the same as that in [2]. Its operation can be interpreted intuitively as follows. The auxiliary variables \( z_{nc}(c)(t) \) plays the role of \( R_{\max}^{n}(c)(t) \) in algorithm 1 for the heavy traffic regime. In fact, the optimization problem (29) from which we calculate \( z_{nc}(c)(t) \) is similar to the one in (12) where \( Q_{nc}(c)(t) \) is replaced by \( Y_{nc}(c)(t) \). Hence, \( z_{nc}(c) \) represents the potential rate that would have been admitted if sources were backlogged. The virtual queue \( Y_{nc}(c)(t) \) captures the difference between the potential admitted rate \( z_{nc}(c)(t) \) and the actual admitted rate \( R_{nc}(c)(t) \) based on which the flow controller determines the amount of admitted traffic \( R_{nc}(c)(t) \) from (27). Here, the “virtual differential backlogs” \( Y_{nc}(c)(t) - Q_{nc}(c)(t) \) determines from which flow to inject data into the network.

In addition, it can be observed that (28) captures the dynamics of a virtual queue with service process \( R_{nc}(c)(t) \) and arrival process \( z_{nc}(c)(t) \). Hence, if these virtual queues are stable, then the time-average rates of \( R_{nc}(c)(t) \) are equal to the time-average of \( z_{nc}(c)(t) \). That means we must have \( \tau_{nc}(c) = \tau_{nc}(c) \) where \( \tau_{nc}(c) \) denotes the time average of \( z_{nc}(c) \).

It can be verified that the amount of admitted traffic \( R_{nc}(c)(t) \) calculated from (27) only takes integer values assuming that \( B_{\max} \) are integer. Specifically, the solution of (27) can be calculated as follows. First, we sort the quantities \( \left[ Y_n(Q_n) - Q_n \right] \) for all flows \( c \) whose source nodes are node \( n \). Then, starting from the flow with the largest positive value in the sorted list, we admit the largest possible amount of traffic considering the constraints in (27). Because \( A_{nc}(c), L_{nc}(c), \text{ and } R_{\max}^{n} \) are all integer, \( R_{nc}(c)(t) \) will take integer values. Because \( R_{nc}(c)(t) \) are integer, each ingress buffer is either empty or contains
an integer number of packets. We state the performance of algorithm 2 in the following theorem.

**Theorem 2:** Given \( \epsilon > 0 \), if the internal buffer size satisfies

\[
l_c \geq \frac{N - 1}{2\epsilon}.
\]

Then, we have the following bounds for utility and ingress queue backlog

\[
\liminf_{M \to \infty} \sum_c E \left\{ g^{(c)} \left( r^{(c)}_{\tau^* l_c} (M) \right) \right\} \geq \sum_c g^{(c)} \left( r^{* (c)}_{\tau^* l_c} (\epsilon) \right) - \frac{D_2}{V}. \tag{31}
\]

\[
\sum_c Q^{(c)}_n \leq \frac{D_2 + V G_{\max}}{2\lambda_{\max} - \frac{(N-1)}{l_c}}.
\]

where \( D_2 \triangleq 3C R_{\max}^2 + C(N-1)R_{\max} l_c \) is a finite number.

**Proof:** The proof is omitted due to space limitation but can be found in a technical report online \([32]\). \hfill \blacksquare

![Fig. 3. Geometric illustration of optimal rate and lower-bound of achievable rate in the low load regime.](image)

Note that when \( \left( \lambda^{(c)}_{n_c} \right) \in \Lambda_{\epsilon} \), we have \( \left( r^{* (c)}_{\tau^* l_c} (\epsilon) \right) = \left( \lambda^{(c)}_{n_c} \right) \) where \( \left( \lambda^{(c)}_{n_c} \right) \) is the average traffic arrival rate vector. Therefore, we have \( \left( r^{(c)}_{\tau^* l_c} (\epsilon) \right) \to \left( \lambda^{(c)}_{n_c} \right) \) as \( V \to \infty \) in this case. That means we can achieve the optimal utility in this case by letting \( V \to \infty \). This observation is illustrated in Fig. 3. Otherwise, if \( \left( \lambda^{(c)}_{n_c} \right) \neq \Lambda_{\epsilon} \), then we return to the heavy traffic case considered in the previous section. In this case, the lower-bound on the achievable utility depends on the chosen parameter \( \epsilon \).

V. FURTHER EXTENSIONS

In this section, we show how to extend the results in the previous sections in two important directions, namely the impact of delayed IQI and extensions to wireless networks with ON/OFF links.

A. Delayed Ingress Queue Length Information

Assume that the same scheduling/routing algorithm as in algorithm 1 is employed. However, only delayed IQI is available at all network nodes. Let \( T \) be the time delay of ingress queue length \( Q^{(c)}_{n_c} (t) \) at all other network nodes (i.e., only \( Q^{(c)}_{n_c} (t-T) \) is available at other nodes in time slot \( t \)). In the following, we investigate the performance of algorithm 1 when delayed IQI is used for scheduling. In particular, each link \((n, m)\) and flow \( c \) calculate the differential backlog in slot \( t \) as follows:

\[
\begin{align*}
 dB^{(c)}_{n,m}(t) & \triangleq \begin{cases} 
\frac{Q_{n}^{(c)}(t)}{l_c} \left[ l_c - Q_{m}^{(c)}(t) \right], & \text{if } n = n_c, \\
\frac{Q_{n}^{(c)}(t-T)}{l_c} \left[ Q_{n}^{(c)}(t) - Q_{m}^{(c)}(t) \right], & \text{if } n, m \neq n_c.
\end{cases}
\end{align*}
\]

This differential backlog is used for routing/scheduling while the same congestion controller as in algorithm 1 is employed. Note that the flow controller for flow \( c \) at node \( n_c \) only requires its local ingress queue length information \( Q^{(c)}_{n_c}(t) \). Hence, this queue length information is available without delay. Now, we state the following result for this cross-layer algorithm with delayed IQI.

**Theorem 3:** If the buffer size satisfies

\[
l_c \geq \frac{N - 1}{2\epsilon}. \tag{33}
\]

Then, we have the following bounds for utility and ingress queue backlog

\[
\liminf_{t \to \infty} \sum_c g^{(c)} \left( r^{(c)}_{\tau^* l_c} (t) \right) \geq \sum_c g^{(c)} \left( r^{* (c)}_{\tau^* l_c} (\epsilon) \right) - \frac{D_3}{V}. \tag{34}
\]

\[
\sum_c Q^{(c)}_n \leq \frac{D_3 + V G_{\max}}{2\lambda_{\max} - \frac{(N-1)}{l_c}}.
\]

where \( V \) is predetermined number, \( D_3 \triangleq D_1 + C(N+2R_{\max} + 1)T \), and \( D_1 \) is given in theorem 1.

**Proof:** The proof is omitted due to space limitation but can be found in a technical report online \([32]\). \hfill \blacksquare

This theorem says that the same network utility lower-bound as that in algorithm 1 can be achieved as \( V \to \infty \). However, the backlog upper-bound derived in (35) is larger than that derived in theorem 1 as \( D_3 \) depends on \( T \). It has been shown in \([6]\) that a slightly larger buffer size is required when scheduling is performed based on queue length vector (for both ingress and internal buffers) with estimation errors. In this theorem, we show that with flow control when only IQI is delayed while internal queue information is available without delay, we do not need a larger buffer size. In addition, there are some other existing works along this line in the literature \([19], [20]\) where it has been shown that infrequent or delayed channel estimation may reduce the maximum throughput region. However, delayed queue backlog information does not decrease utility.

**Remark 3:** Although we have assumed that the IQI delay value is the same for all nodes, the same utility performance guarantee can be achieved even if routing and scheduling is performed based on IQI with different delay values at different nodes.

B. Wireless Networks with ON/OFF Wireless Links

Our algorithms can be extended to multihop wireless networks with ON/OFF links due to channel fading \([21]\). Specifically, we assume that during each time slot a link may be
either ON or OFF and transmissions can only take place along ON links. Now, let us define the channel state vector \( \vec{X} = (X_l), l \in E \) where \( X_l \) denotes the channel state of link \( l \). Note that this channel model is a special case of that considered in [3], [4] in which the authors have characterized the maximum throughput region.

In fact, the same flow controller as in algorithms 1 and 2 can be employed in this time-varying channel model along with the differential backlog routing. However, link scheduling must take into account the channel state. Specifically, let \( \Phi_0(\vec{X}(t)) \) be the set of feasible schedules in time slot \( t \) where for each of these feasible schedules we only activate wireless links which are in the ON state. Then, the schedule \( \vec{S}^* \) is chosen in each time slot \( t \) as follows:

\[
\vec{S}^* = \operatorname{arg max}_{\vec{S} \in \Phi_0(\vec{X}(t))} \vec{S}^T \vec{W}^*.
\]

For each scheduled link, one packet of the flow which achieves the maximum differential backlog is transmitted if the corresponding buffer has at least one packet waiting for transmission. It can be shown that the same performance as presented in Theorems 1 and 2 can be achieved for this modified algorithm although the maximum throughput region in this case is smaller than that considered in the previous sections where links are always ON.

VI. NUMERICAL RESULTS

We study the performance of the control algorithms using computer simulation. We consider a simple network of six nodes as shown in Fig. 4. All links are assumed to be bi-directional and the maximum weight scheduling algorithm is invoked in each time slot assuming the node exclusive (i.e., one-hop) interference model. We simulate four traffic flows whose (source, destination) pairs are (1, 6), (3, 4), (6, 2), (5, 2). Packet arrival processes to all input reservoirs are assumed to be Bernoulli. The utility function is chosen to be a constant minus quadratic function of the ingress queue length. Specifically, the total average ingress and internal queue length are calculated as

\[
Q_{\text{ingress}} = \sum_c Q_{\text{ingress}}^c \quad \text{and} \quad Q_{\text{internal}} = \sum_c \sum_{n \neq n_c} Q_{n}^c
\]

where \( Q_{n}^c \) is the average queue length for flow \( c \) at node \( n \).

We present the performance of algorithm 2 for the underloaded case in Table I for different values of internal buffer size (i.e., \( l_c = \infty \) for all flows). We show time average admitted rates for each of the flows, total admitted rate of all flows, and the total average ingress and internal queue length. Specifically, the total average ingress and internal queue length are calculated as

\[
Q_{\text{ingress}} = \sum_c Q_{\text{ingress}}^c \quad \text{and} \quad Q_{\text{internal}} = \sum_c \sum_{n \neq n_c} Q_{n}^c
\]

and non-negligible deviation from optimal rates, \( l_c = 10 \) achieves time-average admitted rates which are very close to the optimal ones. Note that with \( l_c = 50 \), the corresponding \( \epsilon \) is \( \epsilon = (N-1)/(2l_c) = 5/100 = 0.05 \). However, the actual loss in utility is negligible.

Also, Table I shows that our proposed algorithm achieves significantly smaller average queue lengths in both ingress and internal buffers compared to those due to algorithm CLC2b in [2]. For example, with \( l_c = 10 \), we can achieve admitted rates very close to the optimal values while the average ingress queue length is 6 times smaller, and the average total queue length in internal buffers is about 150 times smaller than those due to algorithm CLC2b in [2]. In addition, it can be observed that oversizing the internal buffers does not change the total average ingress queue length although it increases the total internal queue length.

We present numerical results for the underloaded traffic case in Table II. This table shows that algorithm CLC2b [2] achieves small average queue lengths and our proposed algorithm has comparative performance with \( l_c = 10 \). In addition, it is shown that under-sizing the internal buffers results in significant increase in ingress queue length. Intuitively, this is because with finite buffers throughput is slightly reduced leading to greater backlogs in ingress buffers. Also, over-sizing internal buffers improves queue length of ingress buffers but increases total queue length in internal buffers. Finally, we show the performance of our algorithm with delayed IQI for the overloaded traffic case, and \( T = 20 \) in Table III. This table shows that delayed IQI does not impact the throughput performance while it only results in marginal increase in the total average queue length of internal buffers.

VII. CONCLUSION

In this paper, we proposed and analyzed the performance of control algorithms for wireless networks with finite buffers. Two different algorithms have been investigated for both scenarios of heavy traffic and arbitrary traffic arrival rates. We also analyzed the performance of the control algorithms with delayed IQI. Numerical results confirm the superior performance of our proposed algorithms in terms of the backlog-utility tradeoff compared to existing algorithms in the literature. Our paper provides a unified framework for the problems of utility maximization, buffer sizing, and delay control in a very general setting. Developing decentralized control algorithms for wireless networks with finite buffers is an open problem which will be considered in our future work.
| TABLE I  
<p>| OVERLOADED TRAFFIC FOR $\lambda = (0.9, 0.9, 0.9, 0.9)$ |</p>
<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$P_{1}^{(1)}$</th>
<th>$P_{2}^{(1)}$</th>
<th>$P_{3}^{(1)}$</th>
<th>$P_{4}^{(1)}$</th>
<th>$P_{tot}$</th>
<th>$Q_{\text{in}}$</th>
<th>$Q_{\text{int}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLC2b [2]</td>
<td>$\infty$</td>
<td>0.2593</td>
<td>0.3004</td>
<td>0.2803</td>
<td>0.3001</td>
<td>1.1511</td>
<td>$42 \times 10^6$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$l_e = 2$</td>
<td>0.2788</td>
<td>0.2789</td>
<td>0.2787</td>
<td>1.1152</td>
<td>$7.18 \times 10^4$</td>
<td>16.3836</td>
</tr>
<tr>
<td></td>
<td>$l_e = 10$</td>
<td>0.2501</td>
<td>0.3002</td>
<td>0.3001</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
<td>53.2008</td>
</tr>
<tr>
<td></td>
<td>$l_e = 50$</td>
<td>0.2501</td>
<td>0.3004</td>
<td>0.3001</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
<td>237.1939</td>
</tr>
<tr>
<td></td>
<td>$l_e = 100$</td>
<td>0.2502</td>
<td>0.3002</td>
<td>0.3004</td>
<td>0.3000</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
</tr>
</tbody>
</table>

| TABLE II  
<p>| UNDERLOADED TRAFFIC FOR $\lambda = (0.24, 0.29, 0.29, 0.29)$ |</p>
<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$P_{1}^{(1)}$</th>
<th>$P_{2}^{(1)}$</th>
<th>$P_{3}^{(1)}$</th>
<th>$P_{4}^{(1)}$</th>
<th>$P_{tot}$</th>
<th>$Q_{\text{in}}$</th>
<th>$Q_{\text{int}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLC2b [2]</td>
<td>$\infty$</td>
<td>0.2400</td>
<td>0.2894</td>
<td>0.2896</td>
<td>0.2894</td>
<td>1.1084</td>
<td>$25 \times 10^7$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$l_e = 2$</td>
<td>0.2399</td>
<td>0.2900</td>
<td>0.2900</td>
<td>0.2900</td>
<td>1.1099</td>
<td>$26.6385$</td>
</tr>
<tr>
<td></td>
<td>$l_e = 10$</td>
<td>0.2297</td>
<td>0.2899</td>
<td>0.2899</td>
<td>0.2899</td>
<td>1.1095</td>
<td>$22.1105$</td>
</tr>
<tr>
<td></td>
<td>$l_e = 50$</td>
<td>0.2401</td>
<td>0.2901</td>
<td>0.2902</td>
<td>0.2898</td>
<td>1.1102</td>
<td>$21.6539$</td>
</tr>
</tbody>
</table>

| TABLE III  
<p>| OVERLOADED TRAFFIC WITH DELAYED IQI FOR $\lambda = (0.9, 0.9, 0.9, 0.9)$, $T = 20$ |</p>
<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$P_{1}^{(1)}$</th>
<th>$P_{2}^{(1)}$</th>
<th>$P_{3}^{(1)}$</th>
<th>$P_{4}^{(1)}$</th>
<th>$P_{tot}$</th>
<th>$Q_{\text{in}}$</th>
<th>$Q_{\text{int}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>$l_e = 2$</td>
<td>0.2736</td>
<td>0.2737</td>
<td>0.2738</td>
<td>0.2736</td>
<td>1.0947</td>
<td>$7.31 \times 10^6$</td>
</tr>
<tr>
<td></td>
<td>$l_e = 10$</td>
<td>0.2501</td>
<td>0.3002</td>
<td>0.3003</td>
<td>0.3000</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>$l_e = 50$</td>
<td>0.2501</td>
<td>0.3002</td>
<td>0.3003</td>
<td>0.3001</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>$l_e = 100$</td>
<td>0.2502</td>
<td>0.3002</td>
<td>0.3003</td>
<td>0.3000</td>
<td>1.1507</td>
<td>$7.00 \times 10^3$</td>
</tr>
</tbody>
</table>

**APPENDIX A**

**A Sketch of the Proof of Theorem 1**

Consider the following Lyapunov function

$$L(\bar{Q}) \triangleq \sum_c \left( Q_n^c(t) \right)^2 + \sum_{c,n,n' \neq n} \frac{1}{l_c} \left( Q_{n'}(t) \right)^2. \quad (37)$$

Note that this is the same Lyapunov function as that proposed in [6]. Now, consider the Lyapunov drift

$$\Delta(t) \triangleq E \left\{ L(\bar{Q})(t+1) - L(\bar{Q})(t) \right\}. \quad (38)$$

Using the queue evolution equation in (1) and node exclusive interference constraints, we have

$$\Delta(t) - V \sum_c E \left\{ g^c \left( R_n^c \right) |\bar{Q}(t) \right\} = D_4 + \sum_c \frac{(N-1)Q_{n^c}}{l_c}$$

$$- \Psi_1(\bar{Q}) - \Psi_2(\bar{Q}). \quad (39)$$

where $D_4 = CR_2^{\max} + CR_{\max}(N-1)l_c$ is a finite number and

$$\Psi_1(\bar{Q}) \triangleq 2 \sum_c Q_{n^c} E \left\{ \sum_{l \in Q_{n^c}} \left( \mu(l) |\bar{Q}(t) \right\} \right.$$

$$+ 2 \sum_{c,n,n' \neq n} \frac{Q_n^c Q_{n'}^c}{l_c} E \left\{ \sum_{l,l' \in Q_{n^c}} \left( \mu(l) - \mu(l') |\bar{Q}(t) \right\} \right.$$

$$\Psi_2(\bar{Q}) \triangleq \sum_c E \left\{ Vg^c \left( R_n^c \right) - 2Q_{n^c}^c R_n^c |\bar{Q}(t) \right\}. \quad (40)$$

Now, it can be verified that

$$\Psi_1(\bar{Q}) = 2 \sum_c \sum_{(n,m) \in Q_{n^c}} E \left\{ \mu_{n^c}^c |\bar{Q} \right\} \left[ l_c - Q_m^c \right]$$

Hence, the routing/scheduling and flow control components of algorithm 1 maximize $\Psi_1(\bar{Q})$ and $\Psi_2(\bar{Q})$, respectively. Given $r_n^c(\epsilon) \in \Lambda$, defined before, we have $\left( r_n^c(\epsilon) + \epsilon \right) \in \Lambda$. Recall that the routing/scheduling and flow control components of algorithm 1 maximize $\Psi_1(\bar{Q})$ and $\Psi_2(\bar{Q})$, respectively. Hence, we have

$$\Psi_1(\bar{Q}) \geq 2 \sum_c \sum_{(n,m) \in Q_{n^c}} r_n^c(\epsilon) + 2C \quad (43)$$

$$\Psi_2(\bar{Q}) \geq \sum_c Vg \left( r_n^c(\epsilon) - 2Q_{n^c}^c r_n^c(\epsilon) \right) \quad (44)$$

where the constant $2C$ in (43) accounts for the fact that we do not transmit any packets of flow $c$ on any link $(n,m)$ if $Q_n^c(t) < 1$. Using the results of (43) and (44) in (39), we have

$$\Delta(t) - V \sum_c E \left\{ g^c \left( R_n^c \right) |\bar{Q}(t) \right\} \leq D_1 + \sum_c \frac{(N-1)Q_{n^c}}{l_c}$$

$$- V \sum_c g^c \left( r_n^c(\epsilon) \right) - 2C \sum_c Q_{n^c}^c \quad (45)$$

where $D_1$ is the constant given in theorem 1. Taking the expectations over the distribution of $\bar{Q}$ and summing over
\[ t \in \{1, 2, \ldots, M\}, \text{ we have} \]
\[ E \left\{ L(\mathbf{Q}(M)) \right\} - E \left\{ L(\mathbf{Q}(0)) \right\} \]
\[ = -V \sum_{\tau=0}^{M-1} \sum_{c} E \left\{ g^{(c)} \left( R^{(c)}_{nc}(\tau) \right) \right\} \]
\[ \leq MD_1 + \sum_{\tau=0}^{M-1} \sum_{c} E \left\{ Q^{(c)}_{nc}(\tau) \right\} \]
\[ -VM \sum_{c} g^{(c)} \left( r^{(c)}_{nc}(\epsilon) \right) - 2\epsilon \sum_{\tau=0}^{M-1} \sum_{c} E \left\{ Q^{(c)}_{nc}(\tau) \right\}. \tag{46} \]

By arranging the terms of (46) appropriately and dividing both sides by \( VM \), we have
\[ \frac{1}{M} \sum_{\tau=0}^{M-1} \sum_{c} E \left\{ g^{(c)} \left( R^{(c)}_{nc}(\tau) \right) \right\} \]
\[ \geq \sum_{c} g^{(c)} \left( r^{(c)}_{nc}(\epsilon) \right) - \frac{1}{M} \sum_{\tau=0}^{M-1} \sum_{c} E \left\{ L(\mathbf{Q}(0)) \right\} \]
\[ \geq \sum_{c} g^{(c)} \left( r^{(c)}_{nc}(\epsilon) \right) - D_1. \tag{47} \]

where we have used the fact that \( L(\mathbf{Q}(M)) \geq 0 \) to obtain (47). Using the Jensen’s inequality and taking the limit \( M \to \infty \) in (47), we have
\[ \liminf_{M \to \infty} \sum_{c} g^{(c)} \left( r^{(c)}_{nc}(M) \right) \geq \sum_{c} g^{(c)} \left( r^{(c)}_{nc}(\epsilon) \right) - D_1. \tag{48} \]

Therefore, we have proved the utility bound. To prove the backlog bound, we arrange the inequality (46) appropriately and divide both sides by \( M \), we have
\[ \frac{1}{M} \sum_{\tau=0}^{M-1} \sum_{c} \left( 2\epsilon - \frac{(N-1)}{l_c} \right) E \left\{ Q^{(c)}_{nc}(\tau) \right\} \]
\[ - E \left\{ L(\mathbf{Q}(0)) \right\} \leq D_1 + VG_{\max}. \tag{49} \]

Note that the above inequalities hold for any \( 0 < \epsilon \leq \lambda_{\max} \).

Also, suppose we choose the same buffer sizes for different flows as assumed in the theorem. By choosing \( \epsilon = \lambda_{\max} \) and taking the limit for \( M \to \infty \) in (49), we can obtain the backlog bound. The detailed proof of this theorem can be found in [32].
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