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ABSTRACT

David Marr famously defined vision as "knowing what is where by seeing". In the framework described here, attention is the inference process that solves the visual recognition problem of what is where. The theory proposes a computational role for attention and leads to a model that performs well in recognition tasks and that predicts some of the main properties of attention at the level of psychophysics and physiology. We propose an algorithmic implementation a Bayesian network that can be mapped into the basic functional anatomy of attention involving the ventral stream and the dorsal stream. This description integrates bottom-up, feature-based as well as spatial (context based) attentional mechanisms. We show that the Bayesian model predicts well human eye fixations (considered as a proxy for shifts of attention) in natural scenes, and can improve accuracy in object recognition tasks involving cluttered real world images. In both cases, we found that the proposed model can predict human performance better than existing bottom-up and top-down computational models.
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1. INTRODUCTION

Visual processing in the brain proceeds along two parallel and concurrent streams. The ventral (‘what’) stream processes visual shape appearance and is largely responsible for object recognition. The dorsal (‘where’) stream encodes spatial locations and processes motion information. The two streams underlie the perception of ‘what’ and ‘where’ concurrently and relatively independently of each other.\textsuperscript{1} This segregation of the two streams raises the question of how the visual system combines information about the identities of objects and their locations. The central thesis of this work is that visual attention performs this computation (see also\textsuperscript{2}). However, explaining the role of attention is but a small part of understanding visual attention in the brain. The past four decades of research in visual neuroscience have generated a large and disparate body of literature on attention. Several theoretical proposals and computational models have been described to try to explain the main functional and computational role of visual attention.\textsuperscript{3, 4} On the other hand, computational models attempt to model specific behavioral and physiological effects of attention.\textsuperscript{5–8, 8–11} A unifying framework that provides a computational goal for attention and at the same time accounts for the disparate effects listed above is missing. We validate the model experimentally and show that it is consistent with physiological effects in IT and human behavior (eye-movements).

Recently, it has been suggested that visual perception can be interpreted as a Bayesian inference process where top-down signals are used to disambiguate noisy bottom-up sensory input signals.\textsuperscript{12–19} Extending this idea, we propose that attention can also be regarded as an inference process that disambiguates form and location information.\textsuperscript{11, 20} We suggest that attention is part of the visual inference process that solves the problem of what is where. Spatial attention emerges as a strategy to reduce the uncertainty in shape information while feature-based attention reduces the uncertainty in spatial information. Feature-based and spatial attention represent two distinct modes of a computational process solving the problem of recognizing and localizing objects, especially in difficult recognition tasks such as in cluttered natural scenes.

The theory explains attention not as a primary mechanism (or a visual routine\textsuperscript{21}), but as an effect of interaction between the ’what’ and ’where’ streams within this inference framework. The model mimics attentional processing in the brain both in terms of structure as well as behaviour. Within this generative model, the object’s identity and location are modelled as being marginally independent. This mimics the separation of ’what’ (ventral) and ’where’ (dorsal) streams in the human visual system.
2. MODEL

The model consists of a location encoding variable $L$, object encoding variable $O$, and feature-map variables $\{X^i, i = 1, \cdots, N\}$, that encode position-feature combinations. These receive bottom-up evidence from the input variable $I$. The object variable $O$ is modeled as a multinomial random variable with $|O|$ values corresponding to objects known by the model. The prior $P(O)$ is set based on the search task. Each feature-encoding unit $F^i$ is a binary random variable that represents the presence or absence of a feature irrespective of location and scale. The location variable $L$ is modeled as a multinomial random variable with $|L|$ distinct values that enumerate all possible location and scale combinations. The variable $X^i$ is a multinomial variable with $|L| + 1$ values ($0, 1, \cdots, L$). The location ($X^i$) of feature $i$ depends on the feature variable $F^i$ and on the location variable $L$. This relation, and the definition of $F^i$, can be written as $P(X^i|L, O) = P(X^i|F^i, L)P(F^i|O)$. With the auxiliary variables $(F^i)_{i=1 \cdots N}$ the factorization represented by the graphical model can be rewritten as

$$P(O, L, X^1, \cdots, X^N, F^1, \cdots, F^N, I) = P(O)P(L) \prod_{i=1}^{N} \{ P(X^i|L, F^i)P(F^i|O) \} P(I|X^1, \cdots, X^N) \quad (1)$$

The conditional probability $P(X^i|F^i, L)$ is such that when feature $F^i$ is present ($F^i = 1$), and $L = l^*$, the feature-map is activated at either $X^i = l^*$ or a nearby location with high probability (decreasing in a gaussian manner). However, when the feature $F^i$ is absent ($F^i = 0$), only the ‘null’ state of $X^i$, ($X^i = 0$) is active. Thus, when location $L = l^*$ is active, the object features are either near location $l^*$ or absent from the image. In addition to this top-down generative constraint, bottom-up evidence $P(I|X^1 \cdots X^N)$ is computed from the input image. The conditional probabilities are specified in Table 1. Visual perception here corresponds to estimating posterior probabilities of visual features $(F^i)_{i=1 \cdots N}$, object $O$ and location $L$ following the presentation of a new stimulus. In particular, $P(L|I)$ can be interpreted as a saliency map, that gives the saliency of each location in a feature-independent manner. $P(F^i|I)$ and $P(O|I)$ can be thought of as location independent readout of object features and object identity respectively.
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* $P(I|X^1 \cdots X^N)$ obtained from the image is not a normalized probability. In practice, it is proportional to the output of a feature detector. However, this does not adversely affect the inference process.
The graphical model can be tentatively mapped into the basic functional anatomy of attention, involving areas of the ventral stream such as V4 and areas of the dorsal stream such as LIP (and/or FEF), known to show attentional effects (see Fig. 1). Thus, following the organization of the visual system, the proposed model consists of two separate visual processing streams: a ‘where’ stream, responsible for encoding spatial coordinates and a ‘what’ stream for encoding the identity of object categories. Our model describes a possible interaction between intermediate areas of the ventral (‘what’) stream such as V4/PIT (modeled as $X^i$ variables) where neurons are tuned to shape-like features of moderate complexity and higher visual areas such as AIT where retinotopy is almost completely lost (modeled as $F^i$ units). Prior attempts to model this interaction have been non-Bayesian.

### 2.1 Inference using belief propagation

Within the Bayesian network, inference can be performed using any of several inference algorithms such as junction tree, variable elimination, MCMC (Markov-chain Monte Carlo) and belief propagation. In the simulations of this paper, the inference mechanism used is the ‘belief propagation’ algorithm, which aims at propagating new evidence and/or priors from one node of the graphical model to all other nodes. We can regard some of the messages passed between the variables during belief propagation as interactions between the ventral and dorsal streams. Spatial attention and feature attention can then be interpreted within this message passing framework. A formal mathematical treatment of the messages passed between nodes is sketched below. For simplicity we consider the case of a model based on a single feature $F$ and adopt the notation used in, where the top-down messages, $\pi()$ and bottom-up messages $\lambda()$ are replaced by a uniform $m()$ term.

\[
\begin{align*}
    m_{O \to F^i} &= P(O) \\
    m_{F^i \to X^i} &= \sum_{O} P(F^i | O) P(O) \\
    m_{L \to X^i} &= P(L) \\
    m_{I \to X^i} &= P(I | X^i) \\
    m_{X^i \to F^i} &= \sum_{L} \sum_{X^i} P(X^i | F^i, L)(m_{L \to X^i})(m_{I \to X^i}) \\
    m_{X^i \to L} &= \sum_{F^i} \sum_{X^i} P(X^i | F^i, L)(m_{F^i \to X^i})(m_{I \to X^i})
\end{align*}
\]

<table>
<thead>
<tr>
<th>Conditional Probability</th>
<th>Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(L)$</td>
<td>Each scene, with its associated viewpoint, places constraints on the location and sizes of objects in the image. Such constraints can be specified explicitly (e.g., during spatial attention) or learned using a set of training examples.</td>
</tr>
<tr>
<td>$P(F^i</td>
<td>O)$</td>
</tr>
<tr>
<td>$P(X^i</td>
<td>F^i, L)$</td>
</tr>
<tr>
<td></td>
<td>$X^i = 0$</td>
</tr>
<tr>
<td></td>
<td>$X^i \neq 0$</td>
</tr>
<tr>
<td>$P(I</td>
<td>X^i)$</td>
</tr>
</tbody>
</table>

Table 1. Description of the model conditional probabilities.
The first three messages correspond to the priors imposed by the task. The rest correspond to bottom-up evidence propagated upwards within the model. The posterior probability of location (saliency map) is given by

\[ P(L|I) \propto (m_{L \rightarrow X^i})(m_{X^i \rightarrow L}) \]  

(8)

The constant of proportionality can be resolved after computing marginals over all values of the random variable. Thus, the saliency map is influenced by task dependent prior on location \( P(L) \), prior on features \( P(F^i|O) \) as well as the evidence from the ventral stream \( m_{X^i \rightarrow L} \). Note that the summations in the message passing equations are performed over all the discrete states of the variable. Thus, \( L \) is summed over its states, \( \{1, 2, \cdots |L|\} \), \( F^i \) is summed over \( \{0, 1\} \) and \( X^i \), over states \( \{0, 1, \cdots |L|\} \). Notice that the belief propagation inference converges (to the posterior) after one bottom-up and one top-down cycle. When considering multiple features, the Bayesian inference proceeds as in a general polytree. Most messages remain identical. However, the message \( m_{L \rightarrow X^i} \) is influenced by the presence of other features and is now given by:

\[ m_{L \rightarrow X^i} = P(L) \prod_{j \neq i} m_{X^j \rightarrow L} \]  

(9)

3. EXPERIMENTAL VALIDATION

3.1 "Predicting" effects of spatial attention in IT

Object recognition in clutter: The human visual system can recognize several thousand object categories irrespective of their position and size (over some finite range). This combination of selectivity and invariance is achieved by pooling responses from afferents in the previous stage. The cost of this tolerance to position and scale transformations is susceptibility to crowding and clutter. When multiple objects or background clutter are present simultaneously within the receptive field of a neuron, the stimuli compete with each other for representation at a higher layer. This effect has been observed in all stages of the visual processing, human psychophysics as well as computational models. A natural hypothesis – that we adopt here – is that an attentional spotlight may be used to suppress responses from distracting stimuli while enhancing those of the target stimulus.

In their seminal study, Moran and Desimone showed that the response of neurons in the extrastriate cortex is modulated by spatial attention while neurons in the striate cortex are not. Specifically, when multiple objects were presented within the receptive field of a V4/IT neuron, it was found that the response of the neuron depended only on the properties of the attended stimulus. The response of the neuron to the unattended stimulus was reduced even when it was the preferred stimulus of the neuron. The study measured the effects of attention at the level of individual neurons. However, physiological studies have shown that objects are encoded using a population of neurons in IT. Thus, in order to study the effect of attention on object perception, it is essential to study the phenomena at the population level. A recent (and ongoing) study in Poggio and Desimone labs attempts to quantify the effect of attention on IT neurons at a population level. Specifically, the study attempts to measure how the information about objects in the receptive field is affected by spatial attention. In the following, we briefly describe the original experiment followed by simulations using the model.

Data The stimuli used in the experiment consists of images composed using one (isolated condition) or three (cluttered condition) out of a pool of 16 objects. Each object was placed at one of three possible positions on the contralateral hemifield. Overall the experiment used 912 images consisting of 48 images containing isolated objects (16 objects presented at one of the three positions) and 768 images containing three objects (see Fig 2).

Experiment The stimuli was presented to two alert monkeys. The monkey fixated on a spot at the center of the stimulus. The stimulus consisted of one or three objects. In case of a stimulus with a single object, it was always considered as the target object. When the stimulus consisted of three objects, one of the objects was designated as the target and the other two objects were considered as distractors. Between 518-528 ms after the objects appeared, a cue was presented in the form of a short line (see Fig. 3). The monkey was rewarded for saccading to the cued object when it changed in color, which happened between 518-2160ms after the objects appeared on screen. A total of 98 and 139 cells were recorded from the first and second monkey respectively.

1 as measured by neural decoding performance

2 Note that this is less than the total number (16 × 15 × 14) of possible combinations of 16 objects present at three location
Population decoding Using the neural responses obtained during isolated object presentation, a statistical classifier is trained to associate the neural responses to the identity of the object. A classifier is trained for each of the 16 objects (one vs. all paradigm). The prediction score obtained from the classifier represents the extent of information present about the target object. The decoding performance is measured in terms of the area under ROC curve. This kind of neural decoding paradigm has been used in interpretation of neural data before.\textsuperscript{33}

Results The study showed that when multiple objects are present within the receptive field of an IT neuron, the response consists of a mixture of information about objects present in the stimuli. However, once an attentional cue is provided, information about the cued object is enhanced relative to the other objects in the display (see Fig. 4 a). This effect could be explained as (i) attention restoring activities of neurons similar to that of an isolated object or (ii) attention changing the representation of object by inclusion of additional information. The study showed that the former hypothesis is better supported by the evidence. In the presence of attention, the pattern of neural activities reverts to activity similar to the condition when the cued object was present in isolation. The study also showed that bottom-up cues such as change of color can temporarily override top-down effects of spatial attention.

Simulation We study the effects of spatial attention in the model and test if the predictions of the proposed model are consistent with the experimental evidence. We presented the same set of 912 stimuli to the model. The prior on object identity was set to be uniform. In the case where no spatial cue was provided in the original experiment, the spatial prior was set to be uniform. If a cue was provided, spatial prior is set to be a gaussian around the object location. The size of the gaussian is chosen to be such that the probability mass is concentrated within the spatial support of the cued object. The posterior probability of the object provides a quantity that is similar to prediction score given by the classifier in the original experiment. The prediction is assumed to be correct if the object with the highest probability was the designated target. The performance of the model is measured in terms of the area under ROC.
Results  The results (see Fig. 4 b) show that similar to the original experiment, the decoding performance is the highest in the isolated condition and decreases under clutter when no attentional cue is provided. However, under spatial attention, the performance is restored and is similar to the condition when only isolated objects are presented. The absolute decoding performance of the model is much higher than obtained from neural data. During the simulation, the features are assumed to be noise free. Furthermore, the size of the spotlight of attention is fixed.

Parameter fitting  We studied the effects of these parameters on the decoding performance (see Fig 5). We observed that increasing the noise (probability of error) decreases the absolute decoding performance in both the isolated and attended condition. On the other hand, increasing the size of the attentional spotlight decreases the performance for the attended condition while not affecting the decoding performance for the isolated condition. When the size of the attentional spotlight is enlarged, features from the other object interfere causing a drop in performance. With a proper choice of the noise level and the size of the attentional spotlight, the performance of the model can be made to be close to the performance obtained from IT neurons. This can be considered a crude form of fitting model parameters.
Discussion  The effect of attention on IT can be summarized eliminating interference of clutter and restoring information of the target object. This is similar to the attentional spotlight metaphor, where attention "illuminates" area/features of interest while suppressing the distracters. The prediction of the model is consistent with this explanation. In this study, we fit the model parameters such that the decoding performance was similar to that of IT neurons. Conversely, it can be speculated that the model parameters is predictive of the level of noise and the size of the attentional spotlight in the brain.

3.2 Predicting human eye-movements

Human eye movements can be considered as a proxy for shifts of attention. Also, modeling eye movements has been shown to be useful in priming object detection, pruning interest points and quantifying visual clutter. Previous work in attention and eye movements has focused on free viewing conditions where attention is driven by purely bottom-up information. In reality, top-down effects from the search task can heavily influence attention and eye movements. In this work, we outline a visual attention model where spatial priors imposed by the scene and the feature priors imposed by the target object are combined in a Bayesian framework to generate a task-dependent saliency map. In the absence of task-dependent priors, the model operates in a purely bottom-up fashion. This work has been described in detail elsewhere. Here, we describe a summary of the results.

Here we evaluate the performance of the model in a task-free scenario where attention is purely bottom-up and driven by image salience. We used images and eye-movement data provided by Bruce and Tsotsos. The dataset consists of 120 images containing indoor and outdoor scenes with at least one salient object in each image. The images were presented to 20 human subjects in random order and all the eye movements made within the first four seconds of presentation were recorded using an infrared eye tracker.
Table 2. Comparison of the proposed Bayesian model with shape-based features with prior work that relies on low level features.

<table>
<thead>
<tr>
<th>Models</th>
<th>Agreement with humans (ROC area)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bruce and Tsotsos(^{41})</td>
<td>0.728</td>
</tr>
<tr>
<td>Itti and Koch(^{5})</td>
<td>0.727</td>
</tr>
<tr>
<td>Proposed model</td>
<td>0.779</td>
</tr>
</tbody>
</table>

There are at least two measures that have been used to compare models of attention to human fixations: normalized scan path saliency (NSS) from\(^{44}\) and fixations in the most salient region (FMSR) from\(^{41,45}\). For brevity, we only report results using the FMSR measure, but qualitatively similar results were obtained for NSS. For each stimulus and task, we calculated an FMSR value by first thresholding the computed saliency map, retaining only the most salient pixels (see Fig. 6). The FMSR index corresponds to the percentage of human fixations that fall within this most salient region. A higher value indicates better agreement with human fixations. We generated an ROC curve by continuously varying the threshold. The area under the ROC curve provides a summary measure of the agreement with human observers. We compare our Bayesian approach with two baseline algorithms (see Table 2).\(^{5}\) The results show that the Bayesian attention model using shape-based features can predict human eye movements better than approaches based on low level features.

4. DISCUSSION

4.1 Relation to prior work

Several theoretical proposals and computational models have been described to try to explain the main functional and computational role of visual attention. One important proposal by\(^{3}\) is that attention reflects evolution’s attempt to fix the processing bottleneck in the visual system\(^{46}\) by directing the finite computational capacity of the visual system preferentially to relevant stimuli within the visual field while ignoring everything else.\(^{4}\) suggested that attention is used to bind different features (e.g. color and form) of an object during visual perception.\(^{47}\) suggested that the goal of attention is to bias the choice between competing stimuli within the visual field. These proposals however remain agnostic about how attention should be implemented in the visual cortex and do not yield any prediction about the various behavioral and physiological effects of attention.

On the other hand, several computational models have attempted to account for specific behavioral and physiological effects of attention. Behavioral effects include pop-out of salient objects,\(^{5-7}\) top-down bias of target features,\(^{8,9}\) influence from scene context,\(^{10}\) serial vs. parallel-search effect\(^{4}\) etc. Physiological effects include multiplicative modulation of neuron response under spatial attention\(^{11}\) and feature based attention.\(^{46}\) This paper describes a possible unifying framework that defines a computational goal for attention, derives possible algorithmic implementations and predicts its disparate effects listed above.

4.2 Our theory

The theoretical framework of this paper assumes that one goal of vision is to solve the problem of what is where. Attention follows from the assumption that this is done sequentially, one object at a time. It is a reasonable conjecture that the sequential strategy is dictated by the intrinsic sample complexity of the problem. Solving the ‘what’ and ‘where’ problem is especially critical for recognizing and finding objects in clutter. In a probabilistic framework, the Bayesian graphical model that emerges from the theory maps into the basic functional anatomy of attention involving the ventral stream (V4 and PIT) and the dorsal stream (LIP and FEF). In this view, attention is not a visual routine, but is the inference process implemented by the interaction between ventral and dorsal areas within this Bayesian framework. This description integrates bottom-up, feature-based and context-based attentional mechanisms. The first test for the theory is computational, i.e., whether it indeed “solves” the basic recognition problem. For this we checked that the attentional model helps a feedforward model to improve recognition performance in the case of natural, complex images. We also checked that the theory and the associated model predicts well human psychophysics of eye-movements (which we consider a proxy for attention) in a task-free as well as in a search task scenario. In a task-free scenario the model, tested on real world images, outperforms existing ‘saliency’ models based on low-level visual features. Finally the same model predicts – suprisingly – a number of psychophysical and physiological properties of attention that were so far explained using different, and somewhat ad hoc mechanisms.

\(^{5}\)Since the fixation data were pooled from all subjects, it is not possible to compare inter-subject consistency or provide error intervals for this data.
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