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Abstract—In this paper, we study a diffusion stochastic dynamics with a general diffusion coefficient. The main result is that adapting the diffusion coefficient to the Hamiltonian allows to escape local wide minima and to speed up the convergence of the dynamics to the global minima. We prove the convergence of the invariant measure of the modified dynamics to a measure concentrated on the set of global minima and show how to choose a diffusion coefficient for a certain class of Hamiltonians.
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I. INTRODUCTION

Global Optimization by Adapted Diffusion

Oleg V. Poliannikov, Elena Zhizhina, and Hamid Krim, Fellow, IEEE

G ibbs field based stochastic methods have long been recognized as an effective approach to solve problems of global optimization, see for instance [1]–[6]. Their essence can be summarized in the following way. Consider an equilibrium stochastic dynamics with a stationary Gibbs measure, where the latter is associated with some energy functional $H$. The dynamics is then changed so that it is no longer in equilibrium, and its limit distribution is concentrated on the set of global minima of $H$. This approach to optimization is generally called simulated annealing.

More precisely, consider a stochastic diffusion dynamics, whose invariant measure is given by

$$d\mu(x) = \frac{1}{Z} e^{-\beta H(x)} dm(x)$$

(1)

where $X = [a, b]^d \subseteq \mathbb{R}^d$, $H : X \rightarrow \mathbb{R}$ is the energy functional, and $m$—normalized Lebesgue measure on $X$. We seek to find the set of global minima of $H$. The classical technique of solving this problem is to stochastically perturb the deterministic gradient descent

$$dX(t) = -H'(X(t)) dt + \sigma(t) dW(t)$$

(2)

where $W(t)$ is a realization of the standard Brownian motion (see, for example, [4] and [5]). Then, following the simulated annealing regime, for the limiting measure to concentrate on the set of global minima of $H$, the diffusion coefficient should slowly decay to zero. We conventionally refer to the behavior of the function $\sigma$ as the cooling schedule of our dynamics. We call this standard dynamics [4], [5] spatially homogeneous because the diffusion coefficient does not depend on the state variable $X(t)$.

In this paper, we propose a new diffusion process whose distinguished feature is a spatially inhomogeneous diffusion coefficient. It is important that the stationary Gibbs distribution of the newly introduced dynamics be identical to that of the homogeneous diffusion. It is, however, shown that by appropriately constructing the inhomogeneous diffusion, one can improve the speed of convergence of the overall dynamics to the stationary distribution. We prove that the order of the speed of convergence cannot be improved on, but the corresponding coefficient can be in principle chosen optimally.

The inhomogeneous diffusion coefficient that leads to the optimal speed of convergence depends on the functional $H$ at hand. Its exact form for a general $H$ continues to be an open problem. Of particular interest in many applications is a situation where the global minimum of $H$ is so narrow that a standard diffusion tends to overlook it. We demonstrate that it is possible to adapt the diffusion to the cost functional and to hence alleviate this problem. The performance of the adapted diffusion is shown to offer superior performance in comparison to its classical counterpart.

These problems may arise when the cost functional consists of two terms. The first data fidelity term smoothly penalizes deviations from the given data [7]. The second smoothness term defines a relatively small subspace, to which the solution is attracted (but does not have to belong). The convex combination of these terms often results in a functional with narrow global minimum (see Section IV-A for an illustration). Alternatively, consider a system identification problem where the goal is to recover the coefficients of an unknown IIR filter based on the observed output. The coefficients are usually found by minimizing the mismatch between the synthetic response of test filters and the data. The resulting multidimensional cost functionals are multimodal, and the optimal global minimum is relatively narrow as compared to other local minima (see Section IV-C).

This paper is organized as follows. In Section II, we formulate results on stochastic dynamics and its approximations, which are non-homogeneous Markov chains. In Section III, we discuss how to choose a modified diffusion so as to adapt it to a particular form of the cost functional. In Section IV, we analyze and compare the convergence properties of the modified diffusions and of the Langevin dynamics using numerical simulations. The conclusions and description of possible extensions are deferred to Section V. Finally, the Appendix contains the proof of the main result.
II. THEORETICAL RESULTS

Let $X = [-R, R] \subset \mathbb{R}$, and denote by $F(X)$ a space of sufficiently smooth functions on $X$ with matching (periodic) boundary conditions. Let $H : X \to \mathbb{R}$ be a smooth function bounded from below. For specificity, assume that

$$H(x) \geq 0, \forall x \in [-R, R], \min_{x \in [-R, R]} H(x) = 0.$$ (3)

Consider a continuous time Markov process on $X$ whose infinitesimal generator $L_a$ is given by

$$L_a f(x) = \frac{1}{2} \delta(a) \omega(x) f''(x) - \left( \omega(x) H'(x) - \frac{1}{2} \delta(a) \omega'(x) \right) f'(x), \quad f \in F(X).$$ (4)

As follows from the formula for diffusions generated by second-order differential operators of the general form [8], this process is also the solution to the diffusion equation

$$dX(t) = \left[ \omega(X(t)) H'(X(t)) \right] dt + \sqrt{\delta(a)} \omega(X(t)) dW(t),$$ (5)

The function $\omega$ in (5) is assumed fixed, nonnegative and smooth. Below we will describe how by choosing a specific form of $\omega$, we can control the behavior of the dynamic to take advantage of known features of $H$. The positive scalar $\delta(a) > 0$ is the annealing parameter called “temperature.” As in the case of the conventional annealing, it will slowly decay to zero. The meaning of parameter $a$ will become obvious shortly.

**Proposition 1:** If the process defined by (4) has a unique stationary distribution $\pi^a$, then the latter has a Gibbs density, i.e.,

$$d\pi^a(x) = \frac{e^{-2H(x)/\delta(a)}}{Z_{\delta(a)}} dm(x)$$ (6)

where $Z_{\delta(a)}$ is a normalization constant, and $m$ is the normalized Lebesgue measure on $X$.

**Proof:** Follows from the equality

$$\int L_a f(x) d\pi^a(x) = 0$$ (7)

for any $f \in D(L_a)$.

The diffusion process that corresponds to the infinitesimal generator (4) is written as an approximation in time of the diffusion process (5). It is a Markov chain $X_n$ given by

$$X_{n+1} = X_n + \left( \omega(X_n) H'(X_n) \right) a + \sqrt{\delta(a)} \omega(X_n) W_n$$ (8)

where $a > 0$ is the discretization step, and $(W_n)$ is an i.i.d. random sequence, and $E[W_n] = 0$, var$[W_n] = 1$.

**Proposition 2:** For any $a > 0$ such that $\delta(a) > 0$, Markov chain (8) has a stationary distribution, which will be denoted $\gamma^a$.

**Proof:** Follows from general facts concerning Markov processes on compact spaces. See, for example, [9, Ch. 1].

We now show that as $a \to 0$, the stationary measure $\gamma^a$ becomes concentrated on the set of global minima of $H$. First, we introduce the following notation. We denote by $O_\varepsilon(x)$ the $\varepsilon$-neighborhood of any $x \in X$, and by $U_\varepsilon(H)$ the union of $\varepsilon$-neighborhoods of all global minima of $H$:

$$O_\varepsilon(x) = \{ x - \varepsilon, x + \varepsilon \}, \quad U_\varepsilon(H) = \bigcup_{x \in H(x)} O_\varepsilon(x).$$ (9)

**Theorem 1:** For an arbitrary $\varepsilon > 0$, assume the existence of $C_0 > 0$, such that $\delta(a) \geq -C_0 / \ln a$. Then $\gamma^a(U_\varepsilon(H)) \to 1$ as $a \to 0$ and $\delta(a) \to 0$.

**Proof:** See the Appendix.

III. SPEED OF CONVERGENCE AND MODIFIED DIFFUSION COEFFICIENT

It is seen from (37)–(39) that the rate of convergence of the modified diffusion remains similar, since the parameter $\delta(a)$ in the annealing procedure decreases in the same way as for the classical dynamic. The speed of convergence, however, may be improved by minimizing the coefficients in (37) and (38). We note that if $X_n \approx X_n$, the coefficients in (37) and (38) have the same expression:

$$K(\omega) = E_{\gamma^a} \left[ \omega(X_n) \left( H'(X_n) \right)^2 \right].$$ (10)

This together with the form of the modified drift suggest that the function $\omega$ could be chosen inversely proportional to $H'$:

$$\omega(X) \equiv \omega(H'(X)) = \begin{cases} \frac{1}{k}, & |H'(X)| \leq k \\ \frac{1}{\sqrt{k}}, & |H'(X)| > k \end{cases}$$ (11)

where the suitable choice of parameter $k$ ensures the stability of the algorithm in the neighborhood of local minima, where $H'(X) \approx 0$.

The diffusion coefficient so constructed suppresses random jumps when the gradient of the cost function is large, and it reinforces them when the gradient is small. As a result, the process naturally explores narrow steep cavities of the cost functional in more detail than the standard (homogeneous) diffusion would.

In the next section, we show that this results in far superior performance of the optimization algorithm for the class of cost functionals under consideration.

IV. NUMERICAL SIMULATIONS

In this section we present simulation results, which demonstrate the performance of the newly proposed modified diffusion versus the standard dynamics. In both simulation cases, we use the same cooling schedule:

$$a_n = a_n e^{-Kn}, \quad n \in \{1, \ldots, N\}$$ (12)

where $K > 0$, $K \ll 1$, and $N$ is the total number of iterations. Note that the sequence $\{a_n\}$ decays monotonously. The parameter $K$ controls the rate of decay, and it should be sufficiently small as to allow proper mixing in the sense of Proposition 2 at each temperature level, while being large enough to ensure effective convergence to zero within $N$ iterations. The total number of iterations $N$ is the same for both diffusions. Functions $H$ are chosen such that its global minima are narrow relative to other local minima, which is one of the most challenging situations in applications. We observe that by the choice of $\omega$ in
Given by Eq. (11), wide minima are naturally disfavored, as the jump size is large in such areas. Points then tend to concentrate in the vicinities of the global minima, where the value of $H'$ is larger, and hence the random jumps are naturally suppressed.

A. Example 1

Consider the function

$$H_1(X) = \alpha(X + \pi)^2 - (1 - \alpha) \frac{1}{1 + \frac{X^2}{d}}$$

(13)

where $X = [-2\pi, \pi]$, $\alpha = 0.08$ and $d = 0.01$. Let the initial point be $X_0 = -3$. We let 100 points start from $X_0$ and evolve each according to its own realization of the diffusion process with the cooling schedule (12), where $K = 10^{-5}$ and $N = 2 \cdot 10^5$. Our simulations show that the particles first spread in a near uniform fashion all over the domain, and then tend to come back guided by the shape of $H$ to the local minimum where they started (Figs. 1 and 2).

The modified diffusion on the other hand, forces a particle to leave the neighborhood of the starting point but not from that of the global minimum (Fig. 3).

B. Example 2

Consider now

$$H_2(X) = X^2 \cos 10X, \quad X \in [-\pi, \pi], \quad X_0 = 0. \quad (14)$$

Again we note that for smaller $\alpha_0$, the classical diffusion fails to leave local minima, while higher values of $\alpha_0$ result in uniform coverage of the entire domain, similar to the high-temperature regime. The modified diffusion as expected does a far better job at finding the global minima (see Figs. 4–6).

C. Example 3

The main results in this paper are stated and proven for the one-dimensional case. Much like in [10], generalizing this proof to higher dimensions is very non-trivial. However, as long as we are presented with a qualitatively similar multidimensional problem, we expect the proposed approach to work well. Here, we demonstrate the performance of our algorithm for a real problem of system identification. An IIR filter is governed by the input–output relation

$$y(k) + \sum_{j=1}^{M} \beta_j y(k - j) = \sum_{i=0}^{L} \alpha_i x(k - i). \quad (15)$$

The IIR filter design problem consists of recovering the filter’s unknown coefficients from its observed response $\hat{d}(k)$. This is done by minimizing the misfit between $d(k)$ and the projected response of a test filter. Specifically, we seek to find the global minimum of the cost functional $H$ given by

$$\min_{\{\alpha_i, \beta_j\}} \{H(\alpha_i, \beta_j) = E[(d(k) - y(k))^2]\}. \quad (16)$$

The expectation is computed over all possible random input realizations. The functional $H$ in the left-hand side of (16) depends on several variables and it is typically multimodal. A
Fig. 4. Classical diffusion: \( H(X) = H_2(X), X_0 = 0, \alpha_0 = 0.5 \).

Fig. 5. Classical diffusion: \( H(X) = H_2(X), X_0 = 0, \alpha_0 = 50 \).

Fig. 6. Modified diffusion: \( H(X) = H_2(X), X_0 = 0, \alpha_0 = 0.5 \).

Fig. 7. Modified diffusion: \( H(\alpha, \beta) \) is as in (19), \((\alpha_0, \beta_0) = (-0.4, 0.25)\), \( \alpha_0 = 1 \).

Fig. 8. Final point distribution.

Fig. 9. Contour plot of the functional.

Fig. 10. Points’ histogram.

global minimizer of the sort that is proposed is required to find the optimal solution. Assume for specificity that the observed response is generated by an (unknown) second-order system with the transfer function given by

\[
H_0(z) = \frac{0.2 - 0.6z^{-1}}{1 - 1.1314z^{-1} + 0.25z^{-2}}.
\]  

(17)

We will search for a first-order filter

\[
H_\alpha(z) = \frac{\beta}{1 - \alpha z^{-1}}
\]  

(18)

whose response best matches the observed output of the system. The precise analytic form for the cost functional \( H \) is known [11] and written as

\[
H(\alpha, \beta) = 1 - 2\beta H_\alpha^0(\alpha^{-1}) + \frac{\beta^2}{1 - \alpha^{-2}}.
\]  

(19)

Its contour plot is shown in Fig. 7. We note that this function has one wider local minimum and another steeper global minimum. We apply the standard and modified diffusion to the same function with \( \alpha_0 = 1.0, K = 3 \cdot 10^{-4}, N = 10^2 \) and observe that as in previous examples, particles tend to cluster around the global minimum under the modified diffusion (Fig. 7), whereas they hover around a local minimum for a small discretization step in the case of the standard one (Fig. 8).

V. CONCLUSION

Problems of global optimization are of great theoretical as well as practical importance. Gibbs fields based methods have a tremendous potential because of their tractability and ease of implementation. The main shortcoming of these methods is the slow speed of convergence to the global minimum.

In this paper, we have considered diffusion dynamics with a general diffusion coefficient. We have shown that while it is impossible to improve the order of the speed of convergence, the speed of convergence may be improved by choosing the diffusion coefficient adapted to a particular functional \( H \). The resulting dynamics contains the classical diffusion as a particular
case, and outperforms the latter at finding the global minimum of an energy functional to which it is adapted.

We refer to our proposed approach as the adapted diffusion based algorithm since the choice of the function \( \omega(x) \) depends on the energy function \( \mathcal{H} \). In this case, the diffusion coefficient is non-homogeneous and is determined by the remainder terms (37) and (38). We do not discuss here how to find an optimal \( \omega(x) \) for an arbitrary energy function \( \mathcal{H} \) as that remains to be a challenging problem. The main goal for us is to show that we can construct an important in applications non-homogeneous diffusion, which escapes wide local minima and stays at deep and tight minima of the energy function \( \mathcal{H} \). When solving examples where the global minimum is very narrow, we proceed by cooling the dynamics where the value of \( \mathcal{H}' \) is large and heating it up when \( \mathcal{H}' \approx 0 \). In so doing, we force the diffusion to favor the global minimum and reject other local extrema.

As may be seen from above simulations, our proposed algorithm reveals deep and tight minima, whereas the classical diffusion escapes these minima for a short time and prefers to stay at local wide minima. That is an important property, which is desirable in global optimization problems for functionals with deep and tight minima. As the two diffusions are run for exactly the same number of iterations, the added computational cost amounts to evaluating the function \( \omega \), which is negligible.

**APPENDIX**

**Proof of Theorem 1**

The main line of the proof follows reasoning from [10]. Fix \( \varepsilon > 0 \) and consider two smooth functions \( \phi_1 \) and \( \phi_2 \) satisfying

\[
\phi_1(x) = \begin{cases} 
1, & H(x) > 3\varepsilon \\
\alpha_1(x), & H(x) \in [2\varepsilon, 3\varepsilon] \\
0, & H(x) < 2\varepsilon
\end{cases}
\]

and

\[
\phi_2(x) = \begin{cases} 
1, & H(x) < \varepsilon \\
\alpha_2(x), & H(x) \in [\varepsilon, 3\varepsilon] \\
0, & H(x) > 3\varepsilon
\end{cases}
\]

where \( 0 \leq \alpha_1(x), \alpha_2(x) \leq 1 \). Construct a function

\[
\phi_\alpha(x) = \phi_1(x) - \eta(\alpha)\phi_2(x)
\]

such that

\[
\int \phi_\alpha(x)e^{-\mathcal{H}(x)/\beta(\alpha)}\,dm(x) = 0.
\]

Since \( \mathcal{H} \) is assumed to be smooth, one can choose the functions \( \alpha_1 \) and \( \alpha_2 \) such that \( \phi_\alpha \) is differentiable everywhere. Clearly,

\[
\eta(\alpha) = \frac{\int \phi_1(x)e^{-2\mathcal{H}(x)/\beta(\alpha)}\,dm(x)}{\int \phi_2(x)e^{-2\mathcal{H}(x)/\beta(\alpha)}\,dm(x)}
\]

and because we can bound the numerator and denominator:

\[
\int \phi_1(x)e^{-2\mathcal{H}(x)/\beta(\alpha)}\,dm(x) \leq e^{-4\varepsilon/\beta(\alpha)} \\
\int \phi_2(x)e^{-2\mathcal{H}(x)/\beta(\alpha)}\,dm(x) \geq \frac{m}{e^{-2\varepsilon/\beta(\alpha)}}
\]

with \( m \equiv m(\{x : \mathcal{H}(x) \leq \varepsilon\}) \), we have

\[
\eta(\alpha) \leq \frac{e^{-4\varepsilon/\beta(\alpha)}}{m} \leq \frac{1}{m} e^{-2\varepsilon/\beta(\alpha)} \rightarrow 0
\]

when \( \delta(\alpha) \rightarrow 0 \).

Consider the equation

\[
\mathcal{L}_\alpha \psi_\alpha = \phi_\alpha.
\]

Because of (23) and (7), (27) has a solution. Expanding this equation, we get

\[
\frac{1}{2} \delta(\alpha)\omega(x)\psi''_\alpha(x) - \left( \omega(x)\mathcal{H}' - \frac{1}{2} \delta(\alpha)\omega' \right) \psi'_\alpha(x) = \phi_\alpha(x)
\]

which is solvable for \( \psi'_\alpha \), and therefore

\[
\psi'_\alpha(x) = \frac{e^{2\mathcal{H}(x)/\beta(\alpha)}}{\omega(x)} \int_{-R}^{x} \frac{2}{\delta(\alpha)} \phi_\alpha(u)e^{-2\mathcal{H}(u)/\beta(\alpha)}\,du
\]

and

\[
\psi''_\alpha(x) = \frac{2}{\delta(\alpha)} \omega(x)\phi_\alpha(x) \left[ \frac{1}{\delta(\alpha)} - \frac{\omega'(x)}{\omega(x)} \right] e^{2\mathcal{H}(x)/\beta(\alpha)} \int_{-R}^{x} \frac{2}{\delta(\alpha)} \phi_\alpha(u)e^{-2\mathcal{H}(u)/\beta(\alpha)}\,du.
\]
Differentiating once again we get to the leading order as $\delta(a) \to 0$:

$$
\psi_{m}^{\prime}(x) = \left( \frac{2}{\delta(a)} \right)^3 \frac{(H(x))^2}{\omega(x)} e^{2H(x)/\delta(a)}
$$

$$
\times \int_{-R}^{x} \phi_{\alpha}(u)e^{-2H(u)/\delta(a)}du
$$

$$
+ O \left( \frac{1}{\delta^3(a)} e^{2H(x)/\delta(a)} \right).
$$

(31)

Let

$$
\psi_{\alpha}(x) = \int_{-R}^{x} \phi_{\alpha}(u)du.
$$

Now with the help of (8) we construct a Taylor–Lagrange expansion of $\psi_{\alpha}(X_{n+1})$:

$$
\psi_{\alpha}(X_{n+1}) = \psi_{\alpha}(X_{n}) - \left( \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) a \right.
$$

$$
- \sqrt{\alpha} \phi_{\alpha}(X_{n}) \psi_{\alpha}''(X_{n})
$$

$$
+ \frac{1}{2} \left( \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) a \right)
$$

$$
- \frac{1}{6} \left( \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) a \right)
$$

$$
- \sqrt{\alpha} \phi_{\alpha}(X_{n}) \psi_{\alpha}'''(X_{n}) \right).
$$

(32)

where $\tilde{X}_{n}$ is a point in the interval between $X_{n}$ and $X_{n+1}$. Taking the expectation of both sides of the above equality, and using the stationarity of $X_{n}$ and equalities $\mathbb{E}W_{n} = \mathbb{E}W_{n}^{3} = 0$, $\mathbb{E}W_{n}^{2} = 1$, we have

$$
0 = - E_{\gamma} \left[ \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) \psi_{\alpha}''(X_{n}) \right] a
$$

$$
+ \frac{1}{2} E_{\gamma} \left[ \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) a \right]
$$

$$
- \sqrt{\alpha} \phi_{\alpha}(X_{n}) \psi_{\alpha}'''(X_{n})
$$

$$
- \frac{1}{6} \left( \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) a \right)
$$

$$
- \sqrt{\alpha} \phi_{\alpha}(X_{n}) \psi_{\alpha}'''(X_{n}) \right).
$$

(33)

Dividing by $a$, from (28) and (33), we obtain:

$$
- E_{\gamma} \left[ \frac{\partial}{\partial \alpha} \psi_{\alpha}(X_{n}) \right]
$$

$$
= \frac{1}{2} a E_{\gamma} \left[ \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) \psi_{\alpha}''(X_{n}) \right]
$$

$$
- \frac{1}{2} \sqrt{\alpha} \phi_{\alpha}(X_{n}) \psi_{\alpha}'''(X_{n}) \right).
$$

(34)

Recall that

$$
E_{\gamma} \psi_{\alpha}(X_{n}) = \int \phi_{\alpha}(x) \gamma'_{\alpha}(dx) - \eta(a) \int \phi_{\alpha}(x) \gamma'_{\alpha}(dx).
$$

(35)

Since $\phi_{\alpha}(x)$ is a bounded function, and $\eta(a) \to 0$, the entire second term in the right-hand side vanishes as $a \to 0$. Also

$$
\int \phi_{\alpha}(x) \gamma'_{\alpha}(dx) \geq \gamma'_{\alpha}(\{H(x) > 3\varepsilon\}) > 0
$$

so in order to prove the theorem, we need to show that the right-hand side of (34) tends to 0 as $a \to 0$. From (30), we have for the first term in (34) as $a \to 0$:

$$
a E_{\gamma} \left[ \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) \psi_{\alpha}''(X_{n}) \right]
$$

$$
= O \left( \frac{a}{\delta^2(a)} e^{C/\delta(a)} \right) E_{\gamma} \left[ \omega(X_{n}) (H'(X_{n}))^2 \right].
$$

(37)

Analogously, using representation in (31), the second term in (34) could be written as

$$
a \delta(a) E_{\gamma} \left[ \left( \omega(X_{n})H'(X_{n}) - \frac{1}{2} \delta(a)\omega'(X_{n}) \right) \omega(X_{n}) \psi_{\alpha}'''(X_{n}) \right]
$$

$$
= O \left( \frac{a}{\delta^2(a)} e^{C/\delta(a)} \right) E_{\gamma} \left[ \omega^2(X_{n}) (H'(X_{n}))^2 \right]
$$

(38)

as $a \to 0$. Expressions (37) and (38) go to zero if

$$
\ln a - 2 \ln \delta(a) + \frac{C}{\delta(a)} \to -\infty
$$

which is satisfied if

$$
\delta(a) \to 0 \quad \text{under} \quad \delta(a) \geq \frac{C_{0}}{\ln a}
$$

(39)

with a constant $C_{0}, C_{0} > C$. Finally, for arbitrary $\varepsilon > 0$:

$$
\gamma'_{\alpha}(\{H(x) > 3\varepsilon\}) \to 0
$$

as $a \to 0$. The theorem is proved.
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