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Abstract—The replica method is a non-rigorous but widely-accepted technique from statistical physics used in the asymptotic analysis of large, random, nonlinear problems. This paper applies the replica method to analyze non-Gaussian maximum a posteriori (MAP) estimation. The main result is a counterpart to Guo and Verdú’s replica analysis of minimum mean-squared error estimation.

The replica MAP analysis can be readily applied to many estimators used in compressed sensing, including basis pursuit, lasso, linear estimation with thresholding, and zero norm-regularized estimation. Among other benefits, the replica method provides a computationally-tractable method for exactly computing various performance metrics including mean-squared error and sparsity pattern recovery probability.

I. INTRODUCTION

Estimating a vector \( \mathbf{x} \in \mathbb{R}^n \) from measurements of the form

\[ \mathbf{y} = \Phi \mathbf{x} + \mathbf{w}, \tag{1} \]

where \( \Phi \in \mathbb{R}^{m \times n} \) represents a known measurement matrix and \( \mathbf{w} \in \mathbb{R}^m \) represents measurement errors or noise, is a generic problem that arises in a range of circumstances. Even if the priors for \( \mathbf{x} \) and \( \mathbf{w} \) are separable, optimal estimation with respect to any interesting criterion is generally nonlinear and has behavior that is not easy to characterize. This is because the matrix \( \Phi \) couples the \( n \) unknown components of \( \mathbf{x} \) with the \( m \) measurements in the vector \( \mathbf{y} \).

Under the assumption of i.i.d. \( \mathbf{x} \) and Gaussian i.i.d. \( \mathbf{w} \), Guo and Verdú [1] used the replica method from statistical physics to analyze the class of estimators that are minimum mean-squared error (MMSE) with respect to some prior. The result of this analysis is that for certain large random \( \Phi \), there is an asymptotic decoupling of the estimation problem into \( n \) scalar MMSE estimation problems: the joint distribution of a component of \( \mathbf{x} \) and the corresponding component of the MMSE estimate vector \( \hat{\mathbf{x}}_{\text{mmse}}(\mathbf{y}) \) converges to the joint distribution between signal and estimate in a simple scalar estimation problem. From the joint distribution, various further computations can be made, such as the mean-squared error (MSE) of the estimate or the error probability of a hypothesis test computed from the estimate.

The primary contribution of this paper is an analogue to the Guo and Verdú [1] result for the class of estimators that are MAP (rather than MMSE) with respect to some prior. Specifically, we derive a simple and asymptotically-exact scalar characterization of the componentwise behavior of MAP estimation from large, random linear measurements.

This paper summarizes the results of [2] and adds a few comments on subsequent work. Many details, including proofs, additional discussion of prior work, additional numerical results, and additional references are given in [2]. Throughout this paper we assume the validity of the main result of [1], even though it relies on certain unproven replica method hypotheses.

A. Applications to Compressed Sensing

As an application of our main result, we will develop a few analyses of estimation problems for sparse \( \mathbf{x} \) that arise in compressed sensing [3], [4]. Generically, optimal estimation of \( \mathbf{x} \) with a sparse prior is NP-hard [5]. Thus, most attention has focused on greedy heuristics and convex relaxations such as basis pursuit [6] or lasso [7]. While successful in practice, these algorithms are difficult to analyze precisely.

Most analyses of compressed sensing are not just non-Bayesian (i.e., lacking a prior on \( \mathbf{x} \)) but fully non-probabilistic, using bounded noise models and deterministic conditions on the transform matrix \( \Phi \) such as on its coherence or restricted isometry constants. Unfortunately, such worst-case analyses tend to be highly conservative. In contrast, we believe the replica method is the first technique that permits an exact performance evaluation. Moreover, the replica method can incorporate arbitrary priors and applies to many common compressed sensing algorithms including lasso, basis pursuit, linear methods and optimal MAP estimation.

B. Related Work


Subsequent to the posting of [2], complementary work was completed by Guo, Barron, and Shamai [10]. Under the measurement model (1), they show convergence to a scalar equivalent of any sufficient statistic for \( \mathbf{x} \) rather than for a specific estimator. They also show that asymptotic decoupling can be extended to any finite subset of components of \( \mathbf{x} \).
II. ESTIMATION PROBLEM AND ASSUMPTIONS

Consider the estimation of a random vector $x \in \mathbb{R}^n$ from linear measurements of the form

$$y = \Phi x + w = A S^{1/2} x + w,$$  \hspace{1cm} (2)

where $y \in \mathbb{R}^m$ is a vector of observations, $\Phi = A S^{1/2}$, $A \in \mathbb{R}^{m \times n}$ is a measurement matrix, $S$ is a diagonal matrix of positive scale factors,

$$S = \text{diag}(s_1, \ldots, s_n), \quad s_j > 0,$$  \hspace{1cm} (3)

and $w \in \mathbb{R}^m$ is zero-mean, white Gaussian noise. We consider a sequence of such problems indexed by $n$, with $n \to \infty$. For each $n$, the problem is to determine an estimate $\hat{x}$ of $x$ from the observations $y$ knowing the measurement matrix $A$ and scale factor matrix $S$.

The components $x_j$ of $x$ are i.i.d. with some zero-mean prior probability distribution $p_0(x_j)$. The per-component variance of the Gaussian noise is $E|w_j|^2 = \sigma_2^2$. We use the subscript “0” on the prior and noise level to differentiate these quantities from certain “postulated” values to be defined later. When we develop applications, the prior $p_0(x_j)$ will incorporate presumed sparsity of the components of $x$.

In (2), we have factored $\Phi = A S^{1/2}$ so that even with the i.i.d. assumption on $x_j$’s above and an i.i.d. assumption on entries of $A$, the model can capture variations in powers of the components of $x$ that are known a priori at the estimator. Variations in the power of $x$ that are not known to the estimator should be captured in the distribution of $x$.

We summarize the situation and make additional assumptions to specify the problem precisely as follows:

(a) The number of measurements $m = m(n)$ is a deterministic quantity that varies with $n$ and satisfies

$$\lim_{n \to \infty} n/m(n) = \beta$$

for some $\beta \geq 0$.

(b) The components $x_j$ of $x$ are i.i.d. with probability distribution $p_0(x_j)$.

(c) The noise $w$ is Gaussian with $w \sim \mathcal{N}(0, \sigma_2^2 I_n)$.

(d) The components of the matrix $A$ are i.i.d. zero mean with variance $1/m$.

(e) The scale factors $s_j$ are i.i.d. and almost surely positive.

(f) The scale factor matrix $S$, measurement matrix $A$, vector $x$ and noise $w$ are all independent.

III. REPLICA MAP CLAIM

Let $\mathcal{X} \subseteq \mathbb{R}$ be some (measurable) set and consider an estimator of the form

$$\hat{x}_{\text{map}}(y) = \arg\min_{x \in \mathcal{X}} \frac{1}{2\gamma} \|y - AS^{1/2}x\|^2_l + \sum_{j=1}^n f(x_j),$$ \hspace{1cm} (4)

where $\gamma > 0$ is an algorithm parameter and $f : \mathcal{X} \to \mathbb{R}$ is some scalar-valued, non-negative cost function. We will assume that the objective function in (4) has a unique essential minimizer for almost all $y$.

It can be verified that, for any $u > 0$, (4) is equivalent to a MAP estimator with the postulated prior

$$p_u(x) = \left[ \int_{\mathcal{X}} \exp(-uf(x)) \, dx \right]^{-1} \exp(-uf(x)).$$ \hspace{1cm} (5)

To analyze this MAP estimator, we consider a sequence of MMSE estimators. For each $u$, let

$$\hat{x}^u(y) = E(x \mid y ; p_u, \sigma_u^2),$$ \hspace{1cm} (7)

which is the MMSE estimator of $x$ under the postulated prior $p_u$ in (5) and noise level $\sigma_u^2$ in (6). Using a standard large deviations argument, one can show that under suitable conditions

$$\lim_{u \to \infty} \hat{x}^u(y) = \hat{x}_{\text{map}}(y)$$

for all $y$. Under the assumption that the behaviors of the MMSE estimators are described as in [1], we can then extrapolate the behavior of the MAP estimator. This will yield our main result, the Replica MAP Claim.

To state the claim, define the scalar MAP estimator

$$\hat{x}_{\text{map}}^\text{scalar}(z ; \lambda) = \arg\min_{x \in \mathcal{X}} F(x, z, \lambda)$$ \hspace{1cm} (8)

where

$$F(x, z, \lambda) = \frac{1}{2\lambda} |z - x|^2 + f(x).$$ \hspace{1cm} (9)

The Replica MAP Claim pertains to the estimator (4) applied to the sequence of estimation problems defined in Section II.

Our assumptions are as follows:

**Assumption 1:** For $u$ sufficiently large, the replica assumptions apply to the MMSE estimator $\hat{x}^u(y)$. See [2] for more details on this assumption.

**Assumption 2:** Suppose for each $n$, $j \in \{1, \ldots, n\}$ is some index and $\hat{x}^u_j(n)$ is the MMSE estimate of the component $x_j$ based on the postulated prior $p_u$ and noise level $\sigma_u^2$. Then, assume that limits can be interchanged to give the following equality:

$$\lim_{u \to \infty} \lim_{n \to \infty} \hat{x}^u_j(n) = \lim_{n \to \infty} \lim_{u \to \infty} \hat{x}^u_j(n),$$

where the limits are in distribution.

**Assumption 3:** For every $n$, $A$, and $S$, assume that for almost all $y$, the minimization in (4) achieves a unique essential minimum. Here, essential should be understood in
the standard measure theoretic sense in that the minimum and essential infimum agree.

**Assumption 4:** Assume that \( f(x) \) is non-negative and satisfies
\[
\lim_{|x| \to \infty} \frac{f(x)}{|x| \log |x|} = \infty,
\]
where the limit must hold over all sequences \( x \in \mathcal{X} \) with \( |x| \to \infty \). If \( \mathcal{X} \) is compact, this limit is automatically satisfied.

**Assumption 5:** For all \( \lambda \in \mathbb{R} \) and almost all \( z \), the minimization in (8) has a unique, essential minimum. Moreover, for all \( \lambda \) and almost all \( z \), there exists a \( \sigma^2(z, \lambda) \) such that
\[
\lim_{x \to \hat{x}} 2(F(x, z, \lambda) - F(\hat{x}, z, \lambda)) = \sigma^2(z, \lambda),
\]
where \( \hat{x} = \hat{x}_{\text{map}}(z; \lambda) \).

We can now state our main result.

**Replica MAP Claim:** Consider the estimation problem in Section II. Let \( \hat{x}_{\text{map}}(y) \) be the MAP estimator (4) defined for some \( f(x) \) and \( \gamma > 0 \) satisfying Assumptions 1–5. For each \( n \), let \( j = j(n) \) be some deterministic component index with \( j(n) \in \{1, \ldots, n\} \). Then:

(a) As \( n \to \infty \), the random vectors \((x_j, s_j, \hat{x}_{\text{map}})\) converge in distribution to the random vector \((x, s, \hat{x})\) for some limiting effective noise levels \( \sigma^2_{\text{eff}} \) and \( \gamma_p \). Here, \( x, s, \) and \( v \) are independent with \( x \sim p_0(x), s \sim p_S(s), v \sim \mathcal{N}(0, 1), \) and
\[
\hat{x} = \hat{x}_{\text{scalar}}(z, \lambda_p) = \sqrt{\mu v},
\]
where \( \mu = \sigma^2_{\text{eff, map}} / s \) and \( \lambda_p = \gamma_p / s. \)

(b) The effective noise levels \( \sigma^2_{\text{eff, map}} \) and \( \gamma_p \) satisfy the equations
\[
\sigma^2_{\text{eff, map}} = \sigma_0^2 + \beta \mathbb{E} [s |x|], \quad \gamma_p - \gamma = \beta \mathbb{E} \left[ s^2 |z, \lambda_p| \right],
\]
where the expectations are taken over \( x \sim p_0(x), s \sim p_S(s), \) and \( v \sim \mathcal{N}(0, 1), \) with \( \hat{x} \) and \( z \) defined in (11).

Analogously to the main result of [1], the Replica MAP Claim asserts that asymptotic behavior of the MAP estimate of any single component of \( x \) is described by a simple equivalent scalar estimator. In the equivalent scalar model, the component of the true vector \( x \) is corrupted by Gaussian noise and the estimate of that component is given by a scalar MAP estimate of the component from the noise-corrupted version.

**IV. Analysis of Compressed Sensing**

Our results thus far hold for any separable distribution for \( x \) and under mild conditions on the cost function \( f \). In this section, we describe how the choice of \( f \) yields MAP estimators relevant to compressed sensing; many more details appear in [2]. We reiterate that the role of \( f \) is to determine the estimator; it is not the same as specifying the true prior for \( x \) in the problem of interest. In the subsequent section, the numerical evalutions and simulations are given for sparse priors for \( x \).

Choosing the cost function \( f(x) = \frac{1}{2} |x|^2 \), which corresponds to the negative log of a Gaussian prior with zero mean and unit variance, allows us to analyze linear estimation. Of course, this is not the easiest route to analyzing linear estimation, and the full analysis merely recovers known results.

We next consider the lasso estimate, which is given by
\[
\tilde{x}_{\text{lasso}}(y) = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2\gamma} \|y - Ax^{1/2}x_0^{1/2}\|_2^2 + \|x\|_1,
\]
where \( \gamma > 0 \) is an algorithm parameter. The estimator is essentially a least-squares estimator with an additional \( \|x\|_1 \) regularization term to encourage sparsity in the solution. The parameter \( \gamma \) is selected to trade off the sparsity of the estimate with the prediction error.

The lasso estimator (13) is identical to the MAP estimator (4) with the cost function \( f(x) = |x| \). With this cost function, \( F(x, z, \lambda) \) in (9) is given by
\[
F(x, z, \lambda) = \frac{1}{2\lambda} |z - x|^2 + |x|,
\]
and therefore the scalar MAP estimator in (8) is given by
\[
\tilde{x}_{\text{map}}(z, \lambda) = T_{\text{map}}^\gamma(z),
\]
the soft thresholding operator with threshold \( \lambda \).

There does not exist a postulated prior such that the lasso estimate is the MMSE estimate. Thus, the Replica MAP Claim is newly providing the ability to determine the asymptotic joint distribution between a component of \( x \) and the corresponding component of \( \tilde{x}_{\text{lasso}}(y) \). To our knowledge, this is the first technique to provide asymptotically-exact performance characterization for this commonly-used estimator. This applicability of the Replica MAP Claim along with inapplicability of the MMSE result of [1] holds also for the intractable estimator that we shall next.

Lasso can be regarded as a convex relaxation of zero norm-regularized estimation
\[
\tilde{x}_{\text{zero}}(y) = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2\gamma} \|y - Ax\|_2^2 + \|x\|_0,
\]
where \( \|x\|_0 \) is the number of nonzero components of \( x \). To apply the Replica MAP Claim to the zero norm-regularized estimator (15), we observe that the zero norm-regularized estimator is identical to the MAP estimator (4) with the cost function
\[
f(x) = \begin{cases} 0, & \text{if } x = 0; \\ 1, & \text{if } x \neq 0. \\ \end{cases}
\]
Technically, this cost function does not satisfy the conditions of the Replica MAP Claim. Heuristically, we can avoid this problem by considering the limit of a sequence of cost functions that do satisfy the conditions [2].

With \( f(x) \) given by (16), the scalar MAP estimator in (8) is given by
\[
\tilde{x}_{\text{map}}(z, \lambda) = T_{\text{map}}^\gamma(z), \quad t = \sqrt{2\lambda},
\]
A constant scale factor matrix \( A \) is used for all measurements. The measurement matrix \( \mathbf{x} \) is generated with i.i.d. Gaussian components and \( \beta = S \) with prob. \( \rho = 0.1 \). This is one of many possible sparse priors.

We took the vector \( \mathbf{x} \) to have \( n = 100 \) i.i.d. components with this prior, and we varied \( m \) for 10 different values of \( \beta = n/m \) from 0.5 to 3. For the measurements (2), we took a measurement matrix \( \mathbf{A} \) with i.i.d. Gaussian components and a constant scale factor matrix \( \mathbf{S} = I \). The noise level \( \sigma_0^2 \) was set so that signal-to-noise ratio is 10 dB.

We simulated various estimators and compared their performances against the asymptotic values predicted by the replica analysis. For each value of \( \beta \), we performed 1000 Monte Carlo trials of each estimator. For each trial, we measured the normalized squared error (SE) in dB \( 10 \log_{10}(||\hat{x} - x||^2/||x||^2) \), where \( \hat{x} \) is the estimate of \( x \). The results are shown in Fig. 1, with each set of 1000 trials represented by the median normalized SE in dB.

The top curve shows the performance of the linear MMSE estimator. This performance is predicted very well. The next curve shows the performance of the lasso estimator (13). To compute the MSE predicted by the Replica MAP Claim, we numerically solve the required fixed-point equations to obtain the effective noise levels \( \sigma_{\text{eff, map}}^2 \) and \( \gamma_p \). We then use the scalar MAP model with the estimator (14) to predict the MSE. The regularization parameter \( \gamma \) is determined analytically to minimize the effective noise level as described in [2, Sect. V-A], and the same regularization is used for simulations. We see from Fig. 1 that the predicted MSE matches the median SE within 0.3 dB over a range of \( \beta \) values.

Fig. 1 also shows the minimum MSE and the MSE from the zero norm-regularized estimator; again, the choice of regularization parameter follows [2, Sect. V-A]. For these two cases, the estimators cannot be simulated since they involve NP-hard computations. But we have included these curves to show that the replica method can be used to calculate the gap between practical and impractical algorithms. Interestingly, we see that there is about a 2 to 2.5 dB gap between lasso and zero norm-regularized estimation, and another 1 to 2 dB gap between zero norm-regularized estimation and optimal MMSE.

B. Support Recovery with Thresholding

In estimating vectors with strictly sparse priors, one important problem is to detect the locations of the nonzero components in the vector \( \mathbf{x} \). Several works have attempted to find conditions under which the support of a sparse vector \( \mathbf{x} \) can be fully detected [15]–[17] or partially detected [18]–[20]. Unfortunately, with the exception of [15], the only available results are bounds that are not tight.

One of the uses of the Replica MAP claim is to exactly predict the fraction of support that can be detected correctly. To see how to predict the support recovery performance, observe that the Replica MAP Claim provides the asymptotic joint distribution for the vector \( (x_j, s_j, \hat{x}_j) \), where \( x_j \) is the component of the unknown vector, \( s_j \) is the corresponding scale factor and \( \hat{x}_j \) is the component estimate. Now, in support recovery, we want to estimate \( \theta_j \), the indicator function that \( x_j \) is nonzero

\[
\theta_j = \begin{cases} 
1, & \text{if } x_j \neq 0; \\
0, & \text{if } x_j = 0.
\end{cases}
\]

One natural estimate for \( \theta_j \) is to compare the magnitude of the component estimate \( \hat{x}_j \) to some scale-dependent threshold \( t(s_j) \). This idea of using thresholding for sparsity detection has been proposed in [21] and [22]. Using the joint distribution \( (x_j, s_j, \hat{x}_j) \), one can then compute the probability of sparsity misdetection, \( p_{\text{err}} = \Pr(\hat{\theta}_j \neq \theta_j) \). The probability of error can be minimized over the threshold levels \( t(s) \).
To verify the accuracy of this calculation, we generated random vectors $\mathbf{x}$ with $n = 100$ i.i.d. components taking values in $\{0, \pm 1\}$, scaled to have SNR of 10 dB and having sparsity fraction of 0.2. Fig. 2 compares the probability of sparsity misdetection predicted by the replica method against the actual probability of misdetection based on the average of 1000 Monte Carlo trials. We tested two algorithms: linear MMSE estimation and lasso estimation. For lasso, the regularization parameter was selected for minimum MMSE. The results show a good match.

VI. CONCLUSIONS AND FUTURE WORK

We have applied the replica method from statistical physics for computing the asymptotic performance of MAP estimation of non-Gaussian vectors with large random linear measurements. The method can be readily applied to problems in compressed sensing. Moreover, we believe that the availability of a simple scalar model that exactly characterizes certain sparse estimators opens up numerous avenues for analysis. For one thing, it would be useful to see if the replica analysis of lasso can be used to recover the scaling laws of Wainwright [15] and Donoho and Tanner [23] for support recovery and to extend the latter to the noisy setting. Also, the best known bounds for MSE performance in sparse estimation are given by Haupt and Nowak [24] and Candès and Tao [25]. Since the replica analysis is asymptotically exact, we may be able to obtain much tighter analytic expressions. In a similar vein, several researchers have attempted to find information-theoretic lower bounds with optimal estimation. Using the replica analysis of optimal estimators, one may be able to improve these scaling laws as well.