A CMOS Imager With a Programmable Bit-Serial Column-Parallel SIMD/MIMD Processor

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>As Published</td>
<td><a href="http://dx.doi.org/10.1109/ted.2009.2030718">http://dx.doi.org/10.1109/ted.2009.2030718</a></td>
</tr>
<tr>
<td>Publisher</td>
<td>Institute of Electrical and Electronics Engineers (IEEE)</td>
</tr>
<tr>
<td>Version</td>
<td>Final published version</td>
</tr>
<tr>
<td>Accessed</td>
<td>Mon Dec 31 01:36:55 EST 2018</td>
</tr>
<tr>
<td>Citable Link</td>
<td><a href="http://hdl.handle.net/1721.1/71887">http://hdl.handle.net/1721.1/71887</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>Article is made available in accordance with the publisher’s policy and may be subject to US copyright law. Please refer to the publisher’s site for terms of use.</td>
</tr>
<tr>
<td>Detailed Terms</td>
<td></td>
</tr>
</tbody>
</table>

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.
A CMOS Imager With a Programmable Bit-Serial Column-Parallel SIMD/MIMD Processor

Hirofumi Yamashita, Member, IEEE, and Charles G. Sodini, Fellow, IEEE

Abstract—An imager with an integrated fully programmable bit-serial column-parallel processor is proposed to meet the demand for a compact and versatile system-on-imager chip for consumer applications. The on-imager processor is targeting a computationally intensive low-level image processing task. The processor is physically arranged as a densely packed 2-D processing element (PE) array at an imager column level. The digital processor has a multiple-instruction–multiple-data (MIMD) architecture configuring multiple column-parallel single-instruction–multiple-data (SIMD) processors. The prototype imager chip with $128 \times 128$ pixels and $4 \times 128$ PE array designed with 0.6-µm technology was fabricated, and its functionality was tested. The estimation of performance level of the proposed processor architecture with an advanced technology such as the 0.09-µm process technology shows that the proposed imager chip architecture has a potential of giga sum operations per second per square millimeter class processing performance.

Index Terms—Array signal processing, CMOS image sensors, CMOS integrated circuits, image processing, intelligent sensors, parallel processing, programmable circuits.

I. INTRODUCTION

A CMOS imager with an integrated digital image processing is a promising imaging system for consumer applications such as mobile imaging, video conferences, and surveillances, where low cost and small system size are required [1]–[3]. One solution is a full implementation of camera functionality on an imager chip. However, the digital blocks for fully implemented camera function consume considerable amount of silicon area. Since low cost and small size are a crucial demand for a consumer imaging system, a fully implemented imager chip solution is not the optimum solution for consumer applications.

In a typical image processing task, more than 50% of the total computing power is consumed by a low-level image processing task. Typical low-level image processing tasks require hundreds of operations per pixel for a captured image with a small scale of memory. General-purpose computers such as microprocessors do not match these low-level image processing tasks since large hierarchical memory and flexibility for sequential processing capability in a general-purpose computer are not valuable. Yet, general-purpose computers can afford image processing requiring sophisticated algorithms with frame memories. Since most low-level processing tasks are repetitive and are performed by using neighboring pixel data, an image processor architecture that utilizes parallelism should be valuable [4], [5].

In this paper, an imager with an integrated fully programmable bit-serial column-parallel processor is proposed to meet the demand for a compact versatile system-on-imager chip for consumer applications [6]. The proposed image processing architecture uses the system partitioning approach, where computationally intensive pixel-rate processing alone is implemented on an imager chip to target low-level image processing tasks. The processor is physically arranged as a densely packed 2-D processing element (PE) array at an imager column level. The digital processor has a multiple-instruction–multiple-data (MIMD) architecture configuring multiple column-parallel single-instruction–multiple-data (SIMD) processors. The fully programmable image processor incorporated in an imager chip is advantageous over the alternative special-purpose on-imager digital signal processor (DSP) solutions because of its flexibility for an image processing algorithms. There is no need to redesign hard-wired logic whenever an image processing algorithm has to be changed because altering an image processing algorithm can be accomplished by software if a processor is programmable. There have been several approaches for on-imager processors to meet the demand for compact and versatile consumer imaging applications. However, the on-imager processing architecture that is most appropriate for consumer imaging applications still remains to be seen. The purpose of this paper is to provide a candidate on-imager processing architecture that would be one of the solutions for the challenge.

The proposed imager sensor architecture is described in Section II. The processor architecture is presented in Section III. The task sharing in the MIMD/SIMD processor is discussed in Section IV. Experimental results for a prototype imager chip with $128 \times 128$ pixels and $4 \times 128$ PE array designed with 0.6-µm technology are described in Section V. In Section VI, performance of the proposed processing architecture is compared with that of alternative on-imager processing architectures and is also compared with that of a current DSP chips. Conclusions are provided in Section VII.

II. IMAGE SENSOR ARCHITECTURE

Fig. 1 shows the proposed image sensor architecture. The digital processor on the image sensor chip has a column-parallel architecture [7]–[10]. All the data paths in the imager chip are
implemented at the imager column level. The pixel in the pixel array can be either with a four-transistor architecture or with a three-transistor architecture. Image data in a pixel array are read out row by row. Processing is performed in the way that the imager row data are processed simultaneously at each data path. Correlated double sampling (CDS) circuitry is arranged per column to reduce pixel-to-pixel fixed-pattern noise. Sampled signals are digitized with a column-parallel analog-to-digital converter (ADC). Digitized images are transferred to the next-stage digital processors. The digital processor has an MIMD architecture configuring multiple column-parallel SIMD processors. Each SIMD processor is comprised of a 1-D array of PEs. Physically, PEs are arranged as a fine-grained densely packed 2-D PE array. The layout pitch of all the data paths is matched to the pixel column pitch in order to minimize silicon area. Image data flow from the pixel array to the output register along the column direction; thus, no extra wiring for long-distance data transfer is required. The proposed dense array of column-parallel data path architecture realizes high computational power with a minimal silicon area. Each SIMD processor works with a single stream of instructions, and each PE in the same SIMD processor share the same instruction stream. Processing tasks are shared with SIMD processors with an MIMD control from a controller. The host processor delivering instructions to processors can be an external intelligent host, such as a general-purpose processor, or it can be a command controller on an image sensor chip.

Imager pixel data are transferred to the processor at every imager horizontal period. For example, one horizontal period is 67 $\mu$s for 30 frames per second (fps) video graphics array (VGA) imaging. When the embedded processor clock cycle is 20 MHz, 1330 instruction cycles are allowed for one horizontal period. Data are transferred from the imager to a PE bit by bit, and a data transfer is completed by $b + 1$ instruction cycles, where $b$ is the bit depth of the image data. Processed data are transferred from the PE to the output multiplexer (MUX) bit by bit, and a data transfer is also completed by $b + 1$ cycle. The ratio of the instruction cycle used for the data transfers to the total instruction cycle for one horizontal period is 1.4% when the 30-fps VGA image, 20-MHz clock, and 8-bit data are assumed. The processing power can be increased by concatenating SIMD processors along the column direction. The balance of the inter-PE communication and processing will be discussed in Section III. The way of task sharing among SIMD processors to maximize array utility is discussed in Section IV.

The advantage of column-parallel processing architecture is shown in Fig. 2. Fig. 2 compares three types of on-imager processor architecture. In a pixel-level architecture, a processor is implemented per pixel or block of pixels [11]–[13]. The advantage of the pixel parallel architecture is that the bandwidth between pixel and processor is maximum, but consequently, the bandwidth between pixel and processor is minimum. There is less systematic advantage in
this architecture over a two-chip solution with serial processing DSPs on an extra chip. A column-parallel architecture implements processors at a pixel array column level, where both medium class of parallelism and high resolution image can be obtained. For imaging systems requiring both image resolution and processing speed, a column-parallel architecture is the best solution to meet those demands.

III. PROCESSOR ARCHITECTURE

One of the important features for the on-imager processor used for the imaging system shown in Fig. 1 is full programmability to afford a variety of processing tasks. No specific-purpose data path architecture is used in the PE. Full programmability in the PE is provided with a general-purpose arithmetic logic unit (ALU). Fig. 3 shows the functional representation of the PE [14]. The PE comprises a logic unit and a local-memory column. The memory column is pitch matched to the logic unit. A bit-serial function generator is implemented in the logic as a general-purpose ALU. Three latches (A, B, and C) provide inputs to the function generator. The function generator can produce all the 256 three-input Boolean functions, which are selected with eight control signals (f7–0). Dynamic logic is used in the function generator to reduce the logic silicon area. Latch D provides input to the memory cell. Latch E enables write buffer. This write-enable structure for the memory column allows data-dependent processing in an image processing algorithm. Two kinds of inter-PE communication paths are connected to the PE. One is the path connecting two neighboring PEs in the same SIMD processor. The other is an inter-SIMD communication path that is arranged at every column. The inter-SIMD communication path has a 1-bit-wide bus structure. All the PEs on the same column are connected with the column bus. The column bus is used for data transfer for task sharing among SIMD processors. The column bus is also used for data transfer from ADC to SIMD processors. One of the PEs on the same column and ADC can drive the column bus, and any of the PEs and output MUX can receive the bus data at a time. Compared to the previously reported column-parallel processors [7], [9], [10], where one row of SIMD processors with a bit-parallel ALU is implemented, the proposed processor has a simpler PE array architecture. A fine-grained 2-D PE array connected with the 1-bit-wide communication path allows both compact processor structure and high computational power.

In order to implement a per-column PE array structure, the processor employs a 1-bit-wide data communication path. Fig. 5 shows the PE array configuration in the processors. Each PE has a bit-serial structure, and all the communication paths in the PE array are 1 bit wide. Data in the PE array are transferred bit by bit among PEs during processing. The 1-bit-wide communication path structure reduces the processor array silicon area used for data communication. There are two kinds of communication paths in the PE array as described before. One is for the right and left communication paths, connecting neighboring PEs in the same SIMD processor. The other is an inter-SIMD communication path that is arranged at every column. The inter-SIMD communication path has a 1-bit-wide bus structure. All the PEs on the same column are connected with the column bus. The column bus is used for data transfer for task sharing among SIMD processors. The column bus is also used for data transfer from ADC to SIMD processors. One of the PEs on the same column and ADC can drive the column bus, and any of the PEs and output MUX can receive the bus data at a time. Compared to the previously reported column-parallel processors [7], [9], [10], where one row of SIMD processors with a bit-parallel ALU is implemented, the proposed processor has a simpler PE array architecture. A fine-grained 2-D PE array connected with the 1-bit-wide communication path allows both compact processor structure and high computational power.

Fig. 6(a) summarizes the instruction cycles for a unit operation in the PE. Fig. 6(b) shows the example for an intra-SIMD sum operation procedure, which is one of the typical primitive operations in the PE. The procedure example shown in Fig. 6(b) computes the sum between a 4-bit value in a memory column in a PE and a 4-bit value in the memory column in the left neighbor PE. Instruction 1 loads 1 into latch E to enable the write buffer and loads the least significant bit of the operand, i.e., M0, from a memory into latch A. Instruction 2 transfers the left neighbor PE’s M0 value to latch B and loads the least significant bit of the operand, i.e., M4, from a memory into latch A.
<table>
<thead>
<tr>
<th>Operation</th>
<th>Notation</th>
<th>Instructions per b bit Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>sum</td>
<td>A ← A + B</td>
<td>3b</td>
</tr>
<tr>
<td>copy</td>
<td>A ← B</td>
<td>2b</td>
</tr>
<tr>
<td>write</td>
<td>A ← x</td>
<td>b + 1</td>
</tr>
<tr>
<td>signed product</td>
<td>P ← D × r</td>
<td>2b^2</td>
</tr>
<tr>
<td>move</td>
<td>A ← B (Inter-PE, Intra-PE)</td>
<td>2b</td>
</tr>
</tbody>
</table>

Upper case: parallel data, Lower case: scalar

(a) Instruction cycles for a unit operation.

(b) Intra-SIMD sum operation.

(c) Inter-SIMD sum operation.

Fig. 6. (a) Instruction cycles for a unit operation. (b) Intra-SIMD sum operation. (c) Inter-SIMD sum operation.
The left neighbor value is transferred via an intra-SIMD transfer path. Instruction 3 computes the least significant bit of the sum, i.e., $S_0$, and stores it in a memory through latch D. Instruction 4 computes the carry value, loads the result in latch C, and reads the second bit of the operand, i.e., $M_1$, from a memory into latch A. Instructions 5 and 6 complete the processing for the second bit position. Instructions 7–9 complete the processing for the third bit position, and instructions 10–12 complete the processing for the fourth bit position. The intra-SIMD sum procedure consumes $3b$ operation cycles, where $b$ is the number of bits used. In the proposed bit-serial ALU design, the sum procedure completed in a single PE (no data transfer among PE is involved) requires three memory activities—two read operations and one write operation per bit. The sum procedure exemplified in Fig. 6(b) shows that there is no additional instruction cycle needed for a data transfer in an intra-SIMD computation among neighboring PEs.

Fig. 6(c) shows an example of an inter-SIMD sum procedure. Two SIMD processors are involved in this inter-SIMD sum procedure. In the inter-SIMD sum procedure, SIMD1 delivers an operand bit into the column bus via a tri-state buffer. The delivered bus data are received by SIMD2, and SIMD2 computes the sum between the operand in SIMD1 and the operand in SIMD2. The inter-SIMD sum procedure also consumes $3b$ operation cycles. The sum procedure exemplified in Fig. 6(c) shows that there is no additional instruction cycle needed for a data transfer in an inter-SIMD computation among PEs on the same column bus.

However, a simple data move operation among PEs requires some amount of additional instruction cycles in a processing task. It consumes $2b$ clock cycles, where two memory activities are involved—one read and one write. The balance between data transfer cycles and processing cycles in a typical color processing task is estimated in order to see the burden of a data transfer. In a color processing algorithm assumed by the authors, which includes interpolation, color matrix, detail signal, and color coding, the ratio of the inter-PE data transfer cycles during processing to the total processing cycles is 7.6% for an 8-bit operation. The impact of the bit-by-bit data transfer on the total processing time is relatively small.

The advantage of a bit-serial architecture is its reduced hardware complexity. A simple analysis shows that a processing speed per silicon area of a bit-serial architecture and that of a bit-parallel architecture might be similar. A bit-parallel architecture consumes eight times larger silicon area than a bit-serial architecture does, but a bit-parallel architecture affords eight-pixel processing in the processing time that a bit-serial architecture completes a single pixel processing task. In a column-parallel architecture, the bandwidth between a row of pixel arrays and a row of PE arrays is maximum when a PE is arranged per imager column. When a bit-parallel architecture is used, an appropriate design is that a bit-parallel ALU is arranged per several columns since arranging a bit-parallel PE into a narrow imager column is not a practical solution. In this case, additional hardware such as a MUX is needed in the data path. A simple bit-serial architecture in which a PE is arranged per imager column requires no additional hardware, and thus, reduced hardware complexity is achieved.

The proposed processor architecture allows full flexibility in the image processor. The PE with a general-purpose ALU produces all the Boolean functions. The bit-serial data path architecture allows flexible signal word length because there is no specific bit-wide data path in this architecture. A variety of pixel rate image-processing algorithms can be implemented in this processing architecture.

IV. TASK SHARING IN MIMD/SIMD PROCESSOR

One of the important points in the SIMD/MIMD processing architecture is the way of maximizing the PE array utility. When the total processing tasks are exactly shared with the four SIMD processors all the time, maximum processing performance is attained. If the processing sequences are invariant during processing, the MIMD-controlled simple pipeline processing scheme affords to allocate the processing tasks to the four SIMD processors. However, sequences of processing could be changed during processing. For example, processing parameters such as parallel data used in an adaptive processing could vary while images are being captured. It is a difficult task for a host processor to allocate processing tasks on-the-fly to SIMD processors so that maximum performance can be attained.

The per-column bus architecture for inter-SIMD communication offers a simple solution to this problem by utilizing a data transfer among SIMD processors. An example of a processing scheme to maximize the PE array utility with this processing architecture for typical color processing is shown in Fig. 7(a). In Fig. 7(a), a processing scheme that has a column with four SIMD processors performing two $3 \times 3$-kernel filtering (i.e., interpolation and Laplacian filtering for the detail signal) is shown. Each SIMD processor receives three rows of imager data row by row. The first $3 \times 3$-kernel filtering (interpolation) in SIMD1 is performed with pixel-array row 2–row 4 data. The processing time for 8-bit data interpolation with a 20-MHz clock is 36 $\mu$s. After the color interpolation is completed, the first point calculation (color matrixing) is performed. The processing time for 8-bit data color matrixing with a 20-MHz clock is 67 $\mu$s. The result of the color matrixing in SIMD1 is broadcasted on a column bus once the result is obtained. Two SIMD processors (i.e., SIMD2 and SIMD3) working for consecutive imager row data, which require the color-matrixed data for row 3 in SIMD1, receive the broadcasted bus data at one time. The second $3 \times 3$-kernel filtering (Laplacian) in SIMD2 starts right after the color matrix result in SIMD2 is produced. Since the color-matrixed data from the SIMD1 arrives before one imager horizontal period, there is no wait time in processing in SIMD2. After the result of the second $3 \times 3$-kernel filtering (Laplacian) is obtained, the second point calculation (color difference coding) in SIMD2 is performed. After the color difference coding, the color signals are transferred from SIMD2 to the output MUX through the column bus. The processed image data for each imager row are read out row by row from the PE array. One row period for the 30-fps VGA imager is about 67 $\mu$s. As shown in Fig. 7(a), one SIMD consumes more than three imager horizontal periods to complete per-pixel color processing task. SIMD2 waits for the
next imager data (row 9) and starts processing right after the row 9 imager data arrive. As shown in Fig. 7(a), four SIMD processors exactly and evenly share the total processing task for one frame image since a processing task for one pixel is performed with one SIMD processor.

By employing this processing scheme, the total processor silicon area becomes scalable with the increase in the number of pixel. The ratio of the processor silicon area to pixel-array silicon area remains as the number of pixel increases. The design approach for this SIMD/MIMD processor architecture becomes just as simple as concatenating a row of SIMD processors to meet the required processing speed for the image processing tasks. The number of SIMD processors in this SIMD/MIMD architecture can be determined to meet the projected maximum amount of processing tasks. The burden of the processor hardware design can be greatly reduced in this approach.

Fig. 7(b) exemplifies the memory activity in the PEs for the color processing shown in Fig. 7(a). PE starts one-pixel
processing with a column of three rows of image data. The 3 × 3-kernel color interpolation is performed, for instance, according to the following algorithm:

\[
R'(n, i) = R(n, i) + 0.5 \{ R(n - 1, i) + R(n + 1, i) \\
+ R(n, i - 1) + R(n, i + 1) \} \\
+ 0.25 \{ R(n - 1, i - 1) + R(n + 1, i - 1) \\
+ R(n - 1, i + 1) + R(n + 1, i + 1) \}
\]

\[
G'(n, i) = G(n, i) + 0.25 \{ G(n - 1, i) + G(n + 1, i) \\
+ G(n, i - 1) + G(n, i + 1) \}
\]

\[
B'(n, i) = B(n, i) + 0.5 \{ B(n - 1, i) + B(n + 1, i) \\
+ B(n, i - 1) + B(n, i + 1) \} \\
+ 0.25 \{ B(n - 1, i - 1) + B(n + 1, i - 1) \\
+ B(n - 1, i + 1) + B(n + 1, i + 1) \}
\]

where \( R', G', \) and \( B' \) are interpolated data, \( R, G, \) and \( B \) are captured image data, \( n \) is an imager row number, and \( i \) is an imager column number. In the above example, only nearest neighbor pixel data are used for a color interpolation. At every pixel, the same interpolation algorithm shown above is applied to produce each primary color data. Three rows of pixel data are stored in a PE memory, and interpolation is completed with intra-SIMD communication. In the next processing stage, color matrixing is performed. Laplacian filtering is performed after the color matrixing. Three rows of color-matrixed green signal are stored in a PE memory, and Laplacian filtering is completed with the right and left PE green signals by using intra-SIMD communication. Color coding is achieved after the Laplacian filtering. As described in the processing example described in Fig. 7(b), one row of PEs in a SIMD processor can perform a 3 × 3 processing task. Larger kernel size processing such as 5 × 5
or $7 \times 7$ can be performed in a single SIMD processor when a memory in a PE has enough capacity to hold more rows of data. Thus, the memory size in a PE is dominated by the processing kernel size. The number of PE rows does not limit the size of a processing kernel size but dominates a processing speed in this SIMD/MIMD architecture.

V. Prototype Imager Chip Experimental Results

The prototype imager chip was designed with the proposed imager architecture described in Sections I–IV. The prototype chip incorporates a $128 \times 128$ pixel array, a column-parallel CDS/ADC, and the four column-parallel SIMD processors. In the prototype imager chip, the number of SIMD rows is four, which was determined to meet the processing speed for 30-fps VGA color processing, including color interpolation, color matrixing, aperture correction, and color coding.

The imager chip die is shown in Fig. 8. A three-transistor architecture pixel with a charge spill gate to increase sensitivity is used [15]. CDS circuitry is arranged per column to reduce fixed-pattern noise. Sampled signals are digitized with a column-parallel ADC. One ADC is implemented per four columns to minimize column pitch, and four pixel data in the same imager row are digitized successively in one row period. The ADC architecture is a cyclic ADC [15]. The output bits from ADC are produced bit by bit from the most to the least significant bit. PE is arranged per pixel column. A DRAM is used as a PE memory to minimize column pitch. A twin-cell DRAM with a planar MOS capacitor is used in the prototype imager chip. The DRAM with MOS capacitor structure is used because it can be implemented with a standard logic process. A pitch-matched layout of the prototype imager chip is shown in Fig. 8(a). A circuit diagram from the pixel array to the PE through CDS and ADC for the prototype chip is shown in Fig. 8(b). The operational timing for CDS and ADC is also shown in Fig. 8(b).

A 1-bit-wide shift register is prepared to transfer external parallel data to each column of PE (Fig. 9). A shift register cell is connected to each column bus. External parallel data are used for conditional processing. One of the examples for a conditional processing by using parallel data is a data transfer from a per-four-column ADC to a per-column PE. The outputs from one ADC are delivered to the four columns of the PE array at one time, and one out of four columns of PEs selectively receives the corresponding imager column data according to the flag data delivered to the PE array by the shift register. With this data transfer procedure, no hardware demultiplexer (DMUX) between the ADC and the PE array are required. The combination of a cyclic ADC and a bit-serial PE array architecture produces less redundancy in the data transfer scheme from the ADC to the next-stage PE array. Processed data are transferred out from a 128- to a 16-output MUX. The bit-serial data path architecture with the cyclic ADC and the bit-serial PE architecture allow a flexible signal word length, because there is no specific bit-wide data path in this architecture.

In the previously reported column-parallel processor, PE is provided at every 16 columns [8]. The bit-parallel processor architecture used in the previous work makes it difficult to implement a per-column PE array structure since a multibit bus architecture covers considerable PE column pitch. The bit-parallel processor architecture requires additional components such as a MUX in between the ADC and the PE array in order to sort out image data from the ADC to the multicolumn PE. The proposed bit-serial architecture produces less redundancy in the data transfer schemes.

In an imager chip functionality test, the microcontroller for the processor is prepared on a test board. Bit-by-bit low-level instructions are directly produced on a PC before processing,

![Figure 9](image1.png)

**Fig. 9.** Data path architecture in the prototype imager chip from ADC to output MUX.

![Figure 10](image2.png)

**Fig. 10.** Image processing example of the imager chip. (a) Captured raw image. (b) Edge image with Sobel filtering.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PROTOTYPE IMAGER CHIP CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Power Supply</td>
<td>3.3 V</td>
</tr>
<tr>
<td>Technology</td>
<td>0.6 µm 3-Metal CMOS</td>
</tr>
<tr>
<td>Chip Size</td>
<td>5.8 x 12.6 mm$^2$</td>
</tr>
<tr>
<td>Pixel Array</td>
<td>128 x 128</td>
</tr>
<tr>
<td>Number of Pixel</td>
<td>128 x 128</td>
</tr>
<tr>
<td>Pixel Size</td>
<td>18 x 18 µm$^2$</td>
</tr>
<tr>
<td>Processor</td>
<td>5 x 128</td>
</tr>
<tr>
<td>PE Size</td>
<td>18 x 1200 µm$^2$</td>
</tr>
</tbody>
</table>
TABLE II
(a) Performance Comparison With an Alternative On-Imager Processor. (b) Performance Comparison With an Alternative DSP

<table>
<thead>
<tr>
<th></th>
<th>This work (Prototype chip)</th>
<th>8PE SIMD Bank with 1k byte Memory [8]</th>
<th>Per pixel analog PE [13]</th>
<th>PASIC [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design Rule</strong></td>
<td>0.6 μm 3-Metal</td>
<td>0.6 μm 3-Metal</td>
<td>0.6 μm 3-Metal</td>
<td>1.6 μm</td>
</tr>
<tr>
<td><strong>Clock Frequency</strong></td>
<td>20MHz</td>
<td>25 MHz</td>
<td>2.5 MHz</td>
<td>20 MHz</td>
</tr>
<tr>
<td><strong>Pixel pitch</strong></td>
<td>18 μm</td>
<td>---</td>
<td>98.6 μm</td>
<td>40 μm</td>
</tr>
<tr>
<td><strong>Bit depth</strong></td>
<td>Flexible</td>
<td>8 bit</td>
<td>---</td>
<td>8 bit</td>
</tr>
<tr>
<td><strong>Processor architecture</strong></td>
<td>Column parallel (Bit serial)</td>
<td>Column Parallel (Bit parallel)</td>
<td>Pixel parallel</td>
<td>Column Parallel (Bit serial)</td>
</tr>
<tr>
<td><strong>Operations per pixel (640 x 480 30fps)</strong></td>
<td>220 Sum per pixel (8bit)</td>
<td>87 Op. per pixel (1PE)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Sobel Filtering</strong></td>
<td>52.6 μsec (8bit, 1PE)</td>
<td>---</td>
<td>11.6 μsec (1PE)</td>
<td>---</td>
</tr>
<tr>
<td><strong># of Sum/sec. per column</strong></td>
<td>3.3 MOPS</td>
<td>---</td>
<td>---</td>
<td>0.77 MOPS (Sum:3b+2, 20MHz)</td>
</tr>
<tr>
<td><strong>Power consumption</strong></td>
<td>45 mW (4 x 128 PE)</td>
<td>20 mW (8 SIMD Bank)</td>
<td>85 μW (1 PE)</td>
<td>---</td>
</tr>
</tbody>
</table>

(a)

and those were stored on a test board memory. The instruction sets were sent to the imager chip from the test board during processing and were directly used by the on-chip processor. For the purpose of the functional test of the PE array, the external parallel test data were used. The test data were transferred to each column of PEs through the 128-stage shift register. PE processing functionality was checked by testing simple arithmetic operations. The PE on the prototype chip was found to be fully functional. Basic image processing tasks are performed with the imager chip to demonstrate the processor performance. Fig. 10 shows the captured raw image by the prototype imager chip and the edge extracted image with Sobel filtering achieved by the on-imager processor. The edge extracted image is successfully obtained. Quantitative measurements for image quality testing were not done. The overall image quality was mostly degraded by the camera lens performance, but no obvious digital noise was observed in the reproduced images from this experimental imager chip. The operational clock frequency

(b)
is 20 MHz. Since a PE executes one instruction per clock cycle, 0.83 mega sum operations per second (MOPS) by a single PE is achieved with a 50-nS clock cycle. The prototype imager chip potentially affords pixel-rate color processing tasks such as color interpolation, color matrixing, aperture correction, and color coding for an 8-bit VGA image at 30 fps by performing ~220 sum operations per pixel with a 20-MHz clock.

The imager chip was fabricated with 0.6 μm double-poly triple-metal CMOS technology. A 3.3-V power supply is used both for digital blocks and analog blocks. The power consumption of the image processor on the prototype chip was not measured but is estimated as 87.9 μW/PE. The pixel size is 18 μm × 18 μm. The column size of 18 μm is not dominated by the size of the PE. The expected minimum PE column pitch with 0.6-μm technology is estimated as 7.2 μm. The column size of this experimental chip is dominated by the size of the op-amps used both in CDS and ADC circuitry. The prototype imager chip characteristics are summarized in Table I.

VI. PERFORMANCE ISSUES

The performance of the proposed processing architecture is compared with alternative processing architectures in order to see the performance level of the proposed processing architecture.

The performance comparison between the prototype imager chip and the other on-imager processor is summarized in Table II(a). By assuming 30-fps VGA image processing, the prototype imager chip can afford 220 sum operations per second (OPS)/pixel with a 20-MHz clock, whereas the alternative digital column-parallel processing architecture, i.e., SIMD banks with data streaming buffer per 16 pixel columns, performs 87 OPS/pixel with a 25-MHz clock [8]. The pixel parallel analog PE architecture achieves 11.6 μs for Sobel filtering, which is better than 52.6 μs for Sobel filtering with this work’s prototype imager chip [13]. However, the pixel parallel analog PE uses 128 transistors per pixel and consumes a 98.6 μm × 98.6 μm unit pixel area. The comparably large pixel size suggests that the architecture is suitable for machine vision applications but is not suitable for an ordinary consumer imaging application. The performance of the bit-serial column-parallel processor embedded on a 128 × 128 pixel array is also compared [7]. The number of sum operations per second for the proposed architecture is 3.3 MOPS, whereas that of the alternative column-parallel architecture is 0.77 MOPS. A pixel parallel digital vision chip for machine vision applications can achieve 18 objects per 1 ms target tracking with a 128 × 128 pixel array [16]. The pixel parallel digital processor uses 84 transistors per PE, and the pixel pitch is 80 μm. This architecture is also most suitable for machine vision applications.

The performance comparison between the proposed processing architecture and the current DSP chip designed specifically for image processing has been made [17], [18]. The comparison is summarized in Table II(b). The prototype imager chip was fabricated with 0.6-μm technology, whereas the up-to-date DSP chips were designed and fabricated with more advanced technology. Thus, the performance level of the proposed processing architecture with advanced technology is estimated in order to make a comparison of the performance level of the proposed image processing architecture with that of the current DSP. It is assumed that the PE silicon area can be scaled with a process design rule. The 512 giga sum operations per second (GOPS) stream processor chip is comprised of 16 data parallel unit (DPU) with five ALUs per lane [18]. The DSP chip can complete a 3 × 3 2-D convolution filter (8-bit pixels) per 0.15 cycle/pixel. The DSP chip is fabricated with 0.13-μm technology, and the unit DPU silicon area is 3.2 mm². The performance metric used for the comparison is the number of pixels per cycle clock per unit silicon area for a 3 × 3 convolution filter with 8-bit data. The proposed processing architecture is capable of a 3 × 3 convolution filter (8-bit data) per 4218 cycles/pixel by a single PE. The prototype chip is fabricated with 0.6-μm technology, and the unit PE silicon area is 21 600 μm². By assuming that the PE silicon area is scaled with a design rule, the PE area would be 1014 μm² when 0.13-μm technology is used. The performance level of the proposed architecture with 0.13 μm design rule can be estimated as 0.23 pixel/cycle/mm² (3018 cycles/pixel for 8-bit data and 1014 μm²/PE with 0.13-μm technology). The alternative DSP solution provides 0.13 pixel/cycle/mm² (0.15 cycle/pixel for 8-bit data and 51.2 mm² per 16-lane DPU). The estimation proves that the simple fine-grained array processor designed for imager column level processing produces comparable performance with the alternative programmable DSP processor when low-level image processing is a target processing task.

Fig. 11 shows the dependence of MOPS per silicon area occupied by PE on the process design rule. The estimation was based on the prototype imager chip performance, 0.83 MOPS per PE for 8-bit data with a 20-MHz clock frequency. It is also assumed that the Si PE area can be scaled with a process design rule. As shown in Fig. 11, 714 MOPS/mm² for a 12-bit operation can be achieved with 0.18-μm technology and with a 50-MHz clock frequency. On the other hand, 5.72 GOPS/mm² for a 12-bit operation can be achieved with 0.09-μm technology and with a 100-MHz clock frequency. These performance levels are roughly comparable with the performance level of up-to-date programmable digital image processor of 512 GOPS with a 12.8 mm × 11.94 mm die size, or other examples [17], [18].
The aspect of the imager chip implementing the proposed SIMD/MIMD processor is shown in Fig. 12. As described in Section IV, by employing the proposed processing scheme, the total processor silicon area becomes scalable with an increasing number of pixels. The ratio of the processor silicon area to the pixel-array silicon area is shown in Fig. 12(a). Since the prototype chip was targeted to the pixel-array silicon area remains as the number of pixels increases, if the processing task is the same. The aspect of the prototype imager chip with a 128 × 128 pixel array is shown in Fig. 12(a). The prototype chip was designed to meet the 30-fps VGA color processing tasks, the ratio of the processor area to the pixel-array area is large. The full VGA chip aspect for the same assumption with the prototype chip is shown in Fig. 12(b). The 5-Mpixel imager chip with the proposed processor is shown in Fig. 12(c). Finally, 0.09-μm process technology, 12-bit word length, and 2.7-μm pitch are assumed. With these assumptions, the ratio of the processor area to the pixel-array area is sufficiently small. This estimation proves that if advanced CMOS technology is used, the proposed imager architecture achieves both high processing speed and high image resolution with a small pixel pitch.

VII. SUMMARY AND CONCLUSION

An imager with a column-parallel MIMD/SIMD processor configured with a general-purpose data path has been proposed. The imager architecture provides full programmability for a variety of image processing applications. The pitch-matched fine-grained PE array configuration offers a compact system-on-imager solution. A 128 × 128 pixel prototype imager chip with the four column-parallel SIMD processors was fabricated. Image acquisition and processor functionality was tested, and full functionality was demonstrated. The performance level of the proposed processing architecture with advanced process technology shows that the proposed imager chip architecture is one of the candidates for an imager with a fully programmable high-speed processing performance for a variety of consumer imaging applications.
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