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We calculate the x-ray absorption spectra (XAS) for 1s-π∗ and 1s-σ∗ transitions in single layer graphene using the dipole approximation and compare with experimental results. It is found that the in-plane and out-of-plane orientations of the dipole vectors, which correspond to the 1s-π∗ and 1s-σ∗ transitions, respectively, are responsible for the polarization dependence of the x-ray absorption intensity in graphene. Using the atomic matrix elements, the low-energy XAS peaks can be assigned.
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I. INTRODUCTION

Graphene is a two-dimensional (2D), single isolated atomic layer of graphite with sp2 bonded carbon atoms. In this 2D sheet, carbon atoms are densely packed in a honeycomb lattice. Graphene is the main structural unit of graphite, carbon nanotubes, and fullerenes.1 The band structure of 2D graphene was already known six decades ago,2 but it has long been assumed that a purely two-dimensional single graphitic layer can never exist. However, in 2004, Novoselov et al. experimentally discovered a 2D graphene sheet using a simple method called micromechanical cleavage or the mechanical exfoliation technique.3 Graphene is a promising material for future applications, for example, in spintronics and ultrafast photonics.4,5

X-ray absorption spectroscopy (XAS), photoemission spectroscopy, electron energy-loss spectroscopy are all very important methods for characterizing the electronic properties of materials.6 In particular, XAS, which is a core electron excitation process, provides information not only about the core-electron energy, but also about the unoccupied electronic states. Generally, if an electron is excited from the 1s to the unoccupied states above the Fermi level, the x-ray photons excite the core electrons, such as the 1s and 2s electrons to unoccupied states above the Fermi level. At a certain energy, the absorption increases drastically and gives rise to an absorption edge that occurs when the incident photon energy and the absorption edge energy are both matched to each other to cause the excitation of a 1s electron to the unoccupied states. Generally, if an electron is excited from the 1s (2s) orbital, the process is called K (L)-edge absorption. The XAS technique provides information about the density of states (DOS) of the unoccupied states since the DOS of the 1s energy band has a small bandwidth compared with that of the unoccupied electronic band.

Experimental observations of the x-ray absorption fine structure (XAFS) of graphene were done by many different groups.7-11 Rosenberg et al. found important information regarding the angular dependence of the near-edge x-ray absorption fine-structure (NEXAFS) intensity for single-crystal graphite.7 The NEXAFS spectra shows that the intensity changes as a function of the polarization angle α of light relative to the surface of graphene [see Fig. 3(c), discussed later in this paper]. At the same time, the final-state symmetry can be selected by varying α. That is to say, the intensity of the 1s to π∗ (σ∗) transition is proportional to sin2 α (cos2 α), which is important for characterizing the symmetry of the wave function. In this paper, we clarify the sin2 α (cos2 α) dependence of the x-ray absorption intensity numerically and analytically by using a standard formalism within the dipole approximation. Apart from the well-known spectral features, such as the π∗ and σ∗ resonance peaks, Fischer et al. observed the so-called graphitic interlayer state at around 288 eV, which is not replicated in the unoccupied DOS.8 Bühneler et al. reported in studying the XAS spectra of highly oriented pyrolytic graphite (HOPG) that π∗ and σ∗ peaks have an excitonic nature and the spectral peak positions do not exactly correspond to the unoccupied DOS of graphite.12 The excitonic nature of the XAS spectral peaks of graphite and diamond was also confirmed by Ma et al.13

Recently, several groups have experimentally observed the x-ray absorption spectra of a 2D monolayer or few layer graphene.14-17 According to their observations, the peak at ≈285 eV is associated with a π∗ transition, while the σ∗ states appear at ≈292 eV. A sharp (weak) peak of the 1s to π∗ (σ∗) transition is observed because the polarization direction was almost perpendicular to the basal plane of graphene, which is consistent with the results of Rosenberg et al.7 mentioned above. There are two contributions to the XAS intensity: (1) the matrix element between the initial and final states, and (2) the joint density of states (JDOS) calculated from the energy-band structure. Such an enhancement or the absence of an enhancement of the transition intensity may be the effect of the polarization dependence of matrix elements. Pacilé et al.14 observed a spectral feature at 288 eV in the carbon K-edge photoabsorption spectra of monolayer graphene, which they identified with an interlayer state. However, Jeong et al.18 presented evidence against the existence of an interlayer state and concluded that the spectral feature at 288 eV originates from the COOH and/or C-H contamination at the surface of graphite. Zhou et al.15 also showed the XAS spectra of single layer exfoliated graphene for two different polarizations. When the light polarization lies within the graphene basal plane, only the in-plane σ∗ orbital contributes to the C 1s edge at 292 eV corresponding to the 1s to σ∗ transition, while when the out-of-plane polarization component increases, the intensity of the π∗ feature at 285 eV strongly increases. This polarization dependence confirms the in-plane and out-of-plane character, respectively, of the σ∗ and π∗ orbitals. Recently Hua et al.19 calculated the XAS spectra for graphene using first-principles calculations. The infinite graphene sheet is here simulated.
for different widths of graphene nanoribbons. Using such a calculation, they analyzed the effect of edges, defects, or stacking order on the characteristics of the XAS spectra. An ideal 2D infinite graphene plane has one unique $\pi^*$ peak. But in the case of real samples, due to the presence of edges, defects or broken periodic symmetry, additional features in the XAS can be created. From these spectral features, the interpretation of the XAS spectra of graphene can be made under the different conditions. In this context, the unoccupied electronic structure of nanographene in pristine and fluorinated activated carbon fibers (ACF) was investigated with NEXAFS by Kiguchi et al. Apart from the two prominent spectral features $\pi^*$ at 285.5 eV and $\sigma^*$ at 291.9 eV, two extra peaks were formed and were attributed to the edge states at 284.5 eV, which is very close to the Fermi level at 284.4 eV of HOPG and at 284.9 eV corresponds to the dangling bond states originating from fluorination. A new peak that is identified with the $\sigma^*$ peak appeared at 290 eV below the characteristic $\sigma^*$ peak. This peak appears as a consequence of the C-F bond at the expense of the $\pi$ bond. The presence of the edge state in a graphene nanoribbon was observed by Joly et al. using NEXAFS. They also reported that as the annealing temperature increases, the intensity of the edge state decreases. Therefore x-ray absorption spectroscopy is very useful for the characterization of graphene.

Grüneis et al. explained the optical-absorption spectra that correspond to $\pi-\pi^*$ transitions for graphene and carbon nanotubes within the dipole approximation in which the absorption amplitude is proportional to the inner product of the polarization vector $\vec{P}$ and the dipole vector $\vec{D}$ (i.e., as $\vec{P} \cdot \vec{D}$). The $\pi-\pi^*$ interband transition process is assumed to be a vertical transition where the photon momentum is negligible compared to the typical size of the Brillouin zone. Grüneis et al. show that an analytic interpretation of the optical absorption process in 2D reciprocal space can give us important information which cannot be obtained directly from the energy-dependent optical-absorption spectra without such an analysis. Such an analytical description for the x-ray absorption process has not been available until now. The objective of this paper is to formulate an analytical picture that can explain the polarization dependence of the x-ray absorption spectra of graphene.

This paper is organized as follows. In Sec. II A we describe the formulation of the x-ray absorption spectra of graphene using the dipole approximation. The initial and the final states are expressed as a summation of the Bloch functions. The so-called dipole approximation is reviewed in this section following the previous work of Grüneis et al. However, it is noted that the dipole approximation for the x-ray absorption process cannot be treated as a vertical transition in $k$ space. In this content, atomic matrix elements for the on-site and off-site transitions are discussed in this paper in which the expression for the on-site and the off-site matrix elements are analytically formulated for XAS. We define the JDOS (joint density of states) in this section because it corresponds to the x-ray absorption spectra. In Sec. II B, we discuss how the atomic orbitals are fitted to a sum of Gaussian functions. We then summarize the fitting parameters for the $1s$, $2s$, and $2p$ atomic orbitals and using the fitting parameters, obtained by this analytic procedure, the on-site and off-site atomic matrix elements are calculated. Thus the x-ray absorption intensity for the $1s-\pi^*$ and $1s-\sigma^*$ transitions is explained by analyzing the dipole vector and oscillator strength as a function of the final wave vectors. In Sec. III, the calculated XAS spectra are discussed in the light of the JDOS and the results of our calculated XAS spectra are compared to the experimental results reported previously as described above. A conclusion is given in Sec. IV.

II. X-RAY ABSORPTION SPECTRA

A. Calculation method

In Fig. 1(a) the calculated energy dispersion relations of graphene for the $\pi$ and $\sigma$ bands are shown, as here calculated within the simple tight-binding method as summarized below. The tight-binding parameters used to calculate the energy dispersion are obtained from the published calculations by R. Saito et al. To calculate the energy dispersion of the $1s$ band of graphene which is shown in Fig. 1(b), we have assumed the nearest-neighbor transfer integral, $t = -0.1$ eV and the overlap integral $s = 0.0$. The calculated energy bandwidth of the $1s$ band is 0.3 eV, which is almost flat compared with that of the $\pi$ and $\sigma$ bands. The matrix element for the photoabsorption process within the dipole approximation is expressed by Grüneis et al. as

$$M_{\text{opt}}^{ij}(\vec{k}_f,\vec{k}_i) = \langle \Psi^j(\vec{k}_f) | H_{\text{opt}} | \Psi^i(\vec{k}_i) \rangle = \vec{P} \cdot \vec{D}_{fi}(\vec{k}_f,\vec{k}_i),$$

where “$i$” ($\vec{k}_i$) and “$j$” ($\vec{k}_f$) stand for the initial and final states (wave vectors), respectively. In the case of the x-ray absorption process, the initial state is a $1s$ energy band and the final state is either a $\pi^*$ or $\sigma^*$ unoccupied energy band. Here $H_{\text{opt}}$ denotes a perturbation Hamiltonian for the optical dipole transition.

![FIG. 1. (a) The calculated energy dispersion relations of the $\pi$ and $\sigma$ bands of 2D graphene along various high-symmetry directions. (b) The calculated energy dispersion relations of the $1s$ bands of 2D graphene along various high-symmetry directions.](image-url)
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\( \vec{P} \) is the polarization vector of the light, and the matrix element \( \tilde{D}^{ij}(\vec{k}_f, \vec{k}_i) \) for the dipole vector is defined as

\[
\tilde{D}^{ij}(\vec{k}_f, \vec{k}_i) = \langle \Psi_i^j(\vec{k}_f) | \nabla | \Psi_i^j(\vec{k}_i) \rangle.
\] (1)

The wave function for the initial (1s) and the final states (\( \pi^\ast \), \( \sigma^\ast \)) can be expressed by

\[
\Psi_1^j(\vec{k}) = C_A^j(\vec{k})\Phi_A^{1j}(\vec{k}, \vec{r}) + C_B^j(\vec{k})\Phi_B^{1j}(\vec{k}, \vec{r}),
\]

\[
\Psi_2^p(\vec{k}) = C_A^p(\vec{k})\Phi_A^{2p}(\vec{k}, \vec{r}) + C_B^p(\vec{k})\Phi_B^{2p}(\vec{k}, \vec{r}),
\]

so the wave function for the \( \sigma \) band is written as

\[
\Psi_\sigma(\vec{k}) = C_A^\sigma(\vec{k})\Phi_A^{1\sigma}(\vec{k}, \vec{r}) + C_B^\sigma(\vec{k})\Phi_B^{1\sigma}(\vec{k}, \vec{r})
\]

\[
+ C_A^\pi(\vec{k})\Phi_A^{2\pi}(\vec{k}, \vec{r}) + C_B^\pi(\vec{k})\Phi_B^{2\pi}(\vec{k}, \vec{r})
\]

\[
+ C_A^\sigma(\vec{k})\Phi_A^{2\sigma}(\vec{k}, \vec{r}) + C_B^\sigma(\vec{k})\Phi_B^{2\sigma}(\vec{k}, \vec{r}),
\]

where the unit cell of graphene consists of two atoms \( A \) and \( B \). In the above equations, \( \Phi_A \) and \( \Phi_B \) are Bloch functions for the 1s, 2s, 2p\(_x\), 2p\(_y\), 2p\(_z\) atomic orbitals on \( A \) and \( B \) sites. The Bloch function \( \Phi(\vec{k}, \vec{r}) \) can be written as a summation of atomic orbitals \( \varphi \) at the position of the indicated atoms \( \vec{R} \),

\[
\Phi(\vec{k}, \vec{r}) = \frac{1}{\sqrt{N}} \sum \exp[-i\vec{k} \cdot \vec{r}]\varphi(\vec{r} - \vec{R}),
\]

where \( N \) denotes the number of unit cells in the crystal. When we are considering the vector \( \tilde{D}^{ij} \) in Eq. (1) for only the nearest-neighbor atoms, \( \varphi(\vec{r} - \vec{R}) \) of the initial and final states can be either the same atom (on site) or one of the nearest-neighbor atoms (off-site) when using three wave functions for constructing matrix elements.22 The on-site and the off-site atomic dipole vectors for a 1s to \( \pi^\ast \) transition can be defined as

\[
\tilde{D}^{\text{on}}(\vec{k}_f, \vec{k}_i) = C_A^\pi(\vec{k}_f)C_A^\sigma(\vec{k}_i)m_{\text{opt}}^{AA} + C_B^\pi(\vec{k}_f)C_B^\sigma(\vec{k}_i)m_{\text{opt}}^{BB},
\]

\[
\tilde{D}^{\text{off}}(\vec{k}_f, \vec{k}_i) = C_A^\pi(\vec{k}_f)C_A^\sigma(\vec{k}_i)m_{\text{opt}}^{AA} + C_B^\pi(\vec{k}_f)C_B^\sigma(\vec{k}_i)m_{\text{opt}}^{BB},
\]

symmetry of the graphene plane. We can express the dipole vector for the 1s to \( \sigma^\ast \) transition in terms of an off-site and on-site interaction. Thus the dipole vector \( \tilde{D}(\vec{k}_f, \vec{k}_i) \) can be written as

\[
\tilde{D}(\vec{k}_f, \vec{k}_i) = \sum_{m,n=A,B} \sum_{\alpha=\sigma,\pi} C_m^{\alpha}(\vec{k}_f)C_n^{\ast \alpha}(\vec{k}_i)
\]

\[
\times \langle \Phi_m^{\alpha}(\vec{k}_f, \vec{r}) | \nabla | \Phi_n^{\ast \alpha}(\vec{k}_i, \vec{r}) \rangle,
\]

where the summation on \( m \) and \( n \) is taken over \( A \) or \( B \) and the summation on \( \alpha \) (\( \sigma \)) is taken over 2s, 2p\(_x\), 2p\(_y\), 2p\(_z\) (1s orbital) orbitals. We can decompose \( \tilde{D}(\vec{k}_f, \vec{k}_i) \) into an on-site \( \tilde{D}^{\text{on}}(\vec{k}_f, \vec{k}_i) \) and an off-site \( \tilde{D}^{\text{off}}(\vec{k}_f, \vec{k}_i) \) component as follows:

\[
\tilde{D}^{\text{on}}(\vec{k}_f, \vec{k}_i) = \sum_{m,n=A,B} \sum_{\alpha=\sigma,\pi} C_m^{\alpha}(\vec{k}_f)C_n^{\ast \alpha}(\vec{k}_i)
\]

\[
\times \langle \Phi_m^{\alpha}(\vec{k}_f, \vec{r}) | \nabla | \Phi_n^{\ast \alpha}(\vec{k}_i, \vec{r}) \rangle,
\]

\[
\tilde{D}^{\text{off}}(\vec{k}_f, \vec{k}_i) = \sum_{m,n=A,B} \sum_{\alpha=\sigma,\pi} C_m^{\alpha}(\vec{k}_f)C_n^{\ast \alpha}(\vec{k}_i)
\]

\[
\times \langle \Phi_m^{\alpha}(\vec{k}_f, \vec{r}) | \nabla | \Phi_n^{\ast \alpha}(\vec{k}_i, \vec{r}) \rangle,
\]

respectively. The on-site and off-site atomic matrix elements for the 1s to \( \sigma^\ast \) transition can be defined as

\[
m_{\text{opt}}^{\alpha \beta} = \langle \varphi^{\alpha}(\vec{r}) | \frac{\delta}{\delta \varphi^{\beta}} | \varphi^{1\alpha}(\vec{r}) \rangle,
\]

\[
m_{\text{opt}}^{\alpha \beta} = \langle \varphi^{\alpha}(\vec{r}) | \frac{\delta}{\delta \varphi^{\beta}} | \varphi^{1\alpha}(\vec{r}) \rangle,
\]

\[
m_{\text{opt}}^{\alpha \beta} = \langle \varphi^{\alpha}(\vec{r} - \vec{r}_1) | \frac{\delta}{\delta \varphi^{\beta}} | \varphi^{1\alpha}(\vec{r}) \rangle,
\]

where \( \vec{r}_1 \) is the vector that connects the first nearest-neighbor atom in the direction of the \( x \) axis.

In the x-ray absorption process, the photon momentum is not negligible compared with the electron momentum in the 2D Brillouin zone, once the considerations of the photon momentum give rise to a nonvertical transition. Thus energy-momentum conservation for an electron gives the following equations:

\[
E_f(\vec{k}_f) - E(\vec{k}_i) = E_l,
\]

\[
\vec{k}_i + \vec{k}_f = \vec{k}_f,
\]

\[
E_l = h\omega = h\vec{c}_l,
\]

where \( \vec{k}_i, \vec{k}_f, \) and \( \vec{k}_f \) are the initial, final momentum of the electron, and the photon momentum of the incident light photon. Here \( E(\vec{k}_i) \) and \( E_f(\vec{k}_f) \) are, respectively, the energy of the electron in the initial and in the final state as a function of the initial and final electron momentum \( \vec{k}_i \) and \( \vec{k}_f \). In the above equations, \( E_l \) is the incident light energy around 284 eV, \( c \) is the speed of light in vacuum, and \( h \) is the Planck constant/2\( \pi \).
The corresponding photon momentum \( \vec{k}_f \) is \( \sim 10^9 \) m, which corresponds to about 10% of the typical size of the Brillouin zone (10^10 m), and wave vectors of this magnitude cannot be neglected. Hence the x-ray absorption process is not a vertical transition, and therefore many final states with different \( \vec{k}_f \) appear for each \( \vec{k}_i \), which is an essential point for discussing the physics of the XAS process.

Fermi’s “golden rule” is used to calculate the transition probability from \( \vec{k}_i \) to \( \vec{k}_f \). Within the dipole approximation, the XAS intensity \( I \) as a function for \( E_l \) of \( \vec{k}_i \) and \( \vec{k}_f \) is given by

\[
I(E_l) \propto \int \left| \int \bar{P} \cdot \bar{D} f(\vec{k}_i, \vec{k}_f) \delta(E(\vec{k}_f) - E(\vec{k}_i) - E_l) d\vec{k}_i d\vec{k}_f, \right|^2,
\]

where the integration is taken over the entire 2D Brillouin zone. Here \( k_f \) can be selected by the energy-momentum conservation for nonvertical transitions, which is shown by the terms within the \( \delta \) function in Eq. (19). Integration of the \( \delta \) function in Eq. (19) gives the normalizations for the intensity in terms of the terms within the \( \delta \) function in Eq. (19). Integration of the \( \delta \) function gives the normalizations for the intensity in terms of the corresponding photon momentum. Hence the x-ray absorption process is not a vertical transition, and therefore many final states with different \( \vec{k}_f \) appear for each \( \vec{k}_i \), which is an essential point for discussing the physics of the XAS process.

The functional form of \( \bar{P} \cdot \bar{D} f(\vec{k}_i, \vec{k}_f) \) is chosen for the 1s, 2s, and 2p orbitals.

\[
\text{JDOS}(E_l) = \int \int \delta(E(\vec{k}_f) - E(\vec{k}_i) - E_l) d\vec{k}_i d\vec{k}_f, \quad (20)
\]

### B. Atomic orbitals

An atomic orbital can be expressed as a summation of Gaussian functions with coefficients \( I_k \) and a corresponding Gaussian width \( \sigma_k \). Using a nonlinear fitting method, we can fit such Gaussian functions to \textit{ab initio} calculated wave functions to obtain the fitting parameters \( I_k \) and \( \sigma_k \), \( k = 1, \ldots, n \). Here the \textit{ab initio} calculation refers to the atomic Schrödinger equation that was used to obtain atomic orbitals for the carbon atoms in previous work.

The functional form of the Gaussian used for the 2p orbital can be expressed as

\[
\psi(r) = z \frac{1}{\sqrt{N_L}} \sum_{k=1}^{n} I_k \exp \left( -\frac{r^2}{2\sigma_k^2} \right),
\]

where \( z \) denotes the angular part of the orbital wave function, \( N_L \), \( I_k \), and \( \sigma_k \) are, respectively, the normalization constant, coefficient, and width of the Gaussian. Here \( i \) is the index for an atomic orbital, i.e., \( i = 1s, 2s, 2p \).

The radial part of the atomic orbital (1s, 2s, 2p) can be expressed as

\[
f^i(r) = \sum_{k=1}^{n} I_k \exp \left( -\frac{r^2}{2\sigma_k^2} \right).
\]

The same functional form of Eq. (22) can be chosen for the 1s and 2s atomic orbitals even though the 2s orbitals have a node in the direction of \( r \). The normalization constant for the 2p \( (2p_x, 2p_y, 2p_z) \) orbitals can be given by

\[
N_{2p} = \frac{\sqrt{8\pi^3}}{3} \sum_{l=1,k=1}^{n} I_k I_l \left( \frac{1}{\sigma_k^2} + \frac{1}{\sigma_l^2} \right)^{-3/2}. \quad (23)
\]

The normalization constant used for the 1s and 2s orbitals can be given by

\[
N_i = \sqrt{8\pi^3} \sum_{l=1,k=1}^{n} I_k I_l \left( \frac{1}{\sigma_k^2} + \frac{1}{\sigma_l^2} \right)^{-3/2}. \quad (24)
\]

In summary, the fitting parameters for the 1s, 2s, and 2p orbitals are given in Table I.

The atomic matrix element \( m_{opt} \) for the 1s to \( \pi^* \)-on-site transition is then calculated analytically by Gaussian functions and we get \( m_{opt} = 0.30(\text{a.u.})^{-1} \), and the dipole vector related to this matrix element is an even function of \( z \). Here \( 1(\text{a.u.}) = 0.529 \) Å. For the 1s to \( \pi^* \)-on-site transition, we get a matrix element from two in-plane orbitals, \( 2p_x, 2p_y \). The atomic matrix elements due to these 1s to \( \pi^* \) transitions are \( 0.30(\text{a.u.})^{-1} \), which is the same as for the 1s to \( \pi^* \) transition. Because of the orbital symmetry of the 2p, the dipole vector for the 1s to \( \pi^* \)-on-site transition lies in the direction of the \( xy \) graphene basal plane. Although the 2s orbital contributes to the \( \pi^* \) orbital, the 2s orbital does not contribute to the on-site transition because the matrix element \( 2s | \nabla | 1s \) is an odd function of \( x, y, \) or \( z \) and is thus zero by symmetry. The atomic matrix element for the 1s to \( \pi^* \)-off-site transition has a value of \( 5.2 \times 10^{-2} \text{[a.u.]}^{-1} \). We have also calculated the 1s to 2s off-site atomic matrix element which is \( -6.96 \times 10^{-2} \text{[a.u.]}^{-1} \). The negative sign appears because there is a node in the radial wave function of the 2s orbital. Since the distance between the C-C atom is 2.71 Å, the wave function of the 1s orbital of the carbon atom quickly decreases with increasing distance. Thus the overlap between the 1s and 2s orbitals is much weaker than that of the \( \pi \) to \( \pi^* \) transition reported by Grünnes et al. \( 0.21(\text{a.u.})^{-1} \). The calculated results for the atomic matrix element can be summarized in Table II. By analyzing the atomic matrix element, the direction of the dipole vector is given by the atomic dipole vector, which is independent of the wave vector \( k \). The \( k \)-dependent part appears within the wave function coefficient in the case of the on-site interaction and the wave function coefficient, and within the phase factor in the case of the off-site interaction.

In Fig. 2 the joint density of states (JDOS) for the 1s to \( \pi^* \) and the 1s to \( \sigma_{2j}^* \) \( (j = 1, \ldots, 3) \) transitions for 2D graphene are shown. The peak around 286.4 eV in Fig. 2 corresponds to the 1s-\( \pi^* \) transition peak and the peak around 293.4 eV corresponds to the so-called 1s-\( \sigma^* \) transition peak, which has contributions mainly coming from the \( \sigma^* \) and \( \sigma_{2j}^* \) bands shown in Fig. 1(a). The third peak at around 302.5 eV originates mainly from contributions from the \( \sigma^* \) band, also shown in Fig. 1(a).
the oscillator strength and the x-ray absorption intensity for because no but the absorption intensity is found to be zero at the because we found from the JDOS in Fig. 2 that the \( 1 \) matrix element of Eq. (19) gives the intensity distribution in the \( 2 \)D Brillouin zone, respectively. The oscillator strength is found to be a maximum at the \( M \) conservation along \( M \) lines in the Brillouin zone. The oscillator strength is defined as the inner product of the dipole vector, i.e., \( \mathbf{D} \cdot \mathbf{D} \). Even though the oscillator strengths around the \( K \) point and the \( M \) point are very small, they are nevertheless not zero and thus we can get strong x-ray absorption around the \( K \) points because many final-state \( k_f \) points satisfy energy-momentum conservation along \( M-M \) lines in the Brillouin zone. The oscillator strength is found to be a maximum at the \( \Gamma \) point but the absorption intensity is found to be zero at the \( \Gamma \) point because no \( k_f \) points exist at or near the \( \Gamma \) point that satisfy the energy-momentum conservation requirements. That is, the multiplicity between the \( \delta \) function and the square of the matrix element of Eq. (19) gives the intensity distribution in the 2D Brillouin zone. The dipole vector for the \( 1s \) to \( \sigma^* \) transition is the summation of the atomic dipole vectors for the \( 1s \) to \( 2s \), \( 2p_x \), and \( 2p_y \) orbitals. Because \( x \), \( y \), and \( z \) are all odd functions, the dipole vector for the \( 1s \) to \( 2s \) on-site transition vanishes. Then the \( 1s \) to \( \sigma^* \) on-site transition only consists of the \( 1s \) to \( 2p_x \) and the \( 1s \) to \( 2p_y \) transitions. The dipole vector lies along the \( x \) or \( y \) direction if the final states are \( 2p_x \) or \( 2p_y \) orbitals, respectively. Let us plot the dipole vector for the transition from the \( 1s \) to the two unoccupied lower energy \( \sigma^* \) bands, which we denote as \( \sigma_1^* \) and \( \sigma_2^* \). The on-site dipole vectors for the \( 1s \) to \( \sigma_1^* \) and to \( \sigma_2^* \) transitions are shown in Figs. 4(a) and 4(b), respectively. If we closely look at Figs. 4(a) and 4(b), respectively, we observe that the on-site dipole vectors near the \( \Gamma \) point for the \( 1s \) to \( \sigma_1^* \) and \( \sigma_2^* \) transition are in radial and tangential directions, respectively. On the other hand, near the \( K(K') \) point, the on-site dipole vector for the \( 1s \) to \( \sigma_1^* \) and \( \sigma_2^* \) transition are directed, respectively, in the tangential and radial directions, which is an opposite behavior to that near the \( \Gamma \) point.

TABLE II. Atomic matrix element \( m_{\text{opt}} \) for the on-site and off-site transitions. \( \vec{r} \) is the direction of the nearest neighbor.

<table>
<thead>
<tr>
<th>Transition</th>
<th>( m_{\text{opt}}^\text{on} ) [(a.u.)(^{-1})]</th>
<th>Direction</th>
<th>( m_{\text{opt}}^\text{off} ) [(a.u.)(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1s-2p_x )</td>
<td>0.303</td>
<td>( z )</td>
<td>5.274 \times 10^{-2}</td>
</tr>
<tr>
<td>( 1s-2s )</td>
<td>0.000</td>
<td>( \vec{r} )</td>
<td>-6.961 \times 10^{-2}</td>
</tr>
<tr>
<td>( 1s-2p_y )</td>
<td>0.303</td>
<td>( x )</td>
<td>5.274 \times 10^{-2}</td>
</tr>
<tr>
<td>( 1s-2p_y )</td>
<td>0.303</td>
<td>( y )</td>
<td>5.274 \times 10^{-2}</td>
</tr>
<tr>
<td>( 2p_x-2p_y ) (Ref. 22)</td>
<td>0.000</td>
<td>( \vec{r} )</td>
<td>0.210</td>
</tr>
</tbody>
</table>

FIG. 2. The joint density of states (JDOS) of graphene as a function of energy. The JDOS is calculated from the occupied \( 1s \) orbitals to unoccupied states.

FIG. 3. (Color online) (a) The oscillator strength for the \( 1s \) to \( \pi^* \) transition as a function of the final wave vector \( k_f \) in the 2D Brillouin zone. The bright (dark) area shows the strong (weak) x-ray absorption. (b) The x-ray absorption intensity [the bright (dark) area shows strong (weak) x-ray absorption] of the \( 1s \) to \( \pi^* \) transition as a function of the final wave vector \( k_f \) in the 2D Brillouin zone of graphene. Here we use the x-ray energy \( E = 286.4 \) eV and \( \alpha = 30^\circ \). The units of the x-ray absorption intensity are (a.u.)\(^{-2}\) as shown in the color bars. (c) The polarization angle \( \alpha \) is defined by the angle between the propagating direction of the x-ray and the dipole vector \( D \), which is perpendicular to the graphene basal plane. \( P \) is the polarization direction of the x-ray light.

FIG. 4. (Color online) On-site normalized dipole vectors for (a) the \( 1s \) to \( \sigma_1^* \) transition and (b) the \( 1s \) to \( \sigma_2^* \) transition as a function of the final wave vector \( k_f \) in the 2D Brillouin zone.
\[ D = \vec{D}_{\text{opt}}(\vec{k}_f, \vec{k}_i) = C_{A}(\vec{k}_f) C^{\dagger}_{A}(\vec{k}_i) m_{\text{opt}}^{AA} P_{\alpha}(\vec{k}_f) \]

Now let us recall the dipole vector for the $1s$ to $\sigma^*$ on-site transition, which can be written as

\[ \vec{D}_{\text{opt}}(\vec{k}_f, \vec{k}_i) = C_{A}(\vec{k}_f) C^{\dagger}_{A}(\vec{k}_i) m_{\text{opt}}^{AA} \]

According to Eq. (25), the direction of the dipole vectors in the 2D Brillouin zone give us information about the symmetry of the corresponding final states, which are given by the wave function coefficients $C_{A}(\vec{k}_f)$ and $C_{A}^{\dagger}(\vec{k}_i)$. It is noted that the dipole vectors for $\sigma^*_1$ and $\sigma^*_2$ are perpendicular to each other, as shown in Figs. 4(a) and 4(b), respectively, where the lower energy antibonding states have a distinct symmetry that shows the atomic orbital nature of the final states.

In Figs. 5(a) and 5(b), respectively, we plot the oscillator strength for the $1s-\sigma^*_1$ and $1s-\sigma^*_2$ transitions as a function of the final wave vector $k_f$ in the 2D Brillouin zone. For the $1s-\sigma^*_1$ transition, the oscillator strength becomes a maximum near the $\Gamma$ point and a minimum near the $M$ points but that minimum is not zero. On the other hand, for the $1s-\sigma^*_2$ transition, shown in Fig. 5(b), the oscillator strength is a maximum at the $M$ points and a minimum around the $K$ points. Figures 5(c) and 5(d) show the x-ray absorption intensity as a function of $k_f$ for the $1s-\sigma^*_1$ and $1s-\sigma^*_2$ transitions, respectively, at an energy of 293.4 eV and an angle of $\alpha = 30^\circ$. In spite of the moderate oscillator strength, the x-ray absorption intensity is found to be zero around the $\Gamma$ point due to the symmetry, as mentioned above.

**III. XAS and the Joint Density of States (JDOS)**

If we want to compare the calculated JDOS with the experimental XAS spectra, we must take into account the angle dependent matrix element, which is responsible for the polarization dependence of the XAS spectra. As, for example, at $\alpha = 0^\circ$ or at $\alpha = 90^\circ$, only the $\sigma$ or $\pi$ JDOS will appear in the XAS spectra, respectively.

In Figs. 6(a) and 6(b), we plot the experimental XAS spectra and the calculated XAS spectra, for various values of the polarization angle $\alpha$. Figures 7(a) and 7(b) show that the relative peak intensity of peak $A$, denoted by the dashed line A (for the $1s-\pi^*$ transition) and peak $B$, denoted by the solid line B (for the $1s-\sigma^*$ transition) shown in Fig. 6(b) are linearly proportional to $\sin^2 \alpha$ and $\cos^2 \alpha$, respectively, which is consistent with the results given by Rosenberg et al. The $\alpha$ dependence appears because the x-ray absorption intensity is proportional to the square of the absorption matrix element, i.e., $|P \cdot D|^2$. In the energy between 286.7 and 296.0 eV in Fig. 6(b), the calculated x-ray absorption intensity has contributions from both the $\pi$ and $\sigma$ bands. This overlapping of XAS contributions is not only dependent on the energy-dependent JDOS but also depends on the angle dependent matrix elements $P \cdot D$. We have compared our calculated XAS spectra with the experimental XAS spectra at different angles $\alpha$ and the results are shown in Fig. 6. Two prominent peaks found at 286.4 and 293.4 eV are obtained from our calculated XAS spectra by the dashed line A and solid line B peaks, respectively, which are denoted by their $\pi^*$ and $\sigma^*$ symmetry, respectively, as shown in Fig. 6(b). The
corresponding experimental peaks for the $1s$ to $\pi^*$ and $1s$ to $\sigma^*$ transitions were observed at 285.5 eV (dashed line A) and 292.5 eV (solid line B), respectively, as shown in Fig. 6(a). The calculated results show a reasonable agreement with the experimentally observed spectra except for the peak positions, which are found to be slightly higher than those in the experiment. In this calculation, we use a single-particle DOS to calculate the x-ray absorption intensity. Thus such a difference between the calculated value and the observed value can be attributed to the core-hole attraction (core exciton), which is consistent with the discussion reported by Ahuja et al.\textsuperscript{25} Mele et al.\textsuperscript{26} reported that such discrepancies between the single-particle DOS and the measured core absorption spectra might come from the strong interaction between the final-state electrons with the core-hole left behind, which is supported by Wessely et al.\textsuperscript{27} This argument is contradicted by Weng et al.\textsuperscript{28} They concluded that many-body effects are less important for explaining the XAS results for graphite and diamond. We did not discuss the exciton picture in this paper. However, such a discussion does not change the polarization dependence of the XAS spectra of graphene. In the high-energy region, a localized peak at 302.7 eV (solid line E) is observed in Fig. 6(b), which is calculated by the tight-binding model. The corresponding experimental peak in Fig. 6(a) is observed at 303.5 eV, which is identified as the $\sigma_3$ peak, and the peak at 303.5 eV can be identified as the $\sigma_3$ peak, which is consistent with the JDOS data. The calculated peak (solid line E) in the calculated XAS spectra in Fig. 6(b) appears to be associated with localized states because an atomic orbital is used to calculate the absorption matrix element. Between 297.0 and 300.7 eV, no XAS intensity is found in Fig. 6(b) because of the absence of any DOS in this region. On the other hand, in the high-energy region of the experimental XAS spectra in Fig. 6(a), a wavy nature appears and then it is smoothly decreasing as a function of energy, which is like a free-electron DOS and a discussion of these phenomena is not covered by the present tight-binding calculation. In spite of the wavy nature in the high-energy region of the experimental XAS results, a weak peak is visible around 302.5 eV (solid line $E$) in Fig. 6(a), which is identified as a $\sigma_3^*$ peak. A calculation using a plane-wave expansion is needed for describing these energy regions, which will be done in a future work.

### IV. CONCLUSION

In conclusion, we have calculated the x-ray absorption spectra of graphene using the tight-binding method within the dipole approximation. In the case of the $1s$ to $\pi^*$ transition, the dipole vector is directed in the $z$ direction, that is, perpendicular to the graphene plane, while in the $1s$ to $\sigma^*$ transition, the dipole vector is directed along the graphene plane. Such different orientations of the dipole vectors, depending on the final-state symmetry, give rise to a polarization dependence of the x-ray absorption spectra of graphene, which is different for the $1s-\pi^*$ and the $1s-\sigma^*$ transitions. The x-ray absorption intensity is proportional to the square of the absorption matrix element, which corresponds to the inner product of the dipole vector and the polarization vector. Due to the square term of the matrix element, the x-ray absorption intensity for the $1s$ to $\pi^*$ ($\sigma^*$) transition is linearly proportional to $\sin^2 \alpha$ ($\cos^2 \alpha$). The present calculation could directly apply to XAS measurements for graphene ribbons and bilayer graphene, etc., since the atomic matrix element should not be changed for these cases.
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