Decelerated spreading in degree-correlated networks
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While degree correlations are known to play a crucial role for spreading phenomena in networks, their impact on the propagation speed has hardly been understood. Here we investigate a tunable spreading model on scale-free networks and show that the propagation becomes slow in positively (negatively) correlated networks if nodes with a high connectivity locally accelerate (decelerate) the propagation. Examining the efficient paths offers a coherent explanation for this result, while the \( k \)-core decomposition reveals the dependence of the nodal spreading efficiency on the correlation. Our findings should open new pathways to delicately control real-world spreading processes.
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Understanding the mechanisms of spreading phenomena is a need shared across many scientific disciplines, with examples as seemingly diverse as reaction diffusion processes, pandemics, and cascading failures in electric power grids. Substantial new insights have recently been gained through the application of statistical physics to the study of large-scale networked systems, where extensive research has focused on two-point degree (or “degree-degree”) correlations [1–3]. A network with a positive degree correlation is called assortative and implies that nodes with a similarly small or large degree tend to be connected to each other [4]. If, by contrast, nodes tend to be connected to nodes with a considerably different degree, the network is called disassortative, referring to a negative correlation. Assortativity is typically found in social networks, and disassortativity is common in biological and technical networks [4]. The impact of correlations on spreading dynamics appears to be nontrivial [5] and has so far been discussed by modeling specific processes. Interestingly, assortativity seems to hinder disease spreading [6] and information diffusion [7], while disassortativity has been suggested to prevent the propagation of perturbations in protein networks [8] and to enhance the robustness of declining company networks [9]. Nevertheless, regarding the impact on the spreading speed, a comprehensive picture is still lacking.

In this Rapid Communication, we provide a first step toward filling this gap and show that many spreading models can be categorized into two types, for which either assortativity or disassortativity has a decelerating effect. By generalizing a spreading process as the cascading flipping of nodes from an initially inactive (or susceptible) to an active (or infected) state, the two types are then given by the neighborhood influence response function (NIRF) [10]: in what we will call type-I processes, nodes with a smaller degree are more likely to be activated than those with a larger degree, given that at least the same ratio of nearest neighbors is already in the active state (see illustration in Table 1). In type-II processes, the activation probability is higher for nodes with a larger degree. These response rules are inherent to models for various phenomena. An example of type I is a model for a declining company network, where the probability for a company disappearing is inversely proportional to its degree [9]. After losing the same ratio of connected firms a company with a large (initial) degree has still more connections and thus a lower probability of disappearing than a company with a small degree. An example of type II is a spreading model of epidemics on the air-transportation network [11] since a highly linked city is more prone than a city with less links, given that the same ratio of connected cities has an equally infected population. Further examples are listed in Table I.

In order to unravel the type-dependent effect of degree correlations on the propagation speed, we capture the spreading by the dynamic state variable \( s_i(t) \in [0,1] \) assigned to each node \( i \), with \( s_i(t) = 1 \) if the node is active and \( s_i(t) = 0 \) otherwise. To be completely general, we define \( P_i(t) = \lambda_i(t)dt \) as the probability that in the interval \( dt \) a node flips from \( s_i(t) = 0 \) to \( s_i(t + dt) = 1 \). Thus, \( \lambda_i(t) = f_i(t)/[1 - F_i(t)] \), with \( F_i(t) = \int_0^t f_i(u)du \) being the activation time distribution function. The

| TABLE I. (Color online) Exemplary models and their categorization based on the type of the NIRF. In the illustration, node \( i \) changes its state with probability \( P_i \), and node \( j \) changes with \( P_j \). The same ratio of nearest neighbors is already active [red (dark gray) color]. |

| Type I: \( P_i < P_j \) | Declining company network [9] |
| Type II: \( P_i > P_j \) | Extinction of species$^a$ [12] |

$^a$The probability of a species being removed is inversely proportional to its degree, reflecting the higher sensitivity of specialists to environmental stress.

$^b$A node with a large degree has a higher probability of receiving active particles than a node with a small degree if the same ratio of nearest neighbors has the same density of active particles.

$^c$Large-degree nodes are likely to get the information at a lower ratio of nearest neighbors being already informed.

$^d$If a certain ratio of nearest neighbors fails, a node with a larger degree has a higher probability of becoming overloaded.
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activation probability is required to be increasing with the ratio
\[ x_i(t) = \sum_{j \in N(i)} s_j(t) / k_i \]
for activated neighboring nodes to the node degree \( k_i \), with \( N(i) \) being the set of nearest neighbors of node \( i \). In order to vary the type-dependent influence of \( k_i \) and normalizing so that \( 0 \leq \lambda_i(t) \leq 1 \), let us define the activation rate \( \lambda_i(x_i(t)) \) here as
\[ \lambda_i(x_i(t)) = \frac{x_i(t) k_i^\theta}{1 + x_i(t) (k_i^\theta - 1)}. \]

By tuning the response parameter \( \theta \) we interpolate smoothly between the two spreading types, with type I for \( \theta < 0 \) and type II for \( \theta > 0 \) [Fig. 1(a)]. As we will show later, it is important to stress that Eq. (1) can be replaced by other functions that qualitatively reproduce the two response types. Note that in the limit \( \theta \gg 0 \) we readily recover the susceptible-infected (SI) model for disease spreading, where \( P_i(t) \) is the probability of acquiring the infection if at least one nearest neighbor is infected [2,16]. The proportional increase of \( \lambda_i \), as \( \theta = 0 \), corresponds to the linear NIRF of the Bass model for innovation diffusion [17]. Further examples are binary threshold models for social contagion [18]; however, here the approximation is limited to the boundary cases with either very low or very high thresholds [19].
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**FIG. 1.** (Color online) (a) Activation rate vs the ratio of active nearest neighbors for exemplary combinations of the degree and the response parameter. (b), (c) Normalized expected activation time in connected scale-free networks with \( N = 10^4 \) and \( k_{\text{MIN}} = 2 \) vs the response parameter for different scale-free exponents and correlation levels: (b) \( r_{\text{MIN}} = -0.55 \pm 0.02, -0.33 \pm 0.02, -0.21 \pm 0.02 \) and \( r_{\text{MAX}} = 0.94 \pm 0.01, 0.84 \pm 0.02, 0.71 \pm 0.05 \) for \( \gamma = 2, 1.5, 2.9 \), respectively, and (c) \( \gamma = 2.5 \) for all networks. The values are averages over a minimum of \( 10^4 \) simulation runs on 300 network realizations. (d), (e), (f) Expected activation time for \( \gamma = 2.5 \) and different correlation levels: (d) \( r = r_{\text{MIN}} \), (e) \( r = 0 \), and (f) \( r = r_{\text{MAX}} \). Dots represent \( \langle t \rangle \), boxes range from lower to upper quartiles, and whiskers show the 1st and the 99th percentile of the estimates from each simulation run.

The spreading is studied on degree-correlated scale-free networks with finite topological dimension. Their degree distribution follows a power law, \( P(k) \propto k^{-\gamma} \), which is archetypical for many real networks with \( 2 < \gamma \leq 3 \) [11]. The global level of degree correlation is commonly quantified by the Pearson coefficient \( r \), where \( r = 0 \) corresponds to an uncorrelated network and a positive \( r_+ \) [negative \( r_- \)] value denotes positive (negative) correlation [4]. We first build ensembles of uncorrelated networks with \( N \) nodes and scale-free exponent \( \gamma \) according to the configuration model [20], restricting the degree \( k_i \) of each node \( i \) to \( k_{\text{MIN}} \leq k_i \leq \sqrt{N} \) with \( \sum k_i \) being even. Deploying these networks as null models, we subsequently apply the reshuffling method [21,22] to impose the desired correlation value in the bounded interval \( [r_{\text{MIN}}, r_{\text{MAX}}] \), while preserving the degree distribution [23]. Simulations are initiated in a standard way by setting the state variable of a randomly selected node to \( s_i(0) = 1 \), while all other nodes are inactive. We then monitor the activity increase throughout the whole network until \( \sum_{i=1}^N s_i(t) = N \). The spreading speed determines the expected time \( \langle t \rangle \) until a randomly chosen node is activated: the slower the spreading is, the larger becomes its value.

Estimating \( \langle t \rangle \) by extensive Monte Carlo simulations shows evidence for disassortativity decelerating type-I processes and assortativity decelerating those of type II. This result is synthesized in Figs. 1(b) and 1(c), comparing \( \langle t(r_+) \rangle \) for assortative with \( \langle t(r_-) \rangle \) for disassortative networks, normalized by the corresponding values for the null models, \( \langle t(0) \rangle \). For \( \theta < 0 \) we find \( \langle t(r_+) \rangle < \langle t(0) \rangle < \langle t(r_-) \rangle \), being more pronounced for larger values of \( |r| \). After marking a crossover in the intermediate range, \( \langle t(r_+) \rangle \approx \langle t(0) \rangle \approx \langle t(r_-) \rangle \), the expected activation times become larger, and thus the spreading slower in assortative networks when \( \theta > 0 \), with \( \langle t(r_+) \rangle < \langle t(0) \rangle < \langle t(r_-) \rangle \). For \( \theta \gg 0 \) the decelerating effect of the positive degree correlation persists, in agreement with [6,7]. Owing to the very specific nature of the chosen NIRF [Eq. (1)], \( \langle t \rangle \) decreases dramatically when increasing \( \theta \) [Figs. 1(d)–1(f)], and \( \theta < 0 \) implies a higher influence of the initial conditions, as reflected by a broader distribution of \( \tau \) [24]. The decelerating effect of the degree correlations does not, however, depend sensitively on the specific NIRF, as demonstrated next.

The correlation-dependent spreading speed can be rooted in the role of the nodes with a large degree and their location in the network. For \( \theta < 0 \) high-\( k \) nodes are less sensitive to the states of the nearest neighbors than their sparsely connected counterparts, and we say that they act as propagation *delayers*. In contrast, for \( \theta > 0 \), highly connected nodes are more affected by active nearest neighbors, and we say that they act as propagation *accelerators*. Thus, the propagation preferably bypasses through low-\( k \) nodes in type-I processes and through high-\( k \) nodes in type-II processes. In order to demonstrate this effect, we examined the “efficient paths” through which we expect the activation propagating most likely. Following [25], the length of a path \( \mathcal{P}_{i,j} \), connecting node \( i \) with node \( j \) and containing the set of nodes \( \mathcal{S}_P \), is given as
\[ L^w(\mathcal{P}_{i,j}; v) = \sum_{\ell \in \mathcal{S}_P, \ell \neq j} k_{\ell}^v, \]
where $\nu$ is a parameter controlling the degree-dependent path routing. The efficient path length is then the minimum value of $L^w(\langle P_{ij} \rangle; \nu)$ for all possible paths between nodes $i$ and $j$. Averaging over all pairs of nodes gives the average efficient path length $\langle L^w \rangle$, with $\nu = 0$ being the geodesic shortest path. As depicted in Fig. 2, the values for $\langle L^w \rangle$ verify the numerical results of the spreading speed: for $\nu < 0$ disassortative networks exhibit a larger value of $\langle L^w \rangle$, and for $\nu > 0$ the average efficient path is longer for assortative networks. Given this excellent agreement, the propagation indeed seems to follow the efficient paths, suggesting that $\langle L^w \rangle$ is a robust indicator for the impact of degree correlations on the spreading speed. More importantly, besides confirming the proposed model categorization, our results are not constrained on the particular NIRF [Eq. (1)] and thus are applicable to a wider range of spreading processes.

Seen from a different yet complementary angle, both accelerators and delayers become more efficient in disassortative networks. As the high-$k$ nodes are less topologically clustered than in assortative networks, the self-impeding overlap of their influenced areas is minimized. This phenomena has recently also been observed in real-world networks [26] and can be revealed by the $k$-core decomposition [27]. A $k$-core is the maximum subgraph with all nodes having minimum degree $k$, and a $k$-shell contains the fraction of nodes belonging to the $k$-core but not to the $(k+1)$-core; see Fig. 3(a).

Clustering the delayers within higher-order $k$-shells (type I, $r>0$) allows for a fast propagation in the lower-order $k$-shells [Fig. 3(b)], while clustering the accelerators (type II, $r>0$) effectively decelerates the spreading within the lower-order $k$-shells [Fig. 3(c)]. In scale-free networks the majority of nodes remains in lower-order $k$-shells [Fig. 3(c), inset], so that these two opposite effects become directly reflected in $\langle \tau \rangle$.

The decelerating effect of degree correlations thus relies on a rich network topology, being a very natural feature of real-world networks [26]. In order to highlight the importance of large degree fluctuations, Fig. 4 depicts the behavior of $\langle \tau \rangle$ for networks with a Poissonian degree distribution. Indeed, for $\theta < 0$ and $r > 0$ the activation times first decrease with growing $r$, as observed in scale-free networks, but increase again for $r = r_{\text{MAX}}$ [Fig. 4(a)], in agreement with [5]. This nonmonotonic behavior is again confirmed by the efficient paths [Fig. 4(b)].

In summary, we have drawn a global picture on how the spreading speed is jointly determined by the NIRF and the degree correlations in the underlying network. By introducing a tunable model allowing us to interpolate between two fundamental spreading types, we were able to reveal that the propagation becomes slow in assortative networks, if high-$k$
nodes locally act as accelerators. Conversely, the propagation becomes slow in disassortative networks if the high-\(k\) nodes act as delayers. Exploiting this opposite yet dramatic effect should provide efficient strategies to delicately control many real-world spreading processes, so as to impede epidemic diseases or to accelerate the diffusion of information.

The authors thank Adilson E. Motter and Albert Díaz-Guilera for helpful discussions and the anonymous referees for their valuable suggestions. M.S. acknowledges Swisselectric Research for cofunding the present work. L.B. gratefully acknowledges partial financial support from the project VEGA 1/0296/12.

[24] Note that this model-specific behavior is valid for all correlation levels as the degree distribution is preserved.