The climate is a key ingredient in the earth’s complex system that sustains human life and well-being. There is a growing consensus that emissions of greenhouse gases due to human activity will alter the earth’s climate, most notably by causing temperatures, precipitation levels, and weather variability to increase (Intergovernmental Panel on Climate Change (IPCC) 2007). The development of rational policies requires estimates of the costs associated with these changes in our planet.

Integrated Assessment Models (IAMs) are a popular method to model the costs of climate change. IAMs combine general circulation models of climate and computable general equilibrium economic models to determine the interrelationship between climate and economic activity and policies that affect both of them. An appealing feature of these models is that they allow for a wide range of adaptations.

Using random year-to-year variation in temperature, we document the relationship between daily temperatures and annual mortality rates and daily temperatures and annual residential energy consumption. Both relationships exhibit nonlinearities, with significant increases at the extremes of the temperature distribution. The application of these results to “business as usual” climate predictions indicates that by the end of the century climate change will lead to increases of 3 percent in the age-adjusted mortality rate and 11 percent in annual residential energy consumption. These estimates likely overstate the long-run costs, because climate change will unfold gradually allowing individuals to engage in a wider set of adaptations. (JEL I12, Q41, Q54)
by agents in response to changes in relative prices and climate. Additionally, and perhaps even more importantly, they produce an overall estimate of the impact of climate change or climate change mitigation policies on welfare.

The weakness with IAMs is that inside their black box they can rely on hundreds of parameter estimates. Consequently, the source of the results is unclear, and any notion of uncertainty requires treating many or most of these parameters as known constants. In addition, there is substantial model uncertainty, which is difficult to quantify and rarely reflected in the estimates. Indeed, the Stern Report writes that IAMs are “a computationally demanding exercise, with the result that such models make drastic, often heroic, simplification along all stages of the climate-change chain. What is more, large uncertainties are associated with each element in the cycle” (Stern 2007, 145).

This paper takes a radically different approach than the one used by IAMs to learn about the costs that climate change will impose. Its starting point is that massive historical datasets and transparent statistical models can complement IAMs and even help to improve them. According to the IPCC, human health is a primary channel through which climate change will affect human welfare, yet little is known about the likely impacts (IPCC 2007; World Health Organization (WHO) 2003). Consequently, our focus in this paper is to develop new estimates of the impact of climate change on human health.

The paper’s conceptual framework is derived from the canonical Becker-Grossman models of health production (Michael Grossman 2000). Specifically, we estimate the impacts of climate change on mortality and expenditures on self-protection or adaptation to learn about the impacts of climate change. Our measure of self-protection is energy consumption, which via air conditioning is perhaps the primary form of protection against high temperatures. The identification strategy relies on the unpredictable and presumably random year-to-year local variation in temperature, so concerns about omitted variables bias are unlikely to be important.

We find a statistically significant relationship between mortality and daily temperatures in the United States, where extremely cold and hot days are associated with elevated mortality rates. However, the magnitude of these effects is smaller than what is suggested by the conventional wisdom based on high profile heat waves (see, e.g., Eric Klinenberg 2002). For example, we find that an additional day with a mean temperature exceeding 90°F, relative to a day in the 50°–60°F range, leads to an increase in the annual age-adjusted mortality rate of about 0.11 percent. Similarly, a day with a mean temperature below 20°F is associated with an increase in annual mortality of roughly 0.07–0.08 percent. The finding about temperatures and mortality is robust to a wide variety of specification tests and is more pronounced for infants and the elderly. Additionally, there is substantial heterogeneity
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1 In addition, the Stern (2007) Review states “Distributional judgments, a concern with living standards beyond those elements reflected in GDP, and modern approaches to uncertainty all suggest that the appropriate estimate of damages may well lie in the upper part of the range 5–20 percent.”

2 Studies with similar approaches have also appeared in the epidemiology literature, although these studies typically focus on narrower geographical scope (e.g., a subset of US cities) and ignore the role of defensive behavior. See “A Human Health Perspective On Climate Change,” Christopher J. Portier et al. (2010) for an overview.
in the responses to extreme temperatures across the country, although it appears unrelated to baseline temperatures or climate.

We also find a nonlinear relationship between annual energy consumption and daily temperature, where energy consumption is elevated in response to temperature-days at the two extremes of the distribution. In particular, there is a proportionally larger increase in energy usage on days where the temperature exceeds $90^\circ \text{F}$; one extra such day, relative to a day in the $50^\circ$–$60^\circ \text{F}$ range, leads to a 0.4 percent increase in annual consumption. The comparable estimate for a day below $20^\circ \text{F}$ is an increase of roughly 0.2 percent–0.3 percent. There is geographic heterogeneity in these responses to extreme temperatures but it appears unrelated to current climate. However, it seems plausible to conclude that the weaker mortality-temperature relationship is at least partially due to the self-protection provided by the cooling from increased energy consumption.

We then combine these estimated relationships with predicted changes in climate from state of the art climate models and “business as usual” scenarios to develop estimates of the health related welfare costs of climate change in the United States. The preferred estimates suggest that climate change will lead to an increase in the age adjusted US mortality rate of 3 percent by the end of the twenty-first century. To put this in context, the age-adjusted mortality rate has declined by roughly 1 percent per year over the last 35 years, so this appears to be a small effect. In contrast, the energy results suggest that climate change will cause annual US residential energy consumption to increase by up to 11 percent at the end of the century. Taken together, the present discounted values of the losses due to increased mortality and energy consumption over the remainder of the century range from 10 percent to 58 percent of 2010 GDP, but the null hypothesis of a zero loss cannot be rejected at conventional significance levels.

The analysis is conducted with detailed and comprehensive data available on mortality, energy consumption, weather, and climate change predictions for fine US geographic units covering the whole continental United States. The mortality data come from more than 73.2 million death certificates in the 1968–2002 Compressed Mortality Files, the energy data are from the Energy Information Administration and the weather data are from the thousands of weather stations located throughout the United States. We utilize two sets of state of the art end-of-century (i.e., 2070–2099) daily climate change predictions that represent “business-as-usual” scenarios.

Finally, the paper’s approach mitigates or solves the conceptual and statistical problems that have plagued previous research (e.g., Francesco Bosello, Roberto Roson, and Richard S. J. Tol 2006, Katharine Hayhoe et al. 2004). First, the availability of data on energy consumption means that we can measure the impact on mortality and self-protection expenditures. Second, the estimation of annual mortality equations, rather than daily ones, mitigates concerns about failing to capture the full mortality impacts of temperature shocks. Third, the use of comprehensive datasets from the entire United States over a 35 year period means that the estimates are externally valid to a wide range of places. Specifically, they are more general than estimates derived from studies of single events in small geographic areas over a small fraction of the temperature distribution (e.g., the impact of the French heat wave) that have been emphasized by the IPCC and Stern Report (IPCC 2007; Stern
Fourth, the statistical models include county and state-by-year fixed effects so they adjust for any permanent differences in unobserved health across counties due to sorting while also controlling for differential trends across states. Fifth, we model daily temperature semi-parametrically, so we do not rely on functional form assumptions to infer the impacts of the hottest and coldest days. Finally, we estimate separate mortality models for four age groups, which allows for substantial heterogeneity in the impacts of temperature.

Before proceeding, we emphasize that there are a few important caveats to our effort to estimate the health related welfare impacts of climate change-induced increases in temperature. On the one hand, the estimated impacts likely overstate the mortality and adaptation costs, because the analysis relies on inter-annual variation in weather, and less expensive adaptations will be available in response to permanent climate change. On the other hand, the estimated welfare losses fail to include the impacts on other health-related determinants of welfare (e.g., morbidities and diseases vectors) that may be affected by climate change, so in this sense they are an underestimate. Additionally, the effort to project outcomes at the end of the century requires a number of strong assumptions, including that the climate change predictions are correct, relative prices (e.g., for energy and medical services) will remain constant, the same energy and medical technologies will prevail, and the demographics of the US population (e.g., age structure) and their geographic distribution will remain unchanged. These are strong assumptions, but in contrast to IAMs they allow for a transparent analysis based on data rather than on unverifiable assumptions.

The paper proceeds as follows. Section I briefly reviews the patho-physiological and statistical evidence on the relationship between weather and mortality. Section II provides the conceptual framework for our approach. Section III describes the data sources and reports summary statistics. Section IV presents the econometric approach, and Section V describes the results. Section VI assesses the magnitude of our estimates of the effect of climate change and discusses a number of important caveats to the analysis. Section VII concludes the paper.

I. Background on the Relationship between Weather and Mortality

Individuals’ heat regulation systems enable them to cope with high and low temperatures. Specifically, high and low temperatures generally trigger an increase in the heart rate in order to increase blood flow from the body to the skin, leading to the common thermoregulatory responses of sweating in hot temperatures and shivering in cold temperatures. These responses allow individuals to pursue physical and mental activities without endangering their health within certain ranges of temperature. Temperatures outside of these ranges pose dangers to human health and have been empirically shown to result in premature mortality.³

The challenge for this study, and for any study focused on substantive changes in life expectancy, is to develop estimates of the impact of temperature on mortality that are based on the full long-run impact on life expectancy. In the case of hot days,

³See Rupa Basu and Jonathan M. Samet (2002) and Deschênes and Greenstone (2008) for reviews of this literature.
the previous literature suggests that this task requires purging the temperature effects of the influence of harvesting or forward displacement. In the case of cold days, the mortality impact may accumulate over time. In both cases, the key point is that the full impact of a given day’s temperature may take numerous days to manifest fully.

Our review of the literature suggests that the full mortality impacts of cold and hot days are likely to be concentrated within 30 days of the exposure (Maud M. T. E. Huynen et al. 2001; Deschênes and Enrico Moretti 2009). The econometrics section below outlines a method that allows the mortality impacts of temperature to manifest over long periods of time. Further, the immediate and longer run effects of hot and cold days are likely to vary across the populations, with larger impacts among relatively unhealthy subpopulations. One important determinant of health is age, with the old and young being particularly sensitive to environmental stresses. Consequently, we conduct separate analyses for four separate age categories.

II. Conceptual Framework

The paper’s goal is to develop a partial estimate of the health-related welfare impact of temperature changes in the United States. This section begins by reviewing a Becker-Grossman style 1-period model of health production (Grossman 2000). It then uses the results to derive a practical expression for the health-related welfare impacts of temperature changes (Winston Harrington and Paul R. Portney 1987). This expression guides the subsequent empirical analysis. The section then discusses the implications of our estimation strategy, which relies on inter-annual fluctuations in weather to develop an estimate of the welfare impacts of the health-related welfare impacts of temperature increases due to climate change.

A Practical Expression for Willingness to Pay/Accept (WTP/WTA) for an Increase in Temperature.—We assume a representative individual consumes a jointly aggregated consumption good, $x_c$. Their other consumption good is the probability of survival, which leads to a utility function of

$$U = U[x_c, s],$$

where $s$ is the survival rate. The production function for survival is expressed as

$$s = s(x_H, T),$$

so that survival is a function of $x_H$, which is a private good that increases the probability of survival, and ambient temperature, $T$. Energy consumption is an example of $x_H$, since energy is used to run air conditioners, which affect survival on hot days. We define $x_H$ such that $\partial s/\partial x_H > 0$. For this section’s expositional purposes, we consider temperature increases during the summer only when higher temperatures are harmful for health so $\partial s/\partial T < 0$.

The individual faces a budget constraint of the form:

$$I - x_c - px_H = 0,$$
where $I$ is exogenous earnings or income, and prices of $x_C$ and $x_H$ are 1 and $p$, respectively.

The individual’s problem is to maximize (1) through her choices of $x_C$ and $x_H$, subject to (2) and (3). In equilibrium, the ratio of the marginal utilities of consumption of the two must be equal to the ratio of the prices: $[(\partial U/\partial s) \cdot (\partial s/\partial x_H)]/[\partial U/\partial x_C] = p$. Solution of the maximization problem reveals that the input demand equations for $x_C$ and $x_H$ are functions of prices, income, and temperature. Further, it reveals the indirect utility function, $V$, which is the maximum utility obtainable given $p$, $I$, and $T$.

We utilize $V(p, I, T)$ to derive an expression for the welfare impact of temperature increases, holding constant utility (and prices). In this case, it is evident that the consumer must be compensated for changes in $T$ with changes in $I$ when utility is held constant. The point is that in this setting income is a function of $T$, which we denote as $I^*(T)$. Consequently, for a given level of utility and fixed $p$, there is an associated $V(I^*(T), T)$.

Now, consider the total derivative of $V$ with respect to $T$ along an indifference curve:

$$dV/dT = V_I \cdot (dI^*(T)/dT) + \partial V/\partial T = 0 \quad \text{or} \quad dI^*(T)/dT = -(\partial V/\partial T)/(\partial V/\partial I).$$

The term $dI^*(T)/dT$ is the change in income necessary to hold utility constant for a change in $T$. In other words, it measures willingness to pay (accept) for a decrease (increase) in summer temperatures.

Since the indirect utility function is not observable, it is useful to express $dI^*(T)/dT$ in terms that can be measured with available datasets. By using the derivatives of $V$ and the first order conditions from the above maximization problem, it can be rewritten as $dI^*(T)/dT = -p \cdot [(\partial s/\partial T)/(\partial s/\partial x_H)]$. In principle, it is possible to measure these partial derivatives, but it is likely infeasible since data files containing measures of the complete set of $x_H$ are unavailable generally. Put another way, data limitations prevent the estimation of the production function specified in equation (2). However, a few algebraic manipulations, based on the first order conditions and that $\partial s/\partial T = ds/dT - (\partial s/\partial x_H) (dx_H/\partial T)$ (because $ds/dT = (\partial s/\partial x_H)(dx_H/\partial T) + \partial s/\partial T$), yield:

$$dI^*(T)/dT = -ds/dT (\partial U/\partial s)/\lambda + p \cdot \partial x_H/\partial T,$$

where $\lambda$ is the Lagrangian multiplier from the maximization problem or the marginal utility of income.

As equation (4) makes apparent, willingness to pay/accept for a change in temperature can be inferred from changes in $s$ and $x_H$. Since temperature increases raise the effective price of survival, theory would predict that $ds/dT \leq 0$ and $\partial x_H/\partial T \geq 0$. Depending on the exogenous factors, it is possible that there will be a large change in the consumption of $x_H$ (at the expense of consumption of $x_C$) and little change in $s$. The key point for this paper’s purpose is that the full welfare effect of the exogenous
change in temperature is reflected in changes in the survival rate and the consumption of \( x_H \).

It is of tremendous practical value that all of the components of equation (4) can be measured. The total derivative of the survival function with respect to temperature \( (ds/dT) \), or the dose-response function, is obtained through the estimation of epidemiological-style equations that do not control for \( x_H \). We estimate such an equation below. The term \( (\partial U/\partial s)/\lambda \) is the dollar value of the disutility of a change in the survival rate. This is known as the value of a statistical life (Richard Thaler and Sherwin Rosen 1976) and empirical estimates are available (e.g., Orley Ashenfelter and Greenstone 2004). The last term is the partial derivative of \( x_H \) with respect to temperature multiplied by the price of \( x_H \). We estimate how energy consumption changes with temperature (i.e., \( \partial x_H/\partial T \)) below, and information on energy prices is readily available.

It is appealing that the paper’s empirical strategy can be directly connected to an expression for WTP/WTA, but this connection has some limitations worth highlighting from the outset. The empirical estimates will only be a partial measure of the health-related welfare loss, because temperature changes may affect other health outcomes (e.g., morbidity rates). Further, although energy consumption likely captures a substantial component of health preserving or defensive expenditures, temperature changes may induce other forms of adaptation (e.g., substituting indoor exercise for outdoor exercise or changing the time of day when one is outside). These other outcomes are unobservable in our data files, so the resulting welfare estimates will be incomplete and understate the costs of the temperature shocks observed in our data.

The Welfare Impacts of Temperature Shocks and Climate Change.—It is intuitive to apply the one-period model sketched in the previous subsection to an examination of the welfare consequences of inter-annual fluctuations in weather. For example, it is easy to turn the thermostat down and use more air conditioning on hot days, and it is even possible to purchase an air conditioner in response to a single year’s heat wave. However, this simple model fails to capture the full set of adaptations that households would undertake in response to permanent climate change. For instance, permanent climate change is likely to lead individuals to make their homes more energy efficient or perhaps even to migrate (presumably to the North). These longer run investments or adaptations are not captured in this model and are also missing from the empirical results due to the empirical strategy that relies on inter-annual variation in weather. The point is that the paper’s estimates can be used to develop credible estimates of the welfare costs of inter-annual variation in weather, but these estimates will overstate the measurable health-related welfare costs.

---

4 Previous research on the health impacts of air pollution almost exclusively estimate these dose-response functions, rather than the production functions specified in equation (2) (e.g., Kenneth Y. Chay and Greenstone 2003).

5 Energy consumption may affect utility through other channels in addition to its role in self-protection. For example, high temperatures are uncomfortable. It would be straightforward to add comfort to the utility function and make comfort a function of temperature and energy consumption. In this case, this paper’s empirical exercise would fail to capture the impact of temperature on heat, but the observed change in energy consumption would reflect its role in self-protection and comfort.
III. Data Sources and Summary Statistics

To implement the analysis, we collected the most detailed and comprehensive data available on mortality, energy consumption, weather, and predicted climate change. This section briefly describes these data and reports summary statistics. More details on the data sources are provided in the online Appendix.

A. Data Sources

Mortality and Population Data.—The mortality and population data are taken from the Compressed Mortality Files (CMF) compiled by the National Center for Health Statistics. The CMF contains the universe of the 72.3 million deaths in the United States from 1968 to 2002. Importantly, the CMF reports death counts by race, sex, age group, county of residence, cause of death, and year of death. In addition, the CMF files also contain population totals for four age groups, which we use to calculate all-cause and cause-specific mortality rates. We complemented these data with the 1972 to 1988 Multiple Cause of Death files. Our initial sample consists of all deaths occurring in the continental 48 states plus the District of Columbia.

Energy Data.—The energy consumption data comes directly from the U.S. Energy Information Administration (EIA) State Energy Data System (EIA 2006). These data provide state-level information about energy prices, expenditures, and consumption from 1968 to 2002. The data is disaggregated by energy source and end use sector. All energy data is given in British Thermal Units (BTU).

We used the database to create an annual state-level panel data file for total energy consumption by the residential sector, which is defined as “living quarters for private households.” The database also reports on energy consumption by the commercial, industrial, and transportation sectors. These sectors are not a focus of the analysis, because they do not map well into the health production function model outlined in Section II. Further, factors besides temperature are likely to be the primary determinant of consumption in these sectors.

The measure of total residential energy consumption is comprised of two pieces: “primary” consumption, which is the actual energy consumed by households, and “electrical system energy losses.” The latter accounts for about two-thirds of total residential energy consumption. It is largely due to losses in the conversion of heat energy into mechanical energy to turn electric generators, but transmission and distribution and the operation of plants also account for part of the loss. In the 1968–2002 period, total residential energy consumption increased from 7.3 quadrillion (quads) BTU to 21.2 quads, and the mean over the entire period was 16.6 quads.

Weather Data.—The weather data are drawn from the National Climatic Data Center (NCDC) Summary of the Day Data (File TD-3200). The key variables for our analysis are the daily maximum and minimum temperature as well as the total
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6From 1989 onward, the CMF are not in the public domain. We gained access to these data through an agreement with the Centers for Disease Control.
daily precipitation. For most parts of the paper, we follow the convention in the literature and focus on the daily mean temperature, which is the simple average of the maximum and minimum.

To ensure the accuracy of the weather readings, we developed a rule to select the weather stations that requires monitors to operate for a minimum number of days (see the online Data Appendix for details). The acceptable station-level data is then aggregated at the county level by taking an inverse-distance weighted average of all the valid measurements from stations that are located within a 200 km radius of each county’s centroid, where the weights are the inverse of their squared distance to the centroid so that more distant stations are given less weight. This procedure yields a balanced panel of 3,066 counties with acceptable weather data that accounts for 99 percent of all deaths in the United States from 1968 to 2002.

Climate Change Prediction Data.—Climate predictions are based on two state of the art global climate models. The first is the Hadley Centre’s third Coupled Ocean-Atmosphere General Circulation Model, which we refer to as Hadley 3. This is the most complex and recent model in use by the Hadley Centre. We also use predictions from the National Center for Atmospheric Research’s (NCAR) Community Climate System Model (CCSM) 3, which is another coupled atmospheric-ocean general circulation model (NCAR 2007). Both models are considered state of the art and were used in the fourth Assessment Report by the IPCC (IPCC 2007).

Predictions of climate change from both of these models are available for several emission scenarios, corresponding to “storylines” describing the way the world (population, economies, etc.) may develop over the next 100 years. We focus on the A1FI and A2 scenarios. These are “business-as-usual” scenarios, which are the proper scenarios to consider when judging policies to restrict greenhouse gas emissions.

We obtained daily temperature and precipitation predictions for grid points throughout the continental United States from the application of A1FI scenario to the Hadley 3 model for the years 1990–2099 and the A2 scenario to the CCSM 3 for the years 2000–2099. The Hadley model gives daily minimum and maximum temperatures, while the CCSM model only reports the average of the minimum and maximum. Each set of predictions is based on a single run of the relevant model and available for an equidistant set of grid points over land in the United States.

We calculate future temperature and precipitation realization in two ways. The first assigns each county a daily weather realization directly from the Hadley and CCSM predictions. Specifically, this is calculated as the inverse-distance weighted average among all grid points within a given distance from the county’s centroid.

7 Other aspects of daily weather, such as humidity and wind speed, could influence mortality, both individually and in conjunction with temperature. Importantly for our purposes, there is little evidence that wind chill factors (a nonlinear combination of temperature and wind speed) perform better than simple temperature levels in explaining daily mortality rates (Anton E. Kunst, Feikje Groenhof, and Johan P. Mackenbach 1994). In addition, there are relatively few weather stations that measure relative humidity. For example, only 308 stations measured relative humidity in July 2000. The corresponding figures for July 1990 and 1980 are 259 and 0, respectively. As such, the coverage of stations that record humidity is too sparse for our analysis. Alan Barreca (2009) examines the relationship between humidity and mortality in the United States.
The limitation of this approach is that there may be systematic model error that causes the predictions to be too high or too low.

The second method adjusts the Hadley 3 A1FI weather predictions for model error by comparing the model’s predictions for the 1990–2002 period with the actual realizations from the weather station data. For example, in the case of temperature, we calculate Hadley 3 model errors for each of the 365 days in a year separately for each county as the average difference between county by day of year specific average temperature from the weather station data and the Hadley 3 A1FI predictions during the 1990–2002 period. This county by day of year-specific error is then added to the Hadley 3 A1FI predictions to obtain an error-corrected climate change prediction. The main limitations of this approach are that the historical Hadley predictions are only available for some years (i.e., 1990–2002) that were hot by historical standards and thirteen years is a relatively short period to validate the model.

In the subsequent analysis, we focus on the Hadley 3 A1FI error-corrected predictions. However, we will also report estimates based on the Hadley 3 A1FI and CCSM 3 A2 predictions that are not corrected for model error in some of the tables. Again, it is impossible to derive error-corrected CCSM 3 A2, because historical predictions are unavailable.

B. Summary Statistics

Weather and Climate Change Statistics.—The analysis uses the rich daily historical weather and daily climate change predictions data to develop county-level measures of past and future weather. Table I reports on national and regional measures of observed temperature from 1968 to 2002 (reported in panel A) and predicted changes, based on the difference between the 2070–2099 prediction and the 1968–2002 baseline (reported in panel B). For the historical temperature, this is calculated across all county-by-year observations and weighted by the total county population in the year. The predicted temperature under climate change is based on the average of 2070–2099 predictions, where the weight is the average total county population over the years 1968–2002. Since these calculations of actual and predicted temperatures depend on the geographic distribution of the population in the United States, systematic migration (e.g., from South to North) would change them without any change in the underlying climate.

In each panel, the first row reports averages for all counties, while the following nine columns are for the nine US census divisions. The average daily mean temperature in column 1 is 56.4° F. This reflects the variation across all years and counties, as well as the within-year variation. The entries for the nine census divisions reveal the geographical variation in this average ranges from 48.5° F (New England) to 65.7° F (West South Central). Nationally, the average difference between the minimum and maximum is 21° F.

The pale bars in Figure I depict the average annual distribution of daily mean temperatures across ten temperature categories or bins, again, during the 1968–2002 period. These categories represent daily mean temperature less than 10° F, greater than 90° F, and the eight 10° F wide bins in between. The height of each light-colored bar corresponds to the mean number of days that the average person experiences in
each bin. This is calculated as the weighted average across county-by-year real-
izations, where the county-by-year’s total population is the weight. The average
number of days in the modal bin of 60°–70° F is 74.6. The mean number of days
at the endpoints is 3.9 for the less than 10° F bin and 1.3 for the greater than 90° F
bin. These ten bins form the basis for our semi-parametric modeling of temperature
in equations for mortality rates and energy consumption throughout the remainder
of the paper. This binning of the data preserves the daily variation in temperatures,

Table 1—Historical Averages of Daily Weather Across Counties, and
Predicted Changes in Error-Corrected Hadley 3 A1FI

<table>
<thead>
<tr>
<th></th>
<th>Average daily temperature</th>
<th>Days with mean &gt; 90° F</th>
<th>Days with mean &lt; 10°F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (1)</td>
<td>Minimum (2)</td>
<td>Maximum (3)</td>
</tr>
<tr>
<td>All counties</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A. Historical temperature data (1968–2002)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By US census division</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. New England</td>
<td>48.5</td>
<td>38.5</td>
<td>58.6</td>
</tr>
<tr>
<td>2. Middle Atlantic</td>
<td>51.8</td>
<td>42.4</td>
<td>61.3</td>
</tr>
<tr>
<td>3. East North Central</td>
<td>49.8</td>
<td>40.1</td>
<td>59.6</td>
</tr>
<tr>
<td>4. West North Central</td>
<td>50.2</td>
<td>39.4</td>
<td>61.0</td>
</tr>
<tr>
<td>5. South Atlantic</td>
<td>62.8</td>
<td>52.3</td>
<td>73.3</td>
</tr>
<tr>
<td>6. East South Central</td>
<td>59.9</td>
<td>48.8</td>
<td>71.0</td>
</tr>
<tr>
<td>7. West South Central</td>
<td>65.7</td>
<td>54.8</td>
<td>76.7</td>
</tr>
<tr>
<td>8. Mountain</td>
<td>56.1</td>
<td>42.2</td>
<td>70.0</td>
</tr>
<tr>
<td>9. Pacific</td>
<td>59.9</td>
<td>48.9</td>
<td>70.8</td>
</tr>
<tr>
<td>Panel B. Predicted change, error-corrected Hadley 3 A1FI, (2070–2099)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By US census division</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. New England</td>
<td>11.6</td>
<td>11.4</td>
<td>11.8</td>
</tr>
<tr>
<td>2. Middle Atlantic</td>
<td>12.1</td>
<td>11.9</td>
<td>12.3</td>
</tr>
<tr>
<td>3. East North Central</td>
<td>11.7</td>
<td>11.2</td>
<td>12.1</td>
</tr>
<tr>
<td>4. West North Central</td>
<td>12.3</td>
<td>11.8</td>
<td>12.8</td>
</tr>
<tr>
<td>5. South Atlantic</td>
<td>10.1</td>
<td>9.9</td>
<td>10.4</td>
</tr>
<tr>
<td>6. East South Central</td>
<td>10.1</td>
<td>9.8</td>
<td>10.5</td>
</tr>
<tr>
<td>7. West South Central</td>
<td>10.3</td>
<td>10.2</td>
<td>10.4</td>
</tr>
<tr>
<td>8. Mountain</td>
<td>10.5</td>
<td>10.1</td>
<td>11.0</td>
</tr>
<tr>
<td>9. Pacific</td>
<td>9.0</td>
<td>7.9</td>
<td>10.1</td>
</tr>
</tbody>
</table>

Notes: Averages are calculated for samples size 39,168,150 (panel A) and 33,572,700 (panel B). These repre-
sent the 365 annual observations for the 3,066 counties in the sample, over a 35 year period (panel A) or a 30 year
period (panel B). Averages are weighted by total county population in a given year (panel A) or the average total
county population during 1968–2002 (panel B). Predicted change defined as difference between 2070–2099 aver-
age and 1968–2002 average. Census division defined as follows: New England (CT, ME, MA, NH, RI, VT), Middle
Atlantic (NJ, NY, PA), East North Central (IN, IL, MI, OH, WI), West North Central (IA, KS, MN, MO, NE, ND, SD), South Atlantic (DE, DC, FL, GA, MD, NC, SC, VA, WV), East South Central (AL, KY, MS, TN), West South
Central (AR, LA, OK, TX), Mountain (AZ, CO, ID, NM, MT, UT, NV, WY), and Pacific (CA, OR, WA). See the
text for more details.

8For a given county-by-year, the number of days in each bin is calculated as the inverse-distance weighted
average of the number of days in each bin at all weather stations within a 200 kilometer radius of the county cen-
troid. This preserves the variation in temperatures, relative to assigning days to bins after averaging across mean
temperatures from weather stations.
which is an improvement over much of the previous research that obscures much of the variation in temperature.\footnote{For example, W. J. M. Martens (1998) and Tol (2002) use the maximum and the minimum of monthly mean temperatures over the course of the year.} This is important because of the potential for substantial nonlinearities in the daily temperature-mortality and daily temperature-energy consumption relationships.

Returning to Table 1, columns 4–7 in panel A report average temperatures for days when the mean exceeds 90° F or is less than 10° F. These correspond to the two extremes of the temperature distribution, where the mortality impacts are likely to be more pronounced. Exposure to extreme hot temperatures is infrequent as the national average is 1.3 days per year, and this highlights that identifying the effect of exposure to extreme heat on mortality is empirically challenging. Moreover there are significant geographical differences in exposure, which ranges from 0.01 days per year to 13.7 days per year in the New England and mountain divisions, respectively. As such, most of the identification of this effect will come from southern and western states. Columns 6 and 7 report statistics on the frequency of extreme cold days, where the mean temperature is 10° F or less. Across all counties the average is 3.9 days per year, and there is a great degree of variation across census divisions. Again, the regional variation is notable and most of the identification of the effect

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Distribution of Annual Daily Mean Temperatures (F), 1968–2002, and Predicted Changes in Distribution According to Error-Corrected Hadley 3 A1FI}
\end{figure}

Notes: Figure 1 shows the historical average and the predicted change in the distribution of daily mean temperatures across ten temperature-day bins. The “1968–2002 average” bars represent the average number of days per year in each temperature category for the 107,590 county-year observations in the sample, weighted by the total population in a county-year. The “predicted change, error-corrected Hadley 3A1FI” bars represent the change in the average number of days per year in each temperature category. Changes are defined as the difference between the 1968–2002 average in each category and the 2070–2099 predicted average number of days in each category. Predicted changes are weighted by the average total population over 1968–2002 in a county. See the text for more details.
of cold exposure on mortality will come from northern states (New England, East North Central, and West North Central).

Figure 1 also provides an opportunity to understand how the full distributions of daily mean temperatures are expected to change. The dark bars report the change in the number of days in each temperature category that the average person is expected to experience. The most important changes in the distribution are in the last two bins. The error-corrected Hadley 3 A1FI predictions indicate that the typical person will experience 38.0 additional days per year where the mean daily temperature is between 80° F and 90° F. Equally important is that the mean daily temperature is predicted to exceed 90° F for 42.3 additional days per year. To put this in perspective, the average person currently experiences 28.7 days in the 80°–90° F range and just 1.3 days per year where the mean exceeds 90° F. An examination of the remainder of the figure highlights that the reduction in extreme cold days is much smaller than the increase in extreme hot days. The subsequent analysis demonstrates that this has a profound effect on the estimated impacts of climate change on mortality and energy consumption.

Panel B in Table 1 reports the predicted change in each of the temperatures. The predicted change is based on the departure of the 2070–2099 average from the 1968–2002 baseline. The error-corrected Hadley 3 A1FI predictions indicate a change in mean temperature of 11.2° F. The remaining rows of panel B document the extent of geographical heterogeneity in the most extreme daily temperature days (less than 10° F and more than 90° F).

IV. Econometric Strategy

This section describes the econometric models for annual mortality rates and residential energy consumption.

Mortality Rates.—We fit the following equation:

\[
Y_{cta} = \sum_j \theta_{aj}^{TMEAN} TMEAN_{ctj} + \sum_l \delta_{al}^{PREC} PREC_{ctl} + \alpha_{ca} + \gamma_{sta} + \varepsilon_{cta},
\]

where \(Y_{cta}\) is the mortality rate for age group \(a\) in county \(c\) in year \(t\). In the subsequent analysis, this equation is estimated separately for four separate age groups (ages 0–1, 1–44, 45–64, and 65+), so that all parameters are allowed to vary across these age groups. The last term in equation (5) is the stochastic error term, \(\varepsilon_{cta}\).

The variables of interest are the measures of temperature and precipitation. They are constructed to capture the full distribution of annual fluctuations in weather.

\(^{10}\)We emphasize that a mean daily temperature of 90° F is very hot. For example, a day with a high of 100° F would need a minimum temperature greater than 80° F to qualify.

\(^{11}\)The paper’s primary econometric model for mortality assumes that the impact of all days in the greater than 90° F bin have an equal impact. As Table 1 shows, the predicted increase in mean temperatures among days in this bin is relatively modest, with predicted increases of 3.1° F from the error-corrected Hadley 3 A1FI. Consequently, historical data are likely to be informative about the impacts of the additional days with temperatures exceeding 90° F.

\(^{12}\)For comparability, we follow much of the previous literature on climate change and focus on the temperatures predicted to prevail at the end of the century.
The variables $TMEAN_{ctj}$ denote the number of days in county $c$ and year $t$ where the daily mean temperature is in the $j$th of the ten bins used in Figure 1. Thus, the only functional form restriction is that the impact of the daily mean temperature on the annual mortality rate is constant within $10^\circ F$ intervals. The choice of ten temperature bins represents an effort to allow the data, rather than parametric assumptions, to determine the mortality-temperature relationship, while also obtaining estimates that are precise enough that they have empirical content. This degree of flexibility and freedom from parametric assumptions is only feasible because we are using 35 years of data from the entire United States. The variables $PREC_{ct}$ are simple indicator variables based on annual rainfall in county $c$ in year $t$. Each indicator corresponds to a 5-inch bin and there are 11 of them, ranging from less than 10 inches to more than 60 inches.

The equation includes a full set of county-by-age group fixed effects, $\alpha_{ca}$, which absorb all unobserved county-specific time invariant determinants of the mortality rate for each age group. So, for example, differences in permanent hospital quality or the overall healthiness of the local age-specific population will not confound the weather variables. The equation also includes state-by-year effects, $\gamma_{sta}$, that are allowed to vary across the age groups. These fixed effects control for time-varying differences in the dependent variable that are common across counties within age groups in a state (e.g., changes in state Medicare policies).

The validity of this paper’s empirical exercise rests crucially on the assumption that the estimation of equation (5) will produce unbiased estimates of the $\theta_{aj}$ and $\delta_{al}$ vectors. By conditioning on the county and state-by-year fixed effects, these vectors are identified from county-specific deviations in weather about the county averages after controlling for shocks common to all counties in a state. Due to the unpredictability of weather fluctuations, it seems reasonable to presume that this variation is orthogonal to unobserved determinants of mortality rates. For example, in the case of the $j$th temperature variable, we believe the identifying assumption $E[TMEAN_{ctj} \epsilon_{cta} \mid TMEAN_{ct}, PREC_{ct}, \alpha_{ca}, \gamma_{sta}] = 0$ is valid.

There are three further issues about the econometric approach that bear noting. First, it is likely that the error terms are correlated within county-by-age groups over time. Consequently, the paper reports standard errors that allow for heteroskedasticity of an unspecified form and that are clustered at the county-by-age group level. Second, we fit weighted versions of equation (5), where the weight is the square root of the age group’s population in the county (i.e., the denominator) for two complementary reasons. The estimates of mortality rates from large population counties are more precise, so it corrects for heteroskedasticity associated with these differences in precision. Further, the results reveal the impact on the average person, rather than on the average county, which we believe is more meaningful.

Third, in many places, the paper reports age-adjusted estimates of the impact of temperature on mortality. These are calculated as the weighted averages of the regression coefficients (i.e., $\hat{\theta}_{aj}$) from the estimation of the four age group-specific regressions. The national weights are 0.015 for ages 0–1, 0.667 for ages 1–44, 0.200 for 45–64, and 0.117 for ages 65 and older, which represent these age categories’ population shares during the sample period, 1968–2002.
**Residential Energy Consumption.**—We fit the following equation for state-level residential energy consumption:

\[
\ln(C_{st}) = \sum_{j} \theta_j TMEAN_{stj} + \sum_{l} \delta_l PREC_{stl} + X_{st} \beta_s + \alpha_s + \gamma_{dt} + \varepsilon_{st}.
\]

*C* is residential energy consumption in state *s* in year *t*, and *d* indexes US census divisions. The modeling of temperature and precipitation is identical to the approach in equation (5). The only difference is that these variables are measured at the state-by-year level. They are calculated as the weighted average of the county-level versions of the variables, where the weight is the county’s population in the relevant year. The equation also includes state fixed effects \((\alpha_s)\), census division-by-year fixed effects \((\gamma_{dt})\), and a stochastic error term, \(\varepsilon_{st}\).

The vector \(X_{st}\) includes the state-level ln of population and gross domestic product (GDP) and their squares. The former variable accounts for differences in population growth within a census division that might confound the consistent estimation of the \(\theta_j\)s. The latter is included because energy consumption is a function of income.

Finally, we will also report the results from versions of equation (6) that model temperature with heating and cooling degree days. We follow the conventional approach and use a base of 65°F to calculate both variables. To implement this alternative method for modeling a year’s temperature, we sum the number of heating and cooling degree days separately over the year and control for these variables in equation (6) instead of the \(TMEAN_{stj}\) variables.

V. Results

This section is divided into four subsections. The first provides estimates of the relationship between daily temperatures, and the second explores the source of the relationship between extreme temperatures and annual mortality rates. The third section reports estimates of the effect of temperature on residential energy consumption. Finally, the last subsection uses these estimated relationships to predict the impacts of climate change on annual mortality and residential energy consumption.

**A. Estimates of the Impact of Temperature on Mortality Based on Annual Data**

[Figure 2] presents the preferred estimates of the impact of exposure to temperature on annual mortality from the estimation of equation (5). Specifically, it plots the age-adjusted regression coefficients (i.e., \(\hat{\theta}_j TMEAN\)). In each of the underlying age-specific regressions, the \(TMEAN_j\) variable associated with the 50°F–60°F bin was dropped, so each \(\hat{\theta}_j TMEAN\) measures the estimated impact of an additional day in bin *j* on the mortality rate (i.e., deaths per 100,000), relative to the impact of a day in the 50°F–60°F range. The figure also plots the estimated \(\hat{\theta}_j TMEAN\)’s plus and minus two standard errors, so their precision is apparent.

---

13 For example, Arizona’s population has increased by 223 percent between 1968 and 2002 compared to just 124 percent for the other states in its census division.
It is evident that mortality risk is highest at the coldest and hottest temperatures. Indeed, the response function between mortality and temperature has a flattened U-shape. For example, the mean of the coefficients associated with the three lowest temperature categories is 0.62, so exchanging a single day in this range for one in the 50°–60° F range would lead to 0.62 fewer annual deaths per 100,000. The largest coefficient is the one associated with the >90° F temperature bin and it is 0.94.

It is noteworthy that the null of equality with the base category can be rejected at conventional significance levels for these hot and cold extreme temperatures, even though there are relatively few days to identify the coefficients (recall Table 1). Finally, the coefficients associated with the temperatures in the middle range are all smaller in magnitude, and it is frequently impossible to reject the null of equality with the base category.

Table 2 reports the point estimates associated with the temperature variables from the fitting of several versions of equation (5) to better characterize the results and evaluate their robustness across alternative samples and subpopulations. For compactness, only the point estimates corresponding to the lowest two (coldest) and highest two (hottest) exposure bins are reported, although all models include the full set of nine temperature bin variables. Panel A reports the baseline estimates separately by age as well as the age-adjusted estimates that were used to create
Figure 2. We do not report the estimated parameters associated with the precipitation variables, because they are insignificant generally.\footnote{In addition, the climate change calculations reported below show that the inclusion of the precipitation variables is largely inconsequential.}

There are several important observations to be made from panel A. First, the effect of extreme weather on mortality generally grows with age after infancy. Second,
exposure to extreme temperature significantly increases mortality in all age groups, especially exposure to days with temperature above 90° F. It is also notable that for the largest age group in terms of population (age 1–44), exposure to days with temperature 80–90° F is also significantly associated with excess mortality.

Panel B reports on the robustness of the baseline age-adjusted estimates reported in row 5 of panel A. In rows 1 and 2, the models are estimated separately for men and women, and suggest that the mortality effect of extreme temperature is larger for men than women. The row 3 specification adds interactions between the 9 temperature variables and the 11 precipitation variables and reports the marginal effects evaluated at the sample means. Row 4 considers a model for log mortality rate instead of its level, which means that across the four age groups a total of 19,308 observations are dropped since the log of zero is not defined. The estimates reported here are converted to units of deaths per 100,000 for comparability and are qualitatively similar to the baseline estimates. Row 5 uses separate sets of the nine temperature bins for the current and previous years’ daily mean temperatures to allow for the possibility that equation (5) inadequately accounts for the dynamics of the mortality-temperature relationship. The entries report the sum of the current and previous year’s temperature coefficients, which indicate modestly larger total impacts.

Rows 6–8 consider specifications that probe the extent to which “adaptation” is able to mitigate the mortality response to extreme temperatures. Specifically, the row 6 estimates are based on a response function that is obtained by fitting equation (5) with post-1980 data. For example in these years, medical technologies are more advanced, air conditioning is more pervasive, and incomes are higher. In row 7, the response function is estimated with data from the counties where the average number of days per year with a mean temperature above 90° F exceeds the national median (0.06 day per year). The idea is that individuals that are more frequently exposed to extremes are likely to have undertaken a series of adaptations to protect themselves against high temperatures in these counties, and these adaptations may resemble the ones that climate change will induce. In this respect, the resulting response functions may better approximate the long-run impacts of climate change on mortality. The entries in both rows reflect the application of the relevant response function to the full sample. The row 6 entries reveal that the impact of cold days is muted in the more recent data, but there is little change in the consequences of exposure to additional hot days. The row 8 entries fail to find much evidence that these counties are better equipped to handle hot days, although the impact of cold days is modestly larger if one ignores issues of precision.

Finally, row 9 considers a different method for imputing missing weather measurements in the station-level data. Rather than only considering stations without

---

15 For the 90° F category, the standard error for the all-age estimate that accounts for spatial correlation (bandwidth of 400KM) and serial correlation (up to 3 periods) is 0.416, making the estimated effect marginally significant. We thank Salomon Hsiang (Columbia University) for providing the code.

16 There is some evidence that individuals acclimate to higher temperatures over time, so consecutive days with high temperatures (i.e., heat waves) may have a different impact on annual mortality than an equal number of hot days that do not occur consecutively. We also estimated models that added a variable for the number of instances of 5 consecutive days of mean daily temperature above 90° F. The resulting estimates were nearly identical to the baseline estimates reported in row 5 of panel A.
missing records, the approach here uses multiple imputation (Donald B. Rubin 1987) to impute the missing daily level measurements for a fixed set of stations between 1968 and 2002.\footnote{Following a referee’s suggestion, we also estimated models without weighting the regressions by county population. This means that all counties are treated equally irrespective of differences in population. Our view is that this estimation method is inferior to the weighted regressions used in the rest of the paper since population exposure to extreme temperatures will vary across county due to differences in population. Nevertheless, the point estimates from the unweighted specification are: 0.896 (0.352), 0.286 (0.300), 0.064 (0.172), and 0.566 (0.490) corresponding to columns 1a–1d, respectively. It is also notable that the population-weighted models produce smaller standard errors (20 percent smaller on average) and have higher adjusted R-squares (twice as large on average) than the unweighted models.}{17,18}

Taken together the evidence in Table 2 strongly supports the notion that exposure to extreme temperatures impacts mortality. Across the various specifications, almost all of the point estimates associated with extreme high temperatures (i.e., more than 90°F) are statistically significant at conventional levels. Further, it is apparent that these alterations to the baseline specification fail to lead to a meaningful change in the estimates of the effect of extreme temperatures on mortality. Some of them modestly increase the point estimate, while others decrease it, but, in light of the standard errors, none of the alternative estimates appear different than the corresponding baseline estimates.\footnote{In order to assess the influence of outliers in the mortality rate distribution, we also estimated the same models on a “trimmed” sample that excluded mortality rates below and above the first and ninety-ninth percentiles. The results are very similar to those in Table 2.}{19}

B. Exploring the Sources of the Relationship between Extreme Temperatures and Mortality Rates

This subsection explores two potential sources of the relationship between extreme temperatures and mortality rates. First, Table 1 documented that much of the variation in extreme temperatures is concentrated in specific parts of the country. This is especially true for hot temperatures. These areas of the country may have already adapted or undertaken the investments that mitigate the impact of extreme temperatures on mortality, and we explore this possibility. Second, a central feature of our argument is that annual mortality data combined with daily temperature data provides a valid approach to measure the impacts of temperature on mortality even in the presence of an unknown and complicated dynamic relationship between temperature and mortality that is comprised of delayed impacts and forward displacement.

Geographical Heterogeneity.—Table 3 probes the extent of geographical difference in the response functions linking annual mortality and temperature exposure by reporting age-adjusted estimates specific to each of the nine US census divisions. In addition, column 1 reports the average population in each census division between 1968 and 2002, so that its relative importance in the pooled estimates is apparent.

There is substantial heterogeneity in the estimated effects of extreme temperatures on mortality. For example, the annual mortality impact of exposure to one...
day where the mean temperature exceeds 90°F ranges from −6.3 to 23.2 additional deaths per 100,000, although these two point estimates have large standard errors. It is also notable that the estimated mortality impact of extreme high temperature is positive in seven out of nine divisions and statistically significant in three out of nine divisions (South Atlantic, East South Central, and Mountain). Likewise, the estimated mortality impact of extreme low temperature is statistically significant in three out of nine divisions (East North Central, West North Central, and South Atlantic).\(^{20}\)

\(^{20}\)The last two rows of Table 3 report aggregate (i.e., national) estimates. Row 10 aggregates the division-specific estimate by taking a weighted average where the weights correspond to the share of total population in each division. Row 11 reproduces the baseline estimates from Table 2. It is evident that the national estimates obtained from the division-specific ones are larger in magnitude than the ones from the pooled model that restricts the effect of temperature (and of all the other model variables) to be the same across all counties. However their standard errors are also larger, so the results in row 10 should be interpreted cautiously.
Finally, the null that the parameters associated with the 4 temperature variables reported in this table are equivalent for the 4 age groups across the 9 divisions is rejected at conventional levels 9 out of 16 times. It is noteworthy that this hypothesis is rejected for all four age groups for the > 90° F temperature variable.

A frequent explanation for the differences in response functions across divisions is that hotter places (e.g., Houston) are better adapted to respond to extremely hot temperatures, likewise colder places (e.g., Minneapolis) are more likely to have made the investments necessary to protect themselves against extremely cold temperatures (see, e.g., Basu and Samet 2002). We investigated the former by regressing the division-specific parameter estimate on the variable for the number of days with a mean temperature exceeding 90° F against the division-specific mean of this variable. The revealed relationship between these two variables is weak and statistically insignificant, regardless of whether the regression is weighted by the inverse of the standard error of the parameter estimate. We also found evidence of a weak relationship between the division-specific parameter estimates on the variable for the number of days with a mean temperature below 10° F against the division-specific mean of this variable.

Overall, these two tests, each based on just nine data points, fail to produce empirical support for the view that differential adaptation to hot and cold weather explains the heterogeneity across divisions. So although there appears to be variation in the response functions across the divisions, these data fail to find that it is related to climate or baseline temperatures. This may simply reflect that cooling and heating systems were already pervasive throughout the United States in this period.

Annual Data versus Daily Data.—A striking result in Table 2 is the small magnitude of the estimated impact of extreme temperature on mortality, relative to conventional wisdom about high temperatures. Our baseline estimates imply that one additional day with mean temperature above 90° F, leads to about 1 extra annual death per 100,000 population. These are small in comparison with the estimates derived from recent heat waves. For example, the Cook County coroner estimated that there were 465 heat-related deaths in the 1995 Chicago heat wave during the week of July 14–20, and S. Whitman et al. (1997) concluded that the heat wave lead to 739 “excess deaths.” If correct, these impacts are enormous in a location with a population of about 5 million. Indeed, the conventional wisdom on the effect of exposure to high temperatures on mortality is largely based on event studies of heat waves such as the ones described above.

Unfortunately, these studies and their results are difficult to compare to ours for several reasons. First, they are typically based on data from a single city or just a handful of cities. Second, they are usually based on a limited number of years. Third, they typically do not model the effect of temperature on mortality explicitly. Rather, they frequently compare observed mortality in a location during a heat

---

21 We tested the equality of the temperature effects across the nine US census divisions for each temperature-day category and each age group. For temperature-days below 10° F (column 2a), the p-values from these tests are 0.316, 0.255, 0.003, and 0.002 (corresponding, respectively, to infants, age 1–44, age 45–64, and age 65+). For the remaining 3 columns of Table 3, the p-values are 0.044, 0.002, 0.030, 0.210 (column 2b); 0.115, 0.308, 0.193, 0.055 (column 2c); and 0.001, 0.001, 0.001, 0.002 (column 2d).
wave or a period of extreme temperature with the baseline mortality, defined as the observed mortality in the same period and location in the several years prior to the event. Thus, the idea of a response function like the one that is estimated here is largely foreign in this literature.

The study that is closest to ours is Deschênes and Moretti (2009). Their study finds that there is a complicated dynamic relationship between daily temperatures and mortality rates. For example, they find that the number of deaths immediately caused by a period of very high temperatures is at least partially compensated for by a reduction in the number of deaths in the period immediately subsequent to the hot day or days. This pattern is called forward displacement or “harvesting,” and it appears to occur because heat affects individuals who were already very sick and would have died in the near term. Additionally in the case of cold days, the effect is the opposite, as the total effect of a cold day grows over time and this is referred to as “delayed impacts.”

Our study uses annual mortality data, rather than the daily mortality data that Deschênes and Moretti (2009) utilize, for several interrelated reasons. First, Deschênes and Moretti (2009) show that the full impact of a given day’s temperature will take at least 30 days to manifest itself fully, so it is necessary to include many lags of the temperature variables in equations for daily mortality. Second, the temperature-mortality relationship is highly nonlinear and requires the inclusion of several temperature variables. Due to Deschênes and Moretti’s (2009) result, it would be necessary to include at least 30 lags for each of these variables in daily mortality equations. Third, the MCOD county-level daily mortality is only available for the entire United States from 1972–1988, compared to 1968–2002 for the annual CMF data, which poses a challenge for the estimation of some of the very high and very low temperature categories (recall Table 1). Since most deaths in a calendar year will be functions of the temperature realization in the same year, the combination of annual mortality data and aggregated daily temperature data should be sufficient to flexibly capture the full dynamic relationship between temperature and mortality (recall the results in Table 2, panel B, row 5 that include the current and lagged year’s temperature variables are qualitatively similar to the baseline results).

It should be noted that the estimates of the response function in this paper are not directly comparable with those in Deschênes and Moretti (2009). For one, the main objectives of both papers differ. Deschênes and Moretti (2009) is mostly concerned with the determination and estimation of the appropriate adjustment window in which temperature shocks affects daily mortality. The specification of the models also greatly differs in Deschênes and Moretti (2009) and in this paper. The models in Deschênes and Moretti (2009) rely on a single temperature category (e.g., days colder than 30°F and warmer than 80°F) as opposed to models with several temperature-day categories as in this paper. Finally, the main specification in Deschênes and Moretti (2009) included a full set of county-by-year-by-month effects from

---

22 Furthermore, the MCOD data with the date of death appear much noisier. For example, the estimation of equation (5) with the MCOD for the years 1972–1988 produces standard errors that are about 1.8 times larger than the standard errors on the same variables from the estimation of the same equation in the same years with the CMF data.
which it is difficult to draw comparisons to the models used in this paper, which are based on annual data. Nevertheless, the 95 percent confidence intervals of the estimates of the effect of high temperature days (i.e., 80–90°F and >90°F) from daily mortality models (with 30 lags) overlaps with the 95 percent confidence intervals of the estimates from annual mortality data derived from the 1972–1988 MCOD.

C. Estimates of the Impact of Temperature on Residential Energy Consumption

We now turn to an analysis of the effect of inter-annual variation in temperature on log residential energy consumption. Specifically, this subsection reports on the fitting of versions of equation (6) to the state-by-year data on residential energy consumption from the EIA. Figure 3 plots the estimated response function linking log residential energy consumption, and the ten daily temperature bin variables, after adjustment for the equation (6) covariates. The coefficients report the estimated impact of an additional day in bin $j$ on annual energy consumption, relative to energy consumption on a day where the temperature is in the 50°F–60°F range. The figure also plots the $\theta_j$ plus and minus one standard error of the estimates. The numbers above the response function correspond to the point estimates associated with each temperature bin.

![Figure 3. Estimated Relationship Between Log Residential Energy Consumption and Average Daily Temperature](image)

*Notes:* Figure 3 plots the estimated response function between log annual residential energy consumption and daily mean temperatures. This is obtained by fitting equation (6) on our sample of 1,715 state-year observations. The response function is normalized with the 50°F–60°F category set equal to 0 so each $\theta_j$ corresponds to the estimated impact of an additional day in bin $j$ on residential QBTU relative to the log residential energy QBTU associated with a day where the temperature is between 50°F–60°F. The figure also plots the $\theta_j$ plus and minus one standard error of the estimates. The numbers above the response function correspond to the point estimates associated with each temperature bin.
Panel A. Pooled estimates: The first column and its layout is similar to Tables 2 and 3. Panel A reports pooled estimates, while in annual residential energy consumption. The results are summarized in Table 4, which are calculated with a base of 65° F. Standard errors are clustered at the state level. Starred entries are statistically significant at the 5 percent level. See the text for further details.

### Table 4—Estimates of the Impact of Extreme Temperatures on Aggregate Annual Residential Energy Consumption

<table>
<thead>
<tr>
<th></th>
<th>Average aggregate annual residential energy consumption (QBTU)</th>
<th>Impact on log annual residential energy consumption (QBTU)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Days &lt; 10° F</td>
<td>Days 10°–20° F</td>
</tr>
<tr>
<td>Panel A. Pooled estimates:</td>
<td>16.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0032* (0.0010)</td>
<td>0.0019* (0.0007)</td>
</tr>
<tr>
<td>Panel B. Census-division specific estimates:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. New England (CT, ME, MA, NH, RI, VT)</td>
<td>0.95</td>
<td>0.0024 (0.0027)</td>
</tr>
<tr>
<td>2. Middle Atlantic (NJ, NY, PA)</td>
<td>2.48</td>
<td>0.0096* (0.0046)</td>
</tr>
<tr>
<td>3. East North Central (IN, IL, MI, OH, WI)</td>
<td>3.38</td>
<td>0.0014 (0.0015)</td>
</tr>
<tr>
<td>4. West North Central (IA, KS, MN, MO, NE, ND, SD)</td>
<td>1.38</td>
<td>0.0030* (0.0010)</td>
</tr>
<tr>
<td>5. South Atlantic (DE, DC, FL, GA, MD, NC, SC, VA, WV)</td>
<td>2.80</td>
<td>0.0108* (0.0053)</td>
</tr>
<tr>
<td>6. East South Central (AL, KY, MS, TN)</td>
<td>1.14</td>
<td>0.0130* (0.0050)</td>
</tr>
<tr>
<td>7. West South Central (AR, LA, OK, TX)</td>
<td>1.78</td>
<td>0.0166* (0.0068)</td>
</tr>
<tr>
<td>8. Mountain (AZ, CO, ID, NM, MT, UT, NV, WY)</td>
<td>0.84</td>
<td>0.0056* (0.0018)</td>
</tr>
<tr>
<td>9. Pacific (CA, OR, WA)</td>
<td>1.87</td>
<td>−0.0103 (0.0130)</td>
</tr>
<tr>
<td>10. p-value from F-tests of equality Across US census divisions</td>
<td>—</td>
<td>0.001</td>
</tr>
</tbody>
</table>

**Notes:** The estimates are from fixed-effect regressions based on a sample of 1,715 state-year observations (see equation 6). Each model includes state fixed-effects and census division-by-year fixed-effects. The dependent variable is the log of the total residential energy consumption in a state-year. The estimates on the lowest two (coldest) and highest two (hottest) bins are reported. The entries in columns 2a and 2b are from a separate regression where temperature is modeled in hundreds of heating degree days (HDD) and cooling degree days (CDD), both of which are calculated with a base of 65° F. Standard errors are clustered at the state level. Starred entries are statistically significant at the 5 percent level. See the text for further details.

at the upper and lower tail of the daily temperature distribution; temperature-days below 10°F and above 90°F are associated with 0.3 percent–0.4 percent increases in annual residential energy consumption. The results are summarized in [Table 4] and its layout is similar to Tables 2 and 3. Panel A reports pooled estimates, while panel B reports estimates specific for each US census division. The first column reports the average aggregate annual residential energy consumption, which is 16.6 quadrillion BTUs, QBTU over the 1968–2002 period.

The remaining columns report the results from two separate versions of equation (6), where the dependent variable is log of the total residential energy consumption measured at the state by year level. Again, only the point estimates corresponding to the lowest two (coldest) and highest two (hottest) exposure bins are reported in columns 1a–1d, although all models include the nine temperature bins described earlier.

In addition, we also report estimates based on cooling and heating degree days (both use a base of 65°F) since it is the dominant approach in the literature (e.g.,
Robert F. Engle et al. (1986). For ease of interpretation, the point estimates reported in columns 2a and 2b are scaled in hundreds of cooling and heating degree days. An additional hundred cooling degree-days (roughly one-tenth of the annual national average) increases energy consumption by 1.1 percent or 0.182 QBTU, while an additional hundred heating degree-days (roughly one-fiftieth of the annual national average) increases consumption by 0.5 percent or 0.087 QBTU.

Panel B reveals tremendous heterogeneity in the response function for residential energy consumption, although statistical precision is an issue. This is observed in both the degree-days and the “bins” specification. Focusing on the estimates in columns 1a–1d, the impact of days in the highest temperature bin on residential energy consumption is statistically significant in only three of nine divisions (East South Central, Mountain, and Pacific). The three divisions where the response to high temperature days is the largest are New England, Middle Atlantic, and Pacific, with impacts ranging from 3 to 10 percent, although none of these is statistically significant at the 5 percent level. The estimated effect of cooling degree-days is statistically significant at the 5 percent level for the South Atlantic, East South Central, West South Central, and Mountain divisions.

The differential impact of days in the lowest temperature category on residential energy consumption across division is better determined in the data, reflecting the greater frequency of these days. The point estimates associated with the lowest temperature category (column 1a) are statistically significant in 6 of 9 divisions (Middle Atlantic, South Atlantic, West North Central, East South Central, West South Central, and Mountain) and correspond to impacts of 0.3 percent to 1.7 percent. In the heating degree-days specification, the impacts are significant in seven out of nine divisions.

An important question about the generalizability of these results to the future is the degree to which there are currently differences in adaptation across the United States that might change in responses to climate change. For example, higher temperatures could increase the rate of penetration of air conditioning in areas that currently have few extremely hot days. We assessed this possibility in two ways. The cruder approach is a test of whether the division-specific estimates are equal. The bottom row of Table 4 reveals that this null is rejected at conventional levels for the parameters associated with the temperature variables, except for the $>90^\circ F$ variable that has a $p$-value of 0.088.

The second approach is based on the idea that hot days should cause greater increases in energy consumption in parts of the country where high temperatures are relatively frequent. We tested this idea by regressing the division-specific $>90^\circ F$ parameters on the division-specific mean number of days in that category annually. This nine data point regression fails to find evidence that the frequency of hot days is related to the energy consumption responsiveness of hot days. Indeed, the parameter estimate has a counter-intuitive negative sign and is very poorly determined ($t$-statistic less than 1), regardless of whether it is weighted by the inverse of the parameter estimate’s standard error. This finding is consistent with the possibility of...
that air conditioning or other cooling technologies are already pervasive in the United States and/or that households in warmer areas have undertaken other investments that mitigate the need for greater energy consumption on hot days.

We believe that this analysis of the relationship between temperature and energy consumption has made at least two advances on previous research. First, it reveals that the standard approach of modeling energy consumption with heating and cooling degree-days obscures the nonlinear increase in energy consumption at extremely high temperatures. Second, these estimates are relevant to the entire country. In contrast, much of the previous literature is based on data from a specific city or state, which leaves questions of external validity unanswered (e.g., Guido Franco and Alan H. Sanstad 2006).

D. Predicting the Impact of Climate Change on Mortality Rates and Residential Energy Consumption

The relationships between temperature and mortality and energy consumption that this paper has documented can be combined with predictions about climate change to develop measures of some of the costs of climate change. As Figure 1 demonstrated, the state-of-the-art climate models predict dramatic increases in the number of extremely hot days, especially in the 80–90°F and >90°F bins, when mortality and energy consumption are relatively high. Importantly, these increases are largely predicted to be offset by decreases in the number of days in the middle of the temperature distribution, where mortality rates and energy consumption are the lowest. Thus, it seems that climate change will cause the United States to exchange relatively low cost days for ones with higher social costs.

We now turn to a more precise calculation of the predicted mortality impacts of climate change. Table 5 summarizes the results from the estimation of separate versions of equation (5) for the four age groups using the error-corrected Hadley 3 A1FI predictions. Here and throughout the rest of the analysis (except Table 7), the climate change predictions are for the end of the century and this is defined as the average of the predictions for the years 2070–2099. The final row sums the estimated impacts to provide all age estimates. The empirical estimates underlying the calculations in Table 5 are based on the regression results reported in panel A of Table 2.

The entries are based on calculations of the estimated impact of a climate change scenario on annual US mortality for each age group. For example, the estimated impact of predicted temperature changes on a given county and age group is calculated as follows:

\[
M_{ca} = \text{MeanPopulation}_{ca} \times \sum_j \left( \hat{\theta}_{aj}^{\text{TMEAN}} \bullet \Delta\text{TMEAN}_{cj} \right).
\]

---

24 We conducted the analogous exercise with the division-specific parameters on the variable for the number of days where the temperature is less than 10°F. This regression also produced a “perversely” signed relationship that has a t-statistic of roughly 1.55 when the regression is weighted by the inverse of the parameter estimate’s standard error.
Table 5—Estimates of the Impact of Climate Change on Annual Mortality, By Age Group and by Segment of the Temperature Distribution, Based on Error-Corrected Hadley 3 A1FI Model

<table>
<thead>
<tr>
<th>Age group:</th>
<th>Impact of change in days with temperature</th>
<th>Total temperature impact</th>
<th>Temperature and precipitation impact</th>
<th>% Change in annual mortality</th>
<th>Annual change in life-years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;20° F (1a)</td>
<td>20°–80° F (1b)</td>
<td>&gt;80° F (1c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infants</td>
<td>156</td>
<td>20°–80° F (1b)</td>
<td>4,293*</td>
<td>3,318</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>(254)</td>
<td>(20°–80° F (1b))</td>
<td>(1,992)</td>
<td>(1,761)</td>
<td>(1,767)</td>
</tr>
<tr>
<td>1–44</td>
<td>3,784*</td>
<td>20°–80° F (1b)</td>
<td>*26,745</td>
<td>8,461</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>(1,445)</td>
<td>(20°–80° F (1b))</td>
<td>(9,997)</td>
<td>(7,060)</td>
<td>(7,099)</td>
</tr>
<tr>
<td>45–64</td>
<td>−3,362*</td>
<td>20°–80° F (1b)</td>
<td>19,738*</td>
<td>6,985</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>(1,112)</td>
<td>(20°–80° F (1b))</td>
<td>(6,455)</td>
<td>(5,150)</td>
<td>(5,197)</td>
</tr>
<tr>
<td>65+</td>
<td>−7,704*</td>
<td>20°–80° F (1b)</td>
<td>71,986*</td>
<td>43,843*</td>
<td>3.0*</td>
</tr>
<tr>
<td></td>
<td>(3,041)</td>
<td>(20°–80° F (1b))</td>
<td>(22,286)</td>
<td>(17,429)</td>
<td>(17,504)</td>
</tr>
<tr>
<td>All ages</td>
<td>−14,693*</td>
<td>20°–80° F (1b)</td>
<td>122,763*</td>
<td>63,363*</td>
<td>3.0*</td>
</tr>
<tr>
<td></td>
<td>(5,851)</td>
<td>(20°–80° F (1b))</td>
<td>(40,731)</td>
<td>(31,400)</td>
<td>(31,567)</td>
</tr>
</tbody>
</table>

Notes: The estimates are from fixed-effect regressions by age group, for ten temperature-day bins and the other control variables as reported in rows 1–5 in Table 2. Standard errors (in parentheses) are clustered at the county-by-age group level and take climate change predictions as constants. Starred entries are statistically significant at the 5 percent level. Years of life lost based on 1980 life table estimates. See the text for further details.

That is, the predicted change in the number of days in each temperature cell \((\Delta T_{\text{MEAN}}_{cj})\) is multiplied by the corresponding age group-specific impact on mortality \((\theta_{aj})\), and then these products are summed. This sum is then multiplied by the average population for that age group in that county \((\text{MeanPopulation}_{ca})\) over the sample period. The impacts for a given age group are then summed over all counties. This sum is the national age group-specific estimate of the change in annual mortality. It is straightforward to calculate the standard error (reported below the estimate in parentheses), since the estimated mortality change is a linear function of the parameters.

Columns 1a–1c report this calculation for the bottom two temperature categories (i.e., <10° F and 10°–20° F), the middle five temperature categories, and top two temperature categories (i.e., 80°–90° F and >90° F). The entries are the change in annual fatalities, based on the assumption that the size and geographical distribution of the population remain constant. Column 2 reports the total temperature impact and column 3 adds in the impact of the relatively inconsequential change in precipitation (which is calculated analogously to the method outlined in equation (7)). Column 4 reports the estimated percentage change in the annual mortality rate (and its standard error), which is calculated as the ratio of the change in the age group’s annual mortality rate due to predicted climate change to its overall annual mortality rate.

Column 5 reports the change in life-years due to predicted climate change for each age category (again assuming a constant population and geographical distribution). This entry is the product of the predicted change in annual fatalities and the residual life estimate for each age group, which is evaluated in the middle of the age range and taken from the 1980 Vital Statistics, but the negative values correspond to

25 The residual life estimates for the four age categories are 73.9 (infants), 53.6 (1–44), 24.7 (45–64), and 9.4 (>65).
losses of life-years. This calculation may overstate the change in life-years, because affected individuals are likely to have shorter life expectancies than the average person. Nevertheless, these entries provide a way to capture that fatalities at young ages may have greater losses of life expectancy than those at older ages.

The error-corrected Hadley 3 A1FI results suggest that climate change would lead to approximately 63,000 additional deaths annually in the United States (as reported in the bottom row of column 3), which is equivalent to a 3 percent increase in the annual mortality rate. It is apparent that the overall effect is driven by statistically significant increases in mortality due to the predicted increased incidence of very hot days (122,763 extra deaths in column 1c) and predicted decreases in mortality due to fewer moderate days (44,706 fewer deaths in column 1b) and very cold days (14,693 fewer deaths in column 1a). As a result, the overall effect of 63,030 extra annual deaths is comprised of statistically significant increases and decreases in annual mortality and is itself marginally statistically significant at the conventional significance levels. The life-years calculation implies an annual loss of roughly 1.3 million life-years.

Two other findings bear highlighting. First, the predicted increase in the annual mortality rate is greatest for infants; the estimates suggest a 7.8 percent increase in the infant mortality rate or 3,318 additional infant deaths per year. This result is not surprising, because infants’ thermoregulatory systems are not yet fully functional (Robin Knobel and Diane Holditch-Davis 2007). Second, the percent impacts on the other age categories are smaller and only the increase among the 65 and older category would be judged statistically significant at conventional levels.

Table 6 reports predicted impacts of climate change on annual mortality and aggregate residential energy consumption by US census division. For reasons of precision, we use the national estimates of the mortality and residential energy responses to temperature, rather than the division-specific ones. However, the predicted changes in the temperature and precipitation distributions are specific to each division. The estimates are reported for the changes occurring in the lowest and highest temperature bins (columns 1 and 2, and 4 and 5, respectively) as well as the overall impact that accounts for the full changes in the temperature and precipitation distributions (columns 3 and 6).

The first row shows the pooled estimates, which in the case of annual mortality have already appeared in Table 5. In terms of aggregate residential energy consumption, the pooled estimates indicate that climate change will lead to a net increase of 1.9 QBTU, with a standard error of 1.2.

The remaining rows of Table 6 report the predicted impacts of climate change on annual mortality and aggregate residential energy consumption by US census division. The overall mortality impacts are reported in column 3. For the first four divisions (New England—West North Central), which are all relatively cold-weather locations, the predicted net effect of climate change is a relatively small and statistically insignificant increase in annual mortality. The predicted change in mortality is positive for the remaining five divisions and is statistically significant in four of

26As shown in Figure 2, all the point estimates associated with temperatures below 50° F are statistically significant.
Table 6—Estimates of the Impact of Climate Change on Annual Mortality and Residential Energy Consumption, By Census Division and Segment of Temperature Distribution

<table>
<thead>
<tr>
<th>Impact on annual mortality</th>
<th>Impact on annual residential energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Days</td>
</tr>
<tr>
<td></td>
<td>&lt; 20° F</td>
</tr>
<tr>
<td>Pooled estimates:</td>
<td>(1)</td>
</tr>
<tr>
<td>−14,693*</td>
<td>(5,851)</td>
</tr>
</tbody>
</table>

Estimates by census division:

1. New England
   (CT, ME, MA, NH, RI, VT)
   −1,601*                  | (636) | 4,604* | 538        | −0.120* | 0.277* | 0.035
2. Middle Atlantic
   (NJ, NY, PA)
   −3,032*                  | (1,211) | 18,734* | 6,201      | −0.026* | 0.208* | 0.092
3. East North Central
   (IN, IL, MI, OH, WI)
   −5,383*                  | (2,148) | 18,583* | 5,084      | −0.088* | 0.316* | 0.116
4. West North Central
   (IA, KS, MN, MO, NE, ND, SD)
   −2,927*                  | (1,185) | 10,021* | 3,759      | −0.179* | 0.499* | 0.202
5. South Atlantic
   (DE, DC, FL, GA, MD, NC, SC, VA, WV)
   −483*                   | (196) | 23,508* | 14,673*    | −0.022* | 0.751* | 0.557*
6. East South Central
   (AL, KY, MS, TN)
   −331*                   | (134) | 9,546* | 5,721*     | −0.010* | 0.361* | 0.274*
7. West South Central
   (AR, LA, OK, TX)
   −180*                   | (74) | 20,550* | 15,514*    | −0.006* | 0.437* | 0.358*
8. Mountain
   (AZ, CO, ID, NM, MT, UT, NV, WY)
   −642*                   | (259) | 4,528* | 1,948      | −0.081* | 0.405* | 0.154
9. Pacific
   (CA, OR, WA)
   −115*                   | (46) | 12,687* | 9,592*     | −0.003* | 0.138* | 0.089

Notes: Columns 1–3 report the predicted age-adjusted change in annual mortality due to climate change, based on the results from fitting equation (5) in panel A of Table 2, and include the effect of predicted changes in temperature and precipitation distributions (precipitation effects in column 3 only). Columns 4–6 present the predicted change in annual residential energy consumption due to climate change, based on the results from fitting equation (6) which is reported in row A of Table 5, and include the effect of predicted changes in temperature and precipitation distributions (precipitation effects in column 6 only). Standard errors are clustered at the county-by-age group level (annual mortality estimates) or state level (annual residential energy consumption estimates) and take the error-corrected Hadley 3 A1FI climate change predictions as constants. Starred entries are statistically significant at the 5 percent level. See the text for further details.

The results for residential energy consumption by division generally exhibit the same patterns as those for annual mortality. The overall impacts (column 6) suggest that residential energy demands will increase in most divisions due to climate change. Just as with mortality, some of the largest increases are projected to occur in the South Atlantic, East South Central, and West South Central divisions. This finding of larger impacts in the South is due to the regional differences in projected changes in climate (since the national response function is used for all regions).

VI. Interpretation

Optimal decisions about climate change policies require estimates of individuals’ willingness to pay to avoid climate change over the long run. Previous research has
suggested that human health is likely to be a big part of these costs. This section assesses the magnitude of the estimated impacts in the United States and discusses some caveats to this exercise.

The central tendency of the baseline mortality estimates is that by the end of the twenty-first century, the overall mortality rate will increase by about 3 percent with the error-corrected Hadley 3 A1FI predictions. To put this estimate in some context, the US age adjusted death rate for both genders has decreased from 1,304.5 to 832.7 per 100,000 between 1968 and 2002, which is a decline of approximately 1 percent per year. Thus, even if the point estimates are taken literally, the climate change induced increase in mortality is roughly equivalent to losing just three years of typical improvement in longevity over this century.

As an alternative, Table 7 presents the present discounted value of the expected welfare loss associated with predicted changes in climate during the twenty-first century. Columns 1a and 1b present the predicted changes in life-years and energy consumption (measured in quads) over the periods 2010–2039, 2040–2069, 2070–2099, and 2010–2099. The standard errors are reported in parentheses below the estimated impacts.

The total loss in life-years is about 68 million life years between 2010 and the end of the century. The increase in energy consumption is roughly 90 QBTU. The changes in life-years and energy consumption are largest in the 2070–2099 period, because the predicted temperature changes are largest during these years.

Columns 2a and 2b monetize these changes with two different sets of assumptions. In column 2a, we assume the value of a life year is $100,000 and the cost of a quad of energy consumption is $10 billion (2010$).\(^{27}\) The calculations in column 2b are based on the assumptions that real per capita income grows by 2 percent per year and the elasticity of the value of a life-year with respect to income is 1.6, which is consistent with Dora L. Costa and Matthew E. Kahn (2004). Further, we assume that real energy prices increase by 5 percent annually. Thus, the current valuations of $100,000 per life-year and $10 billion per quad increase such that the respective valuations are approximately $1,032,000 per life-year and $863.3 billion per quad in 2099. In both columns, we assume a discount rate of 3 percent.

Column 2a indicates that the present discounted values of these climate change induced losses over the remainder of the twenty-first century are about $1.5 trillion. It is also noteworthy that this estimate has an associated t-statistic of roughly 1.5, so in this case the null of zero damages is not rejected at conventional significance levels. The losses with the non-error-corrected Hadley 3 A1FI and CCSM 3 A2 predictions are larger. They are $4.0 trillion and $2.1 trillion, respectively, and the null hypothesis of a zero effect is rejected in both cases.\(^{28}\)

The entries in column 2b are necessarily larger, which highlights that these calculations are sensitive to the assumptions about the evolution of the value of a statistical life-year and energy prices (as well as the discount rate). A judgment about the magnitude of these larger estimates requires decisions on the present value of future

\(^{27}\)This valuation of a life-year is roughly consistent with Ashenfelter and Greenstone’s (2004) estimate of the value of a statistical life. The average cost of a quad in 2010 dollars between 1990 and 2000 is $10 billion.

\(^{28}\)All standard errors in Table 7 treat the climate change predictions as nonstochastic.
income growth. For this reason, we emphasize the column 2a estimates. In addition, the estimates in column 2a generally have tighter confidence intervals.

There are a number of caveats to these calculations, and to the analysis more generally, that bear noting. First, the effort to project outcomes at the end of the century requires a number of strong assumptions, including that the climate change predictions are correct, relative prices (e.g., for energy and medical services) will remain constant, the same energy and medical technologies will prevail, and the demographics of the US population (e.g., age structure) and their geographic distribution will remain unchanged. These assumptions are strong, but their benefit is that they allow for a transparent analysis based on the available data.

Second, there is considerable uncertainty about climate predictions, and this paper’s estimates are unable to account for this uncertainty. The state of climate modeling has advanced dramatically over the last several years, but there is still much to learn, especially about the role of greenhouse gases on climate (Thomas R. Karl and Kevin E. Trenberth 2003). Thus, the Hadley 3 A1FI and CCSM 3 A2 predictions should be conceived of as two realizations from a superpopulation of models and scenarios. The sources and magnitude of uncertainty in these models

### Table 7—Estimates of the Present Discounted Value of the Health Related Welfare Costs of Climate Change by 30 Year Periods

<table>
<thead>
<tr>
<th></th>
<th>Change in Life-years (million) (1a)</th>
<th>Change in Energy consumption (QBTU) (1b)</th>
<th>Present discounted value of welfare loss (2010 billion)</th>
<th>Assume constant energy prices and value of a statistical life year (2b)</th>
<th>Assume annual increases in energy prices and value of a statistical life year (2b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hadley 3 A1FI, error-corrected</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010–2039</td>
<td>−5.95</td>
<td>5.43</td>
<td>$403.6</td>
<td>$242.9</td>
<td>$664.1</td>
</tr>
<tr>
<td></td>
<td>(3.39)</td>
<td>(5.38)</td>
<td></td>
<td>(409.6)</td>
<td></td>
</tr>
<tr>
<td>2040–2069</td>
<td>−21.37</td>
<td>28.63</td>
<td>$631.0</td>
<td>$2,555.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12.70)</td>
<td>(18.88)</td>
<td></td>
<td>(1,564.3)</td>
<td></td>
</tr>
<tr>
<td>2070–2099</td>
<td>−40.56</td>
<td>56.90</td>
<td>$495.4</td>
<td>$5,345.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(23.98)</td>
<td>(35.32)</td>
<td></td>
<td>(3,218.6)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−67.88</td>
<td>90.96</td>
<td>$1,530.0</td>
<td>$8,565.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(39.71)</td>
<td>(59.25)</td>
<td></td>
<td>(5,155.5)</td>
<td></td>
</tr>
<tr>
<td>Hadley 3 A1FI, uncorrected</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−122.13*</td>
<td>184.64*</td>
<td>$4,037.3*</td>
<td>$15,659.2*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52.68)</td>
<td>(50.98)</td>
<td></td>
<td>(6,044.8)</td>
<td></td>
</tr>
<tr>
<td>CCSM 3 A2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−63.07</td>
<td>81.39</td>
<td>$2,133.1*</td>
<td>$7,670.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(31.69)</td>
<td>(41.00)</td>
<td></td>
<td>(3,901.9)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Column 1a reports the predicted change in life-years over different periods. The total rows refer to the years 2010–2099. Column 1b reports the predicted change in energy consumption in quads. The column 2a calculations assume that the value of a statistical life year is $100,000 and that the cost of a quad of energy is $10 billion ($2010). The column 2b calculations assume that energy prices increase by 5 percent real annually. Additionally, they assume that real per capita income grows by 2 percent per year and following Costa and Kahn (2004) that the elasticity of the value of a statistical life year with respect to income is 1.6. All present value calculations use a 3 percent discount rate. Standard errors are reported in parentheses. Starred entries are statistically significant at the 5 percent level. See the text for further details.
and scenarios are unclear, so they cannot readily be incorporated into the estimates of the impacts of climate change. Nevertheless, the use of two sets of daily business as usual climate change predictions provides some sense of the variation.

Third, the life-years calculation assumes that the individuals whose lives are affected by the temperature changes had a life expectancy of 78.6 for women and 71.2 for men. It seems plausible and perhaps even likely that the individuals that die due to higher temperatures had below average life expectancies, in which case the estimated loss of life-years is too high. Fourth, the predicted impacts on mortality totals (i.e., not rates) implicitly assume that the total population remains constant. Those could be adjusted when combined with predictions about future population levels.

Fifth, these calculations are unlikely to capture the full impact of climate change on health. In particular, there may be increases in the incidence of morbidities due to the temperature increases. Additionally, there are a series of indirect channels through which climate change could affect human health, including greater incidence of vector borne infectious diseases (e.g., malaria and dengue fever). Further, it is possible that the incidence of extreme events would increase, and these could affect human health (Kerry Emanuel 2005). However, this study is not equipped to shed light on these issues.

Sixth, and perhaps most importantly, the theoretical section highlighted that our estimates likely overstate the increase in mortality and energy consumption due to climate change. Our identification strategy relies on inter-annual fluctuations in weather, rather than a permanent change, and there are a number of adaptations that cannot be undertaken in response to a single year’s weather realization. For example, permanent climate change is likely to lead to institutional adaptations (e.g., improvements in hospitals’ ability to treat heat related illnesses) and perhaps even migration. Our approach fails to account for these adaptations. Although some of these adaptations may be costly, individuals will only undertake them if they are less costly than the alternative. For this reason, our approach is likely to overstate the part of the health costs of climate change that we can estimate.

VII. Conclusions

There are several broader implications of this research. First, the age group-specific mortality and residential energy consumption response functions are not specific to any climate model. They reflect the current level of infrastructure, physiology, medical technology, adaptation technologies, and possibly many other factors. As such, they can be used today to understand the complex relationship between temperature deviations and human well-being that prevails today.

Second, this paper has demonstrated that it is possible to develop harvesting and delayed-impact resistant estimates of the impacts of weather on mortality by combining annual mortality data with daily weather data. In principle, this approach can be applied to other settings where there is an unknown dynamic relationship

29 We are unaware of a single previous impact study that utilizes daily predictions from even a single model-scenario combination.
between environmental exposure and human health. For example, a number of commentators have suggested that the documented relationship between daily air pollution concentrations and daily mortality rates may at least partially reflect forward displacement or harvesting.

Finally, the impacts of climate change will be felt throughout the planet. This paper’s approach can be applied to data from other countries to develop estimates of the health related welfare costs of climate change elsewhere. It is especially important to develop estimates for countries where current temperatures are higher than in the United States and/or people are poorer and less able to afford life-preserving adaptations like increased energy consumption. Ultimately, the development of rational climate policy requires knowledge of the health and other costs of climate change from around the world (see e.g., Robin Burgess et al. 2011).
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