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ABSTRACT

Baroclinic eddy equilibration and the roles of different boundary layer processes in limiting the baroclinic adjustment are studied using an atmosphere–ocean thermally coupled model. Boundary layer processes not only affect the dynamical constraint of the midlatitude baroclinic eddy equilibration but also are important components in the underlying surface energy budget. The authors’ study shows that baroclinic eddies, with the strong mixing of the surface air temperature, compete against the fast boundary layer thermal damping and enhance the meridional variation of surface sensible heat flux, acting to reduce the meridional gradient of the surface temperature. Nevertheless, the requirement of the surface energy balance indicates that strong surface baroclinicity is always maintained in response to the meridionally varying solar radiation. With the strong surface baroclinicity and the boundary layer processes, the homogenized potential vorticity (PV) suggested in the baroclinic adjustment are never observed near the surface or in the boundary layer.

Although different boundary layer processes affect baroclinic eddy equilibration differently with more dynamical feedbacks and time scales included in the coupled system, their influence in limiting the PV homogenization is more uniform compared with the previous uncoupled runs. The boundary layer PV structure is more determined by the strength of the boundary layer damping than the surface baroclinicity. Stronger boundary layer processes always prevent the lower-level PV homogenization more efficiently. Above the boundary layer, a relatively robust PV structure with homogenized PV around 600–800 hPa is obtained in all of the simulations. The detailed mechanisms through which different boundary layer processes affect the equilibration of the coupled system are discussed in this study.

1. Introduction

One basic issue in studying the midlatitude general circulation is to understand and quantify the relation between baroclinic eddies and the mean flow. For this purpose, several theories have been proposed, including one that focuses on the baroclinic adjustment. The baroclinic adjustment theory, which was first introduced by Stone (1978) and further studied by Gutowski (1985), Cehelsky and Tung (1991), Lindzen (1993), Welch and Tung (1998), Zurita and Lindzen (2001), and Zurita-Gotor and Lindzen (2004a,b), proposes a preferred equilibrium state of the mean flow with relatively robust isentropic slope/potential vorticity (PV) structure and a tendency of baroclinic eddies to homogenize the mean flow PV. However, when comparing this theory with observations, as shown in Stone and Nemet (1996) and Kirk-Davidoff and Lindzen (2000), the baroclinic adjustment is found only in the free troposphere with homogenized PV observed around 600–800 hPa, and it fails to work in the boundary layer. The observed strong surface baroclinicity at midlatitudes challenges the validity of the baroclinic adjustment.

On the other hand, many studies indicate that boundary layer processes have a strong influence on the development and equilibration of baroclinic eddies. Linear baroclinic instability studies showed that the Ekman friction leads to a reduction in instability (Card and Barcilon 1982; Lin and Pierrehumbert 1988), and the thermal damping, as shown by Valdes and Hoskins...
(1988), has small influence on the instability, which may destabilize the flow under some circumstance. Nonlinear eddy life cycle studies by Branscome et al. (1989) and Gutowski et al. (1989) found that surface momentum and heat fluxes all act to suppress the maximum amplitude that baroclinic eddies can reach in the life cycle. Eddy equilibration studies indicate that different boundary layer processes may have different mechanisms that influence the baroclinic eddy equilibration and the equilibrated state. Swanson and Pierrehumbert (1997) suggested that surface heat flux and the boundary layer vertical thermal diffusion damp the surface air temperature fluctuation on very short time scales and may prevent the temperature mixing by baroclinic eddies. Surface friction may affect the eddy equilibration through more complex ways. The mechanism of “barotropic effect” (James and Gray 1986; James 1987; Chen et al. 2007) indicates that surface friction can affect the baroclinic eddy equilibration by modifying the horizontal shear of the zonal flow. Zurita and Lindzen (2001) noted that short Charney waves can equilibrate by mixing the PV gradient only around the critical level. Zurita-Gotor and Lindzen (2004b) thus suggest that surface friction, by affecting the zonal wind, can change the distribution of the critical level, which also affects the baroclinic eddy equilibration and limits the PV homogenization.

Zhang et al. (2009, hereafter Z09), under the lower boundary condition of fixed SST, studied how these boundary layer processes work together to influence the baroclinic equilibration and limit the PV homogenization. Z09 showed that the boundary layer vertical thermal diffusion and surface heat exchange are the dominant processes that prevent the boundary layer PV homogenization. These two processes couple the boundary layer, even the free troposphere, with the underlying surface and strongly damp the lower-level temperature fluctuations. Thus, even though the potential temperature mixing by the baroclinic eddies in the boundary layer is strong, the strong surface temperature gradient is still retained. Z09 also found that reducing surface friction alone does not result in efficient elimination of the boundary layer PV gradient and the response of the equilibrated state PV gradient to changes in surface friction is not monotonic. These results are obtained under the condition of fixed surface temperature; thus, through the boundary layer processes, the lower surface behaves as a permanent source of the lower atmosphere baroclinicity. This is a reasonable assumption as long as the atmospheric adjustment time scale is short compared with the underlying surface temperature variation time scale. However, for the longer time scale climate dynamics, fixed surface temperature is a considerable limitation. Whether the mechanism suggested in Z09 works in longer time scales may depend on whether the strong surface temperature gradient can still be maintained in spite of the strong surface air mixing by baroclinic eddies. Many studies also suggested that coupling between the atmosphere and ocean reduces the surface thermal damping (Bladé 1997; Barsugli and Battisti 1998; Ferreira et al. 2001) compared with the uncoupled run, which also indicates that the role of the boundary layer processes in limiting the PV homogenization needs further investigation in the coupled system.

The boundary layer processes, especially the surface heat fluxes, not only affect the dynamical constraint of the baroclinic eddy equilibration in the extratropics, but also are important components in the underlying surface energy budget (da Silva et al. 1994; Källberg et al. 2005). The surface heat fluxes not only affect the eddy activity in the atmosphere directly but also strongly contribute to the variation of the underlying surface temperature (Frankignoul 1985; Stull 1988), which in turn affects the baroclinic eddy equilibration in the atmosphere. Thus, the surface energy balance, through the boundary layer processes, is an important factor that constrains the atmospheric eddy equilibration, which is always neglected in the previous studies. In this study, we release the condition of fixed surface temperature in Z09 and further investigate the baroclinic adjustment and the role of the boundary layer processes in a simple atmosphere–surface thermally coupled model. As the baroclinic adjustment is based on the quasigeostrophic (QG) concept, the atmospheric model used here is still a QG process model, as in Z09. The underlying surface chosen in this study is a slab ocean. How the atmospheric eddy activity, boundary layer processes, and the surface energy balance work together to determine the equilibration of the coupled system is the topic we will investigate here. More specifically, compared with the fixed SST situation, what is the role of the different boundary layer processes in limiting PV homogenization as well as the baroclinic adjustment? These are the questions that we will answer in this study.

Our study illustrates the dominant role of baroclinic eddies in determining the surface sensible heat flux distribution, which acts to reduce the surface baroclinicity. Nevertheless, in all the cases, under the requirement of surface energy balance, strong surface baroclinicity is always maintained in response to the meridional variation of the incident solar radiation. Combined with the boundary layer processes, the PV homogenization is always suppressed in the boundary layer. The detailed mechanisms by which different boundary layer processes affect the equilibration of the coupled system by modifying the eddy activity and the surface energy budget are investigated. Compared with the uncoupled runs in Z09,
boundary layer processes limit the PV homogenization as well as the baroclinic adjustment in a more uniform way—that is, the PV homogenization is more efficiently suppressed under stronger boundary layer damping no matter how the surface baroclinicity is modified. Above the boundary layer, a robust PV structure with homogenized PV around 600–800 hPa, as suggested by Zurita and Lindzen (2001) and Zurita-Gotor and Lindzen (2004a), is obtained.

The structure of this paper is assigned as follows. Section 2 is a brief description of the atmosphere–ocean thermally coupled model. The spinup of the coupled model and the effect of the lower-level eddy mixing in modifying the underlying surface temperature distribution are shown in section 3. The roles and mechanisms of different boundary layer processes in limiting the PV homogenization in the coupled runs are investigated in section 4. A summary and discussion of the results are presented in section 5.

2. Model description

The atmospheric model used in this study is still a modified β-plane multilevel quasigeostrophic channel model with interactive static stability and a simplified parameterization of atmospheric boundary layer physics, similar to that of Solomon and Stone (2001a,b) and Z09. The model has a channel length of 21 040 km, which is comparable to the length of the latitudinal belt in the midlatitudes, and a channel width of 10 000 km with the baroclinic zone over the central half of the channel. For simplicity the radiative–convective forcing in the atmosphere is still parameterized by the Newtonian cooling form. One difference between the coupled and uncoupled models is that the radiative–convective equilibrium (RCE) state temperature $T_g$ used in the radiative–convective forcing, instead of being fixed, is allowed to vary with the underlying surface temperature $T_g$ in the coupled model. Thus, the variation of the surface temperature can be “felt” by the atmosphere through the boundary layer processes and the radiative–convective heating. Here we only introduce the boundary layer parameters used in the model. As in Z09, four coefficients $c_{dv}, c_{dP}, \mu_x$, and $\mu_m$ are used to parameterize the strength of the surface sensible heat exchange, surface friction, boundary layer thermal and momentum diffusions, respectively. In addition, surface friction by ageostrophic winds is also included in most of the simulations. (See appendix A for the details of the atmospheric model.)

A slab ocean model is coupled with the atmospheric model to provide an interactive distribution of $T_g$. The slab ocean model has a fixed depth and only allows heat exchanges with the atmosphere (i.e., surface sensible and latent heat fluxes and radiative flux) to influence the surface temperature directly. In the model, the dynamical heat transport in the ocean (i.e., oceanic meridional heat transport) is simply represented by a prespecified Q flux $Q_{fx}$, which is not allowed to vary with time. Since this study focuses on midlatitude dynamics, sea ice is not included in the model, even though snow and ice have a strong influence on the albedo, static stability, and poleward heat transport in high latitudes.

a. Governing equation of the surface temperature

The tendency of $T_g$ is calculated from the energy budget equation of the surface layer:

$$\rho_g C_{pg} H_{sur} \frac{dT_g}{dt} = F_{sur} + Q_{fx},$$  

where $\rho_g$ is the seawater density of the ocean mixed layer and is constant in the model; $C_{pg}$ is the specific heat and $\rho_g C_{pg}$ is $4 \times 10^5$ J m$^{-3}$ K$^{-1}$ for ocean surface; $H_{sur}$ is the depth of the surface layer; $F_{sur}$ is the heat flux across the air–sea interface (define the flux from the atmosphere into the surface as positive); and $Q_{fx}$ represents the effect of the convergence of oceanic horizontal heat transport and the possible heat flow into the ocean mixed layer from deeper layers. Even though the depth of the ocean mixed layer has large spatial and seasonal variation, for simplicity we assume $H_{sur}$ to be a constant with $H_{sur} = 5$ m as the default value in this study. In the midlatitudes, the ocean mixed layer is typically around 100 m in the winter and 20 m in the summer. However, the equilibrium state of the coupled system is insensitive to $H_{sur}$. Even for the transient response, we found the surface response time scale with a shallow ocean mixed layer is already much longer than the atmospheric response time scales, and the mechanism through which the coupled system reaches the equilibrium is the same.

Note that $F_{sur}$ has three components: radiative flux into the surface $F_{rad}$; sensible heat flux from the surface to the atmosphere $F_{sh}$, which has the same definition as in Eq. (A4); and latent heat flux from the surface to the atmosphere $F_{lh}$:

$$F_{sur} = F_{rad} - F_{sh} - F_{lh}.$$  

Our atmospheric model is a dry model that does not simulate moist physics. The net thermal forcing of radiative and latent heating is parameterized in a Newtonian cooling form. However, these two factors are important terms in the surface energy budget and estimated explicitly in the surface model.
b. Latent heat flux

The latent heat flux is estimated using the linear bulk aerodynamic formula:

\[ F_{\text{LH}} = c_{dL} \rho A L (q_g^* - q_{\text{air}}^*), \]  

(3)

where \( L \) is the latent heat of evaporation and \( c_{dL} \) is the drag coefficient of latent heat flux; \( c_{dL} = B_{\text{d}} c_{dL} \) is proportional to the drag coefficient of sensible heat. The ratio between the two drag coefficients \( B_{\text{d}} \), whose physical meaning is analogous to the Bowen ratio, is a constant in the model. Thus, varying \( c_{dL} \) in our model will result in changes in both sensible and latent heat fluxes at the surface. We assume that the mixing ratio of water vapor at the surface \( q_s \) is equal to the saturation mixing ratio \( q_g^* \) at the temperature of the surface. The actual water vapor mixing ratio of the surface air \( q_{\text{air}} \) is expressed in terms of the relative humidity (RH), with \( q_{\text{air}} = \text{RH} \times q_g^* \). In this model, we assume that RH = 0.8.

c. Radiative flux

The net radiative flux \( F_{\text{rad}} \) has two components: net solar radiation (SW) and net longwave radiation (LW). In our model, SW is specified, as shown in Fig. 1, varying from 100 to 300 W m\(^{-2}\) over the central half of the channel.

Note that \( \text{LW} = F_{\text{lw}}^\dagger - F_{\text{lw}}^\perp \). The upward longwave radiation from the surface into the atmosphere \( F_{\text{lw}}^\dagger = c_g \sigma T_s^4 \), where \( c_g = 0.95 \) is the emissivity of the surface and \( \sigma \) is the Stefan–Boltzmann constant. The downward longwave radiation into the surface \( F_{\text{lw}}^\perp \) is estimated from a simplified radiative transfer equation:

\[ F_{\text{lw}}^\perp (\tau_g) = \frac{\tau_g^4}{\int_0^\infty \alpha(T') [e^{(\tau_g' - \tau_g) \mu_1} + e^{(\tau_g' - \tau_g) \mu_2}] d\tau'} \]  

(4)

where \( \tau_g \) is the optical depth at surface. Detailed definitions of each variable, as well as the derivation of Eq. (4), are supplied in appendix B.

d. \( Q \) flux

To obtain a surface temperature distribution similar to the current climate, a \( Q \) flux is included in the surface model. For the ocean surface, the \( Q \) flux represents the effect of the meridional ocean heat transport and the heat exchange between the mixed layer and the deep ocean. The \( Q \) flux is precalculated from the surface energy budget using climatological surface temperatures, an algorithm suggested by Russell et al. (1985) and Hansen et al. (1988).

To estimate the \( Q \) flux, a calibration run is carried out with a 43-K surface temperature difference over the central half of the channel as the calibrated state, which is also the observed temperature difference over the Northern Hemisphere midlatitude during winter. In the calibration run, the surface temperature is specified with the calibrated state distribution and kept fixed. Only the atmospheric model is integrated until it reaches an equilibrium state. With the equilibrium state air temperature and the specified surface temperature, the sensible and latent heat fluxes and longwave radiative flux are calculated from Eqs. (A4), (3), and (4), respectively. Their meridional distributions are displayed in Fig. 1. Under the specified solar radiation, the \( Q \) flux is estimated as the residual of the surface energy budget from Eq. (1). As shown in Fig. 1, the magnitudes of these fluxes and their meridional variation over the channel are comparable to the observations (Hsiung 1986; da Silva et al. 1994; Trenberth and Caron 2001). Our surface model can capture the features of the meridional variation of the surface energy fluxes reasonably well.

3. Spinup of the coupled model

To show the roles of baroclinic eddies and \( Q \) flux in maintaining the equilibrium of the coupled system, the coupled model is spun up in three steps. The latitudinal distributions of surface temperature in the equilibrium state in these steps are plotted in Fig. 2a.

1) Without \( Q \) flux and turning off the zonal variation of the coupled system (without eddies), we integrated the 2D symmetric model for 3000 days. In the equilibrium state, as shown in Fig. 2a (which is the state averaged over the last 1000 days), a steep meridional surface temperature gradient appears across the channel with the north–south temperature contrast as large as 75 K.

2) Starting from the equilibrium state of the symmetric run, we run a 3D simulation with small-amplitude perturbations in zonal wavenumbers 1–10 added at

![Fig. 1. Latitudinal distribution of the specified shortwave radiation, the estimated longwave radiative flux, sensible and latent heat fluxes from the calibrated state atmospheric and surface temperature, and the \( Q \) flux estimated as the residual value to maintain the calibrated state surface energy balance.](image-url)
the initial moment. Because of the strong baroclinicity of the mean flow, baroclinic eddies quickly spin up in the atmosphere. After hundreds of days, the coupled system reaches an equilibrium state, as shown in Fig. 2a, with the temperature gradient near the center of the channel greatly reduced.

3) Then we run the 3D simulation including the $Q$ flux. In equilibrium, the surface temperature gradient is further reduced. A 43-K meridional temperature difference of the underlying surface is obtained, which is also the calibrated state as well as the observed wintertime temperature difference across the mid-latitudes of the Northern Hemisphere. This 3D simulation with the $Q$ flux is also taken as the standard (SD) run in the following studies.

Latitudinal variations of each energy flux in the surface energy budget in the 2D and 3D runs without $Q$ flux and in the SD run are plotted in Figs. 2b–d, respectively. As we mainly focus on the baroclinicity of the equilibrium state, only the deviation (anomaly) of each flux from its horizontal mean is plotted, through which the variation of surface energy flux in these steps is better illustrated. The horizontal average of each field shows little variation in these steps (results not shown here), which is almost the same as in Fig. 1. In Fig. 2d, meridional variation of the specified solar radiation into the surface is also plotted; its difference from the total radiative flux also shows the distribution of the longwave radiation.

The surface energy budget shows strong variations in these runs. Without baroclinic eddies, as shown in Fig. 2b, the meridional variation of sensible heat flux is almost negligible. Latent heat flux, with steep meridional variation, is the dominant component to balance the radiative flux. When turning on baroclinic eddies, sensible heat flux, despite having a smaller magnitude than latent heat flux, makes a greater contribution and helps to balance the radiative forcing. The meridional variation of the latent heat flux in equilibrium becomes smoother. In the SD run, as shown in Fig. 2d, meridional variation of the latent heat flux is further reduced and becomes comparable with the $Q$ flux. They are the two major components that balance the solar radiation in the surface energy budget. Sensible heat flux makes a smaller contribution in the SD run. The longwave radiation, which is the difference between the net radiation and the solar radiation, shows minor

Fig. 2. (a) Latitudinal distribution of the equilibrium state surface temperature for the three runs compared with the calibrated state temperature, and (b)–(d) the radiative flux, latent heat flux, and sensible heat flux anomalies (deviation from the horizontal mean) in the surface heat budget for (b) the 2D run, (c) the 3D run without $Q$ flux, and (d) the SD run. The latitudinal variance of the shortwave radiation into the surface (solid gray) is also plotted in (d).
meridional variations. Compared with Fig. 1, the meridional variation of each energy flux is almost the same as in the calibration run, which can simulate the distribution of each surface energy flux reasonably well. Thus, from the comparison of the surface energy budget in these runs, we find that (a) the existence of baroclinic eddies enhances the meridional variation of the sensible heat flux, which acts to reduce the meridional variation of the surface temperature; (b) even though the sensible heat flux can adjust the meridional surface temperature distribution, the energy balance of the underlying surface is still primarily maintained by the latent heat flux and the radiative flux (more specifically, shortwave radiative flux); and (c) with the $Q$ flux, the meridional variation of surface temperature is strongly reduced and the meridional variation of the solar radiation is balanced by the latent heat flux and $Q$ flux.

The different variations of the sensible and latent heat fluxes in the spinup runs come from their different dependence on the surface and air temperature as well as the eddy activity. The sensible heat flux, as indicated in Eq. (A4), is primarily determined by the air–sea temperature difference and the drag coefficient. The surface heat exchange always acts to reduce the air–sea temperature difference. In the 2D run, the sensible heat flux is the only dominant process that determines the surface air temperature, which acts on the surface air within a very quick time scale. The surface air temperature, thus, is forced to be almost equal to the underlying surface. Baroclinic eddy mixing of the surface air temperature is another factor that determines the air–sea temperature difference. When baroclinic eddies are included, the meridional eddy heat transport will result in cold surface air anomalies in the lower latitudes and warm surface air anomalies in the higher latitudes. Thus, baroclinic eddies, by mixing the surface air temperature, can enhance the sensible heat flux and result in a weaker surface temperature gradient as shown in Fig. 2a. Furthermore, we would expect that stronger eddy mixing of the surface air temperature can result in stronger air–sea temperature differences as well as greater sensible heat flux. This is consistent with a comparison of Figs 2c and 2d. With the stronger baroclinicity as well as stronger eddy activity (results not shown here), a stronger meridional variation of the sensible heat flux is observed compared with the SD run and obvious sensible heat flux into the ocean is even obtained at higher latitudes.

The latent heat flux, from Eq. (3), can be expanded as where $q^*(T)$ follows the Clausius–Clapeyron relationship. With fixed RH, near the standard pressure and temperature (i.e., 1013.25 hPa and 273 K), the water vapor in the atmosphere will increase 20% for every 3-K temperature increase (Hartmann 1994). However, the temperature difference between $T_{air}$ and $T_g$ is always small. From observations (Peixoto and Oort 1992), the difference is less than 1 K in most parts of the ocean over the year except in the western boundary of the Pacific and Atlantic Oceans. In our model, the air–sea temperature difference is much smaller than 1 K (results not shown here). Thus, the contribution of the second term to the latent heat flux is much smaller than the first term in Eq. (5). The latitudinal distribution of the latent heat flux mainly depends on the contribution from the undersaturation of the surface air and is primarily determined by the surface temperature distribution.

4. The role of the boundary layer processes

The spinup runs have shown that the eddy mixing of the surface air temperature can greatly influence the equilibrium state surface temperature by modifying the surface sensible heat flux. As shown in Z09, boundary layer processes strongly affect the lower atmosphere eddy activity. Meanwhile, boundary layer processes, especially the surface heat fluxes, also strongly contribute to the surface temperature variation. How do the boundary layer processes influence the equilibration of the coupled system? What is the mechanism through which different boundary layer processes prevent the PV homogenization in the coupled system? We discuss these questions in this section by carrying out sensitivity studies to the strength of surface sensible and latent heat flux ("tcld" runs), boundary layer thermal diffusion ("snu" runs), and surface friction ("fcd" runs). The parameters used in these runs are listed in Table 1. Because the meridional gradient of the temperature is the key factor that determines the eddy equilibration, the horizontal averaged surface temperature is kept fixed in the sensitivity runs in order to explore a wider range of the boundary layer parameters. Thus, in the plots of surface temperature and surface energy flux in this section, the horizontal average of each field is subtracted. For the experiments on surface

\[ F_{lh} = c_{dl} L \rho_g (q_g^* - RH q_{air}^*) \]

\[ \approx c_{dl} L \rho_g (1 - RH) q^*(T_g) - RH \frac{\partial q^*}{\partial T} (T_{air} - T_g), \]  

(5)
friction, an additional group of simulations is carried out to compare with the uncoupled run results in Z09, in which only the frictional forcing by geostrophic winds is considered (‘‘fcdge’’ runs). Here we did not run the sensitivity test for the boundary layer vertical momentum diffusion. As indicated in Z09, the equilibrium state in the atmospheric model varies only slightly with the momentum diffusion and is not a process that directly influences the surface heat budget. Thus, it is not expected to be an important process that influences the coupled system. In all of these experiments, we take the calibrated state surface temperature distribution and the corresponding RCE state as the initial state, still with small-amplitude perturbations in zonal wavenumbers 1–10 added at the initial moment. We run the experiments for 3000 days with the statistics taken over the last 1000 days.

The latitudinal distributions of the equilibrium state surface temperature in the four groups of experiments are plotted in Fig. 3. The equilibrium state eddy heat fluxes averaged over the boundary layer are also listed in Table 1. From Fig. 3, we find that the surface temperature gradient is most sensitive to the surface heat flux, with stronger $c_{dt}$ resulting in a weaker surface temperature gradient, which is consistent with the fact that surface latent and sensible heat fluxes are the most important components to balance the solar radiation. When the surface heat fluxes are turned off (i.e., when $c_{dt} = 0$ m s$^{-1}$), the temperature contrast across the channel reaches as large as 64 K in the equilibrium state. Boundary layer thermal diffusion, which is not a direct term in the surface energy budget, only affects the surface temperature slightly. Thus, in the coupled runs the atmospheric flow varied in the same trend with $\mu_s$ as in the uncoupled runs in Z09 (as indicated in Table 1). Surface friction, though not a direct component in the surface energy balance, shows an obvious influence on the surface temperature distribution, with weaker surface friction resulting in weaker surface temperature gradient in the equilibrium state. The net effect of including the surface friction by ageostrophic winds is similar to reducing the surface drag coefficient, which also reduces the sensitivity of the surface temperature on the surface friction. In this section, we will investigate the detailed mechanisms through which surface heat flux and friction influence the equilibration of the coupled system as well as the PV homogenization.

a. Surface sensible and latent heat exchange

The surface heat drag coefficient is a parameter that represents both surface sensible and latent heat flux strength in the coupled model. As shown in the previous section, these are important components in the surface energy budget. They act on the surface air on a very fast time scale (Stull 1988) and strongly influence the boundary layer eddy activity. Their meridional distribution also has different dependence on the lower-level eddy activity and the surface temperature. To better illustrate the mechanism through which surface heat fluxes affect the equilibration, in addition to the equilibrium states in each tcd run, the transient response of the coupled system to the variation of the surface heat flux is also investigated. In appendix C, another group of sensitivity studies varying the value of $B_s$ is also carried out to understand the relative role of surface sensible and latent heat fluxes.
1) EQUILIBRIUM RUNS

The equilibrated state surface energy balance and their variation compared with the SD run are displayed in Fig. 4. Although the meridional surface temperature distribution varies smoothly with $c_{dt}$ as shown in Fig. 3a, two regimes can be observed from Fig. 4 for the surface energy balance. One regime is for nonzero $c_{dt}$, which, similar to the SD run in Fig. 2d, the meridional difference of solar radiation over the channel is primarily balanced by the latent heat flux and $Q$ flux, with sensible heat flux and longwave radiation playing secondary roles. The other regime involves turning off latent and sensible heat fluxes, as shown in Fig. 4a, so that longwave radiation plays a more important role. When $c_{dt} = 0$ m s$^{-1}$, with the enhanced surface temperature gradient, the surface emits more longwave radiation into the atmosphere at lower latitudes, which acts as a negative feedback to balance the exerted differential heating by the solar radiation.

Except for the simulation turning off the surface heat flux, when we increase the surface heat exchange coefficients, the variations of the sensible and latent heat fluxes are in different directions. As shown in Fig. 4c, increasing $c_{dt}$ results in stronger latitudinal variation of latent heat flux; however, it also results in weaker sensible heat flux. The latent heat flux, as discussed in section 3, is mainly determined by the drag coefficient and the surface temperature distribution. Although the drag coefficient is doubled, the equilibrium state temperature gradient is reduced to almost two-thirds of the SD run. Because of this negative feedback, the latitudinal variation of the latent heat flux in the new equilibrium state only increases around 20%. The sensible heat flux, however, equilibrates with a weaker meridional variation under stronger $c_{dt}$ because of the reduced eddy heat flux. This indicates that atmospheric eddy activity is the dominant factor that determines the surface sensible heat flux distribution, whose effect overcomes the direct influence of $c_{dt}$.

In the atmosphere, the RCE state temperature gradient distribution at the center of the channel, as displayed in Fig. 5a, follows the surface temperature distribution. Stronger surface heat exchange results in a weaker RCE state temperature gradient. The equilibrium state surface air temperature gradient, similar to the uncoupled atmospheric run, is closer to the RCE state as well as the underlying surface temperature gradient under stronger surface heat exchange. However, more complicated than
the uncoupled atmosphere runs, the variation of $c_{dt}$ in the coupled model, in addition to affecting the atmospheric eddy activity and the mean flow, also influences the RCE state temperature distribution as well as the subsequent radiative–convective heating exerted on the atmospheric flow. The net result of these effects, as shown in Fig. 5a, is that at most levels of the troposphere, the influence of the radiative–convective heating is dominant. Under stronger differential heating, the atmosphere equilibrates at a state with a stronger temperature gradient, and the eddy heat flux also gets stronger as shown in Table 1. One exception is the run where the surface heat flux is turned off, in which, without the surface thermal damping, the temperature gradient near the surface is greatly reduced by the mixing of baroclinic eddies. In the upper troposphere, however, strong temperature gradient is maintained by the strong diabatic forcing. The eddy heat flux shows moderate intensity compared with the runs when $c_{dt}$ is nonzero.

The equilibrium state stratification, as in Eq. (A2), is determined by the eddy vertical heat flux, boundary layer thermal forcing, and radiative–convective heating. Since the RCE state lapse rate is the same in these runs, the first two components are the dominant factors that determine the equilibrium state stratification. Although the vertical eddy heat flux as shown in Table 1 varies nonmonotonically, the flow in Fig. 5b is more stably stratified under weaker $c_{dt}$.

Although the atmospheric flow equilibrates with a stronger temperature gradient as $c_{dt}$ decreases, the equilibrium state PV gradient, as shown in Figs. 5c and 5d, displays a tendency similar to the uncoupled runs in Z09. In the free troposphere, as shown in Fig. 5c, the PV gradient around 600–850 hPa is still homogenized most when turning off the surface thermal damping. The tendency of the PV gradient to the varying $c_{dt}$ is more obvious in the boundary layer, where the PV gradient is more efficiently mixed for weaker $c_{dt}$ as shown in Fig. 5d.

In our sensitivity study, we include an extreme case in which the surface heat exchange is turned off. In its equilibrium state, the forcing by differential shortwave radiation is primarily balanced by the longwave radiation. The underlying surface stays in a radiative equilibrium-like state. However, with no sensible and latent heat fluxes going into the atmosphere, it would not be a good assumption to have a lapse rate including the convection and moisture effects in the RCE state. Even though
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losing some physical meaning, this run is still helpful in understanding the role of the surface sensible and latent heat fluxes in the coupled system.

2) TRANSIENT RESPONSE TO SURFACE SENSIBLE AND LATENT HEAT EXCHANGE

To better understand the response of the coupled system to the variation in the surface heat exchange, a transient response run is also carried out. Here we start from the equilibrium state of the SD run and suddenly increase $c_{dt}$ from 0.03 (SD) to 0.06 m s$^{-1}$ at the initial moment. The transient response of the surface energy fluxes and the surface temperature are plotted in Fig. 6. The time evolution of the poleward eddy heat flux and the meridional temperature gradient in the boundary layer are also plotted in Fig. 7.

The immediate response to the sudden increase in $c_{dt}$, as shown in Figs. 6a and 6b, is an increase in the surface sensible and latent heat fluxes. Compared with the SD run distribution in Fig. 2d, their meridional variations are doubled with $c_{dt}$ at the initial moment. However, with the strong surface heat drag coefficient, the enhanced sensible heat flux quickly disappears. After day 1, it even becomes smaller than in the SD run. From Eq. (A4), this must be due to the greatly reduced air–sea temperature difference under the stronger surface flux. This quick adjustment time scale of the sensible heat flux is also consistent with the scale analysis in Z09 that the
The later response of the surface air to the surface heat flux forcing is around 1 day.

The later response of the latent heat flux is associated with the surface temperature variation. As shown in Fig. 6d, under the stronger surface latent heat flux, the surface temperature begins to change after around 10 days. With the reduced surface temperature gradient, the enhanced latent heat flux starts decreasing. The longwave radiation, as the surface temperature changes, also changes to offset the anomalous latent heat flux. After hundreds of days, the surface energy budget reaches another equilibrium with reduced meridional gradients of the surface temperature, sensible heat flux, and radiative flux but enlarged latent heat flux meridional gradient, which is consistent with Fig. 4d.

The transient response of the atmospheric flow is also shown in Fig. 7. As in the uncoupled run in Z09, the immediate response of the baroclinic eddy to the increase in $c_{dt}$ is a decrease in its magnitude, then the eddy heat flux begins to increase back in the next few days. Around day 7, it even gets slightly stronger compared with the SD run. Similar to the uncoupled run, this is primarily because as the surface air is dragged closer to the surface temperature, the boundary layer temperature gradient becomes stronger as well. However, as the surface temperature gradient begins to decrease in response to the doubled latent heat flux, the lower-level temperature gradient is also reduced. With a few days lag, the eddy heat flux also begins to decrease. After around a hundred days, the eddy heat flux is reduced to less than one-fourth of its original value and stops decreasing. The eddies and the zonal flow experience negatively correlated oscillations. After hundreds of days, the atmospheric flow and the surface reach a quasi-equilibrium state with
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**Fig. 6.** Time evolution of the (a) sensible heat flux variation $F_{sh} - F_{sh}^{sd}$, (b) latent heat flux variation $F_{lh} - F_{lh}^{sd}$, (c) radiative flux variation $F_{rad} - F_{rad}^{sd}$, and (d) surface temperature variation $T_g - T_g^{sd}$ when suddenly increasing $c_{dt}$ from 0.03 (SD) to 0.06 m s$^{-1}$, where $\cdots^{sd}$ means the equilibrium state values in the SD run. Contour intervals are 2, 10, and 2 W m$^{-2}$ in (a)–(c), respectively, and 1 K in (d). Note that the x coordinate is plotted on a logarithmic scale.
a weaker zonal flow baroclinicity and much weaker eddy activity.

As mentioned in section 2, to save computation time, a 5-m surface layer depth is used in the transient response experiment. This is a much shallower surface layer compared with the depth of the ocean mixed layer in midlatitudes. Nevertheless, the transient response of the coupled model still clearly displays the different response time scales on which different processes affect the equilibration of the coupled system. The boundary layer process works on the lower atmosphere on a very quick time scale (~1 day). Baroclinic eddies respond to the variation in the mean flow on a time scale of a few days. The underlying surface’s response time scale to the variation of the surface heat flux is dependent on the surface layer depth. In this experiment, its response time scale is hundreds of days. These processes work together to maintain the equilibrium of the coupled system.

b. Surface friction

In a thermally coupled model, surface friction does not affect the surface energy balance directly but exerts the influence by modifying the atmospheric eddy activity. In addition, as shown in Fig. 3d, the nonmonotonic response of the equilibrium state to the varying cd in Z09 does not occur in the coupled system. To understand these responses, the details of fcd runs are investigated.

1) Equilibrium state

The equilibrium state atmospheric temperature gradient, heat fluxes, and PV gradient distributions are displayed in Fig. 8. The latitudinal distribution of each surface energy flux in the equilibrium state and their variation compared with the SD run when under weaker (cd = 0.01 m s⁻¹) surface friction are also plotted in Fig. 9. As shown in Figs. 8 and 9, compared to Z09, surface friction affects the eddy and the mean flow of the coupled system in more complex ways.

1) The RCE state temperature gradient in the atmosphere, as a consequence of the reduced underlying surface temperature, gets weaker as the surface friction is reduced. Different from Z09, the equilibrium state atmospheric temperature exhibits a monotonic variation with cd; that is, as shown in Fig. 8a, a weaker meridional temperature gradient is obtained under a weaker surface friction.

2) The response of the meridional eddy heat flux in Fig. 8b, however, may differ from one’s expectation. When cd = 0.01 m s⁻¹, in spite of the weaker baroclinicity of the mean flow, the eddy heat flux gets stronger compared with the SD run. This indicates that under the competing effects of the weaker mean available potential energy and the weaker frictional damping on the eddy energies, the later effect dominates. The vertical eddy heat flux as shown in Table 1, however, varies weakly and in an opposite direction to the meridional eddy heat flux, which indicates that surface friction also strongly influences the eddy mixing slope in the equilibrium state.

3) The variation of the equilibrium state PV gradient, as shown in Figs. 8c and 8d, along with the temperature gradient, is also monotonic with cd. In both the boundary layer and the free troposphere, PV equilibrates with a smaller meridional gradient as the surface friction becomes weaker.

4) Similar to the tcd runs, the variation of the latent heat flux is balanced by the sensible heat flux and radiative flux. The sensible heat flux gets stronger with weaker cd. However, the variation of each energy flux is confined in the central half of the channel, where the eddy heat flux is most active, indicating that the variation of the surface energy fluxes is eddy induced.

It is worthwhile to point out that above variation trends with changes in surface friction still hold in the fcd runs as shown in Table 1, only with the magnitude of variation becoming weaker, which shows the robustness of the results we obtained.

2) Transient response

A transient response experiment is also carried out to further investigate the mechanism through which surface...
friction influences the coupled system. In the experiment, we also start from the equilibrium state of the SD run and suddenly reduce $c_{fd}$ from 0.03 to 0.01 m s$^{-1}$. The time evolution of each surface energy flux and the surface temperature variation are plotted in Fig. 10. The transient response of the poleward eddy heat flux in the boundary layer and the temperature gradient at surface as well as 875 hPa at the center of the channel are also displayed in Fig. 11. In these plots, we can clearly see three response time scales of the coupled system to the reduced surface friction: a synoptic adjustment time scale (first a few days), a nonlinear adjustment time scale of the atmospheric flow (tens of days), and an underlying surface response time scale, which depends on the surface heat content (hundreds of days in our model).

The immediate response to the reduced surface friction lies in the poleward eddy heat flux and the temperature gradient in the atmospheric boundary layer. The eddy heat flux increases to twice its original value in the first few days. The lower-level temperature gradient, following the variation of the eddy heat flux, is also strongly reduced, along with which the surface sensible heat flux is greatly enhanced in the first few days, with a peak at day 7 as shown in Fig. 10. Then, as shown in Fig. 11, the boundary layer temperature gradient stops decreasing and begins to increase quickly, which, as in Z09,

**Fig. 8.** Vertical distribution of the equilibrium state (a) meridional temperature gradient (solid curves) and the corresponding RCE state temperature gradient (dashed curves), (b) eddy poleward heat flux, and (c),(d) meridional PV gradient, respectively, in the free troposphere and in the boundary layer at the center of the channel for the $c_{fd} = 0.03$ (SD run), 0.01, and 0.06 m s$^{-1}$ runs.
is mainly because the latitudes where the temperature is most modified by the baroclinic eddies move away from the center of the channel, with the temperature gradient at the center not being efficiently reduced but more modified at the flanks of the jet. This is also clearly seen in Fig. 10a, in which the latitudes where the surface sensible heat flux is most modified also move away from the center of the channel. This is consistent with the nonmonotonic response to the surface friction in the uncoupled run in Z09. Such a nonlinear adjustment time period of the atmospheric eddy–mean flow system lasts to day 30.

With the enhanced sensible heat flux, the surface temperature gradient at the center of the channel also begins to decrease. The meridional variation of latent heat flux is reduced with the surface temperature gradient, which acts to offset the increase in sensible heat flux. The longwave radiation anomaly also appears to reduce the surface temperature gradient. In this period, surface temperature, atmospheric temperature, and the eddy heat flux show different correlations from the synoptic adjustment period. As the surface temperature gradient is further reduced, the boundary layer temperature gradient and the eddy heat flux also become weaker. After hundreds of days, the coupled system reaches an equilibrium state with a strongly reduced surface and atmospheric temperature gradient. The eddy heat flux, despite becoming weaker in the last few hundreds of days with the weaker mean flow temperature gradient, still equilibrates at a stronger state than the SD run.

5. Summary and discussion

In this study, baroclinic eddy equilibration and the roles of different boundary layer processes in limiting the PV homogenization are investigated using an atmosphere–ocean thermally coupled model to extend our understanding of the baroclinic adjustment to the air–sea coupled system. In the coupled system, the existence of baroclinic eddies enhances the surface sensible heat flux and acts to reduce the surface baroclinicity. The schema for this mechanism is illustrated in Fig. 12. As shown in the spinup runs, without baroclinic eddies, surface thermal damping, which can quickly eliminate the difference between the surface and surface air temperature, is the dominant process that determines the surface air temperature distribution, resulting in weak surface sensible heat flux. By mixing the surface air temperature, baroclinic eddies, as shown in Fig. 12, act to compete the surface thermal damping and increase the difference between $\theta_{air}$ and $\theta_{ge}$. Thus, stronger surface sensible heat flux is obtained when baroclinic eddies are present.

Furthermore, our sensitivity studies show that the distribution of the surface sensible heat flux is in fact most dependent on the eddy activity of the surface air, with stronger meridional variation of the surface sensible heat flux accompanied with stronger atmospheric eddy activity. Even in the sensitivity runs to the surface
heat flux, a stronger sensible heat drag coefficient, however, results in weaker surface sensible heat flux because of the weaker eddy activity in the atmosphere. This helps explain that the observed surface sensible heat flux and the surface heat flux feedback is always strongest in the storm track region in cool seasons (Cayan 1992; Frankignoul and Kestenare 2002; Yu et al. 2009). This dependence also indicates that, different from the latent heat flux, the sensible heat flux is determined nonlocally. The distribution of the surface latent heat flux, however, as discussed in section 3, is primarily a function of local SST; thus, its variation is always in phase with the SST anomaly in the simulations, which also occurs in the GCM runs (Kushnir and Held 1996). Their different dependence explains why in the spinup runs and sensitivity runs, surface sensible and latent heat fluxes can vary in different directions. The different dependence of the sensible and latent heat fluxes may also bring insight into the disparity of the GCMs results on the surface heat flux feedback (Peng et al. 1995; Frankignoul et al. 2004).

Although baroclinic eddies can act to reduce the surface baroclinicity, the requirement of the surface energy balance indicates that strong surface temperature gradient is always maintained in response to the strong meridional variation of the solar radiation. Our sensitivity study investigates different cases of surface energy balance. Over the ocean surface, the balance between the meridional variation of latent heat flux and solar radiation indicates that strong surface baroclinicity is always required. As a rough estimation, the difference of the energy fluxes over the central half of the channel: $\delta(SW - Q_{ax}) \sim \delta F_{lh} \sim c_{dl}L_p(1 - RH)\delta q^*(T_g)$. The baroclinicity of the underlying surface $\delta T_g$ strongly depends on the drag coefficient $c_{dl}$ and $\delta q^*/\partial T$. For the dry limit in which the sensible heat flux plays the dominant role and for the case where the energy balance is between the solar and longwave radiation, strong surface

Fig. 10. As in Fig. 6, but for $c_{dl}$ reduced from 0.03 (SD) to 0.01 m s$^{-1}$. Contour intervals are 2, 2, and 1 W m$^{-2}$ in (a)–(c), respectively, and 2 K in (d).
baroclinicity are all demanded. With the strong surface meridional temperature gradient and the boundary layer processes, the PV homogenization in the boundary layer is always suppressed. The homogenized PV gradient as suggested by the baroclinic adjustment (Stone 1978; Gutowski 1985; Lindzen 1993) will never be observed near surface or in the boundary layer (Stone and Nemet 1996; Kirk-Davidoff and Lindzen 2000).

As shown in the study, the equilibration of the coupled system involves more dynamical feedbacks and time scales, and different boundary layer processes influence the equilibrated states differently. However, the response of the PV gradient to changes in the boundary layer processes is very robust. In the boundary layer, the PV structure responds to different boundary layer processes in a more uniform way compared with the uncoupled runs in Z09; that is, the PV homogenization is more efficiently limited under the stronger boundary layer forcing. This tendency even holds in the sensitivity runs to surface heat flux. In the coupled run, reducing the surface heat drag coefficient results in much stronger surface and atmospheric temperature gradients. However, a weaker PV gradient is obtained in the boundary layer under the weaker surface thermal damping. This shows that the strength of the boundary layer damping is the most dominant factor that determines the PV distribution there. In the free troposphere, the PV distribution is relatively robust with homogenized PV around 600–800 hPa in all the simulations, which indicates the effect of baroclinic adjustment (Zurita and Lindzen 2001; Zurita-Gotor and Lindzen 2004a).

In the atmosphere–ocean thermally coupled model used in this study, heat transport by oceanic dynamics is represented with a precalculated $Q$ flux. The variation of the oceanic heat transport caused by the boundary layer processes is neglected. Although, as reviewed by Frankignoul (1985), surface heat fluxes are the dominant heating for the SST variation especially in fall and winter, the slab ocean model is a good assumption only as long as the variation time scale of the oceanic heat transport is much longer than the other surface energy fluxes. For decadal–interdecadal climate variability of the midlatitude coupled system, horizontal heat transport by upper-ocean currents plays an important role in the SST variation, in which the change in surface wind stress can excite the oceanic Rossby waves (Jin 1997; Neelin and Weng 1999; Schneider et al. 2002) and result in the slow adjustment of the oceanic gyre circulation (Jin 1997; Seager et al. 2001; Lee et al. 2008). The meridional overturning circulation in the ocean, which also contributes to the decadal–interdecadal climate variability, especially in the North Atlantic, is associated with the surface heat and momentum fluxes as well (Delworth and Greatbatch 2000; Dong and Sutton 2005). When taking into account these oceanic dynamics, how the boundary layer processes influence the decadal–interdecadal variability of the coupled system could be another interesting topic. In addition, the atmospheric model used in this study is a dry process model. The effect of condensational heating, combined with the radiative forcing, is simply considered by a Newtonian cooling, in which the moist physics are not included. Given that condensational heating is an important component in the midlatitude circulation (Trenberth and Stepaniak 2003), the influence of the moist dynamics on the baroclinic adjustment needs further studies. The role of the boundary layer processes, especially the surface evaporating cooling, in the baroclinic eddy equilibration needs further investigated in a moist model.
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APPENDIX A

Atmospheric Model Description

In our $\beta$-plane multilevel quasigeostrophic model, the variables are defined in gridpoint space. The horizontal resolution of the model is 330 km in both zonal and meridional directions. The model has 17 equally spaced levels. As shown by Solomon and Stone (2001a), this resolution is good enough to simulate the eddy dynamics. In addition, an FFT filter is used on the streamfunction to remove the smallest-scale eddies.

a. Governing equations

In this model, the potential vorticity equation, including diabatic heating and boundary layer dissipation, is integrated:

$$\frac{\partial q}{\partial t} = -J(\psi, q) - f \frac{\partial}{\partial \phi} \frac{QR}{spc_p} + k \cdot \nabla \times F,$$

where $R = 287 \text{ J kg}^{-1} \text{ K}^{-1}$ is the ideal gas constant, $c_p = 1004 \text{ J kg}^{-1} \text{ K}^{-1}$ is the specific heat of the air, and $\psi$ is the geostrophic streamfunction. The static stability parameter $s = -(1/\kappa)(\partial \bar{\theta}/\partial \phi)$, where $\bar{\theta}$ means averaged horizontally, $\kappa = (p/R)(p_o/p)^{\beta/\tau_r}$, and $p_o$ is the surface pressure. Also, $F$ denotes the frictional dissipation and the diabatic heating term $Q$ has two contributors: radiative–convective heating $Q_r$ and the thermal diffusion in the boundary layer $Q_d$. The potential vorticity is $PV = \nabla^2 \psi + \beta y + (\partial/\partial \phi)(f_s^2/s)(\partial \psi/\partial \phi)$, where the Coriolis parameter at the center of the channel is $f_s = 1.03 \times 10^{-4} \text{ s}^{-1}$, and the variation of the Coriolis parameter with latitude is $\beta = 1.76 \times 10^{-11} \text{ m}^{-1} \text{ s}^{-1}$. These are the values at latitude 45°N. Under the OG assumption, $\theta^\dagger = -xf_o(\partial \psi/\partial \phi)$, where $\theta^\dagger = \theta - \bar{\theta}^\dagger$ indicates the deviation from the horizontal mean. Thus, Eq. (6) only predicts the time evolution of $\theta^\dagger$.

One important difference between this model and traditional OG models is that the horizontally averaged potential temperature and static stability, instead of being specified, are allowed to evolve with time according to the equation

$$\frac{\partial}{\partial t} \bar{\theta}^\dagger = -\frac{\partial}{\partial p} \omega_0^\dagger \bar{\theta}^\dagger + \frac{Q_r + Q_d}{c_p} \left( \frac{p_o}{p} \right)^{\tau_r} \bar{\theta}^\dagger,$$

where the superscript asterisk indicates the eddy component of the variable.

Since the heat exchange between the atmosphere and the surface is considered in the model, a surface air temperature distribution is needed in the surface heat flux estimation. In the atmospheric model, surface air temperature is calculated at the midlevel between the surface and the first model level. The surface air temperature tendency equation, derived from the OG thermodynamic equation, is

$$\frac{\partial T_{\text{air}}}{\partial t} = -f(\psi_{1/2}, T_{\text{air}}) + \frac{Q}{c_p},$$

where $\psi_{1/2} = (\psi_o + \psi_l)/2$, and $Q$ is also estimated at the midlevel between the surface and the first model level.

b. Radiative–convective heating

Radiative–convective heating in this model is parameterized by the Newtonian cooling form:

$$Q_r = c_p \frac{T_e - T}{\tau_r},$$

where $T_e$ is the atmospheric temperature in the radiative–convective equilibrium (RCE) state corresponding to the surface temperature, and $\tau_r = 40$ days is the relaxation time scale. Since the eddy activity in the atmospheric model is mainly determined by the flow baroclinicity, the global averaged surface temperature in our model is set to be 280 K, and the lapse rate $dT_e/\text{d}z$ of the RCE state is chosen to be $-7 \text{ K km}^{-1}$ in the troposphere and $0 \text{ K km}^{-1}$ in the stratosphere. In this study, the meridional distribution of the potential temperature of the RCE state in the troposphere is set to match the surface temperature $T_s$ by assuming that $\theta_e^\dagger(y, p) = T_s^\dagger(y)$. In the stratosphere, the potential temperature gradient of the RCE state is also one-tenth of that in the troposphere and of the opposite sign. In our channel model, to avoid the influence of lateral boundaries, the baroclinic zone is centered over the central half of the channel in the experiments.

c. Thermal diffusion in the boundary layer

The surface heat exchange between atmosphere and ocean is represented by the linearized bulk aerodynamic drag formula:


\[ F_{sh} = -c_{dl}c_{p}r_{s}(\theta_{air} - \theta_{g}) \tag{A4} \]

where \( c_{dl} = c_{surface}[\nu_{s}] \) is the drag coefficient. In this study, \( c_{dl} \) is chosen to be constant, and 0.03 m s\(^{-1}\) is taken as its standard value.

Above the surface, the vertical turbulent heat flux in the boundary layer is parameterized in the diffusive form

\[ F_{sh} = \nu_{S}(p)c_{p}r_{s}^{2}g\frac{\partial \theta}{\partial p} \tag{A5} \]

where, as in Zhang and Stone (2010), the vertical thermal diffusion is confined in the boundary layer with

\[ \nu_{S}(p) = \mu_{2}\left(\frac{p - p_{bl}}{p_{o} - p_{bl}}\right)^{3} \text{m}^{2} \text{s}^{-1} \tag{A6} \]

for \( p \geq p_{bl} \), and with \( \nu_{S}(p) = 0 \) for \( p \leq p_{bl} \), where \( p_{bl} = 850 \) hPa is the pressure at the top of the boundary layer and \( 5 \text{ m}^{2} \text{s}^{-1} \) is taken to be the standard value for \( \mu_{2} \).

Heating by thermal diffusion is calculated from the heat flux:

\[ Q_{d} = g\left(\frac{p}{p_{o}}\right)^{R_{c}}c_{d}F_{sh} \tag{A7} \]

Here we want to point out that because of the vertical turbulent heat transport, the stratification in the boundary layer can be weak. However, this merely means that the vertical temperature advection by the flow is small and the horizontal temperature advection in this case is dominant. Thus, the OG scaling still holds.

d. Frictional dissipation in the boundary layer

The parameterization of friction is analogous to thermal diffusion \( F = g(\tau_{m}/\partial p) \), where \( \tau_{m} \) is the shear stress and is parameterized by a linearized bulk aerodynamic drag at the surface and vertical diffusion in the boundary layer:

\[ \tau_{m} = -c_{df}r_{s}\nu \text{ (surface),} \tag{A8} \]

\[ \tau_{m} = \nu_{M}(p)c_{p}r_{s}^{2}g\frac{\partial \nu}{\partial p} \text{ (boundary layer),} \tag{A9} \]

where in most experiments \( \nu = \nu_{g} + \nu_{a} \). Also,

\[ \nu_{M}(p) = \mu_{2}\left(\frac{p - p_{bl}}{p_{o} - p_{bl}}\right)^{3} \text{m}^{2} \text{s}^{-1} \tag{A10} \]

for \( p \geq p_{bl} \), and \( \nu_{S}(p) = 0 \) for \( p \leq p_{bl} \), where \( \mu_{2} = 5 \text{ m}^{2} \text{s}^{-1} \) and \( c_{df} \) is still chosen to be 0.03 m s\(^{-1}\).

e. Ageostrophic wind in the boundary layer

The effect of ageostrophic winds in the boundary layer is included in this study. The ageostrophic wind in the model is estimated from the Ekman momentum approximation by solving the equation

\[ f\nu_{a} = F = g\frac{\partial \tau_{nf}}{\partial p} \tag{A11} \]

The frictional dissipation caused by the ageostrophic winds is now included. By solving the differential equation with the boundary condition that at the first level,

\[ \nu_{M}(p)c_{p}r_{s}^{2}g\frac{\partial (\nu_{g} + \nu_{a})}{\partial p} = -c_{df}r_{s}(\nu_{g} + \nu_{a}) \]

the ageostrophic winds in the boundary layer can be evaluated.

APPENDIX B

The Downward Longwave Radiation

The downward longwave radiation into the surface \( F_{lw}^{\downarrow} \) is estimated from the simplified radiative transfer equation. In a gray atmosphere, the radiative transfer equation is simplified as

\[ \mu\frac{dI(\mu, \tau)}{d\tau} = I(\mu, \tau) - B(\tau) \tag{B1} \]

where \( \mu = \cos \Theta \), \( \Theta \) is the zenith angle, \( \tau \) is the optical depth, \( I \) is the intensity of radiation, and \( B(\tau) = \sigma T(\tau)^{4}/\pi \) is the blackbody function. The optical depth is specified as a function of pressure and in the model only the two most important absorbing gases, water vapor and CO\(_{2}\), are considered:

\[ \tau = \tau_{H_{2}O}\left(\frac{p}{p_{o}}\right)^{a} + \tau_{CO_{2}}\left(\frac{p}{p_{o}}\right) \tag{B2} \]

The first term approximates the structure of water vapor in the atmosphere, and \( a = H_{p}/H_{a} = 7 \text{ km}/2 \text{ km} \approx 3.5 \), where \( H_{a} \) is the scale height of the water vapor and \( H_{p} \) is the scale height of pressure. The term \( \tau_{H_{2}O} \) is specified linearly proportional to the water vapor mixing ratio of
the surface air $q_{\text{air}}$. In the standard run, $\tau_{\text{H}_2\text{O}}$ varies from 5.8 at high latitudes to 0.5 at low latitudes. The second term approximates the contribution from CO$_2$ and we set $t_{\text{CO}_2} = 1$, a constant in this model. As revealed in Zhang (2009) the influence of CO$_2$ on the longwave radiation is mainly at high latitudes, which acts to warm the surface temperature there. When $\mu < 0$, $I^1 = I^1$ is the downward radiative intensity. At the top of the atmosphere where $\tau = 0$, $I^1 = 0$. Using this boundary condition, we have

$$I^1(\mu, \tau) = -\frac{1}{\mu} \int_0^\tau e^{(\tau' - \tau)/\mu} B(\tau') \, d\tau'. \quad (B3)$$

Then the downward longwave radiative flux

$$F_{\text{lw}}^i(\tau) = 2\pi \int_{-1}^0 d\mu \int_0^\tau \mu \, B(\tau')e^{(\tau' - \tau)/\mu} \, d\tau'. \quad (B4)$$

This equation can be simplified mathematically by the two-point Gaussian quadrature, where the optimal abscissas chosen from $-1 \leq \mu \leq 0$ are $\mu_1 = (\sqrt{1/3} - 1/2)$ and $\mu_2 = (-\sqrt{1/3} - 1/2)$. Thus, at surface, where $\tau = \tau_g = \tau_{\text{H}_2\text{O}} + \tau_{\text{CO}_2}$, the downward longwave radiative flux is simplified as in Eq. (4).

To evaluate Eq. (4), the parameterized downward longwave radiation is compared with a more sophisticated and physical radiation scheme in the column model in Bony and Emanuel (2001), which uses the longwave radiation parameterization of Morcrette (1991). Using the SD state temperature profile, assuming fixed relative humidity, compared with the column model output, Eq. (4) can estimate the downward longwave radiation at the surface of the corresponding latitude reasonably well (Zhang 2009).

**APPENDIX C**

**The Relative Importance of Sensible and Latent Heat Fluxes**

In the sensitivity runs in section 4a, the surface energy budget is primarily maintained by the latent heat flux, solar radiation, and the $Q$ flux, which is consistent with the observed ocean surface energy budget. When varying the drag coefficient, the direct effect of the latent heat flux is dominant in determining the surface temperature distribution. However, the sensible heat flux, despite its smaller contribution, is a very active and important component in the storm track region, especially in the Northern Hemisphere. Over land surface, the sensible heat flux has larger magnitude, the contribution of which becomes comparable with the latent heat flux especially in the midlatitudes. In this section, the relative importance of the sensible and latent heat fluxes in determining the surface baroclinicity is studied by varying the $B_o$ coefficient. In the regime of small $B_o$, surface sensible heat flux plays a more important role, which is similar to the energy balance of land surface. Surface temperature distributions when varying $B_o$ is displayed in Fig. C1a. In the regime of large $B_o$, where the latent heat is dominant, the surface temperature is weaker. When $B_o$ is doubled, the surface temperature distribution is similar to the $c_d = 0.06$ run, which is consistent with the weak eddy heat flux and the sensible heat in this case. In the regime of small $B_o$, a stronger temperature gradient is observed. In this regime, the surface heat budget also shows strong variation.

As shown in Fig. C1b, when the latent heat flux is absent, both the surface sensible heat flux and the longwave radiation become active and act to balance the solar radiation. In this situation, along with the strong...
surface baroclinicity and the strong eddy heat flux in the atmosphere (results not shown), the surface sensible heat flux is enhanced. The longwave radiation also behaves as an important component acting to reduce the temperature gradient. Combined with the sensitivity runs in section 4a, strong surface baroclinicity is required in all the situations in response to the meridional variation of the solar radiation.
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