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ABSTRACT

Phase-sensitive amplification (PSA) can enhance the signal-to-noise ratio (SNR) of an optical measurement suffering from detection inefficiency. Previously, we showed that this increased SNR improves LADAR-imaging spatial resolution when infinite spatial-bandwidth PSA is employed. Here, we evaluate the resolution enhancement for realistic, finite spatial-bandwidth amplification. PSA spatial bandwidth is characterized by numerically calculating the input and output spatial modes and their associated phase-sensitive gains under focused-beam pumping. We then compare the spatial resolution of a baseline homodyne-detection LADAR system with homodyne LADAR systems that have been augmented by pre-detection PSA with infinite or finite spatial bandwidth. The spatial resolution of each system is quantified by its ability to distinguish between the presence of 1 point target versus 2 closely-spaced point targets when minimum error-probability decisions are made from quantum limited measurements. At low (5-10 dB) SNR, we find that a PSA system with a 2.5 kWatts pump focused to 25\(\mu\)m \(\times\) 400\(\mu\)m achieves the same spatial resolution as a baseline system having 5.5 dB higher SNR. This SNR gain is very close to the 6 dB SNR improvement possible with ideal (infinite bandwidth, infinite gain) PSA at our simulated system detection efficiency (0.25). At higher SNRs, we have identified a novel regime in which finite spatial-bandwidth PSA outperforms its infinite spatial-bandwidth counterpart. We show that this performance crossover is due to the focused pump system’s input-to-output spatial-mode transformation converting the LADAR measurement statistics from homodyne to heterodyne performance.
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1. INTRODUCTION

For modest-range (1–100 km) terrestrial applications under clear-weather conditions, LADAR (LAser Detection And Ranging) systems\textsuperscript{1,2} offer superior spatial resolution, when compared to microwave radars, owing to their use of much shorter wavelengths. When atmospheric turbulence can be neglected, the spatial resolution of such a system is generally limited by the Rayleigh resolution of its receiving optics (1.22\(\lambda\)/\(D\), where \(\lambda\) is the LADAR wavelength and \(D\) is the aperture diameter for an unobscured circular entrance pupil) and the signal-to-noise ratio (SNR).

In our previous work\textsuperscript{3} we showed that Phase-Sensitive Amplification (PSA) can enhance the signal-to-noise ratio (SNR) of an optical measurement suffering from detection inefficiency, when infinite spatial-bandwidth PSA is employed. For sufficiently high PSA gain (\(G_{\text{eff}}\)), a PSA-enhanced detector can recover the losses due to a detector efficiency \(\eta < 1\). In this paper, we evaluate the resolution enhancement for realistic, finite spatial-bandwidth amplification. To this end, we characterize the PSA crystal by numerically calculating the most significant input and output spatial modes and their associated phase-sensitive gains under focused-beam
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Figure 1: (Color online) Diagram of our quantum enhanced LADAR receiver. At the far left we show the targets (at range $L$ from the receiver) considered in the resolution analysis—one point target on axis and two point targets symmetrically disposed at $\pm \theta_0$ in angle about the optical axis. The baseband photon-units field operator $\hat{E}_R$ of the target return is transmitted through a spatially-dependent (soft) aperture $A(\rho')$, and a squeezed-vacuum field operator $\hat{E}_S$ is injected. The resulting field operator $\hat{E}'_R$ then undergoes phase-sensitive amplification before being mixed with a local oscillator and homodyne detected. Note that for clarity sake, in this paper we are not considering the SVI input. We consider a one-dimension homodyne-detection array. This quantum-enhanced receiver will be compared with a classical baseline LADAR system in which $\hat{E}_S$ is in its vacuum state and no PSA is employed.

We then compare the spatial resolution of a baseline homodyne-detection LADAR system against homodyne LADAR systems that have been augmented by pre-detection PSA with infinite or finite spatial bandwidth. The spatial resolution of each system is quantified by its ability to distinguish between the presence of 1 point target versus 2 closely-spaced point targets when minimum error-probability decisions are made from quantum limited measurements. Interestingly we find the performance of our finite spatial bandwidth device can actually surpass the performance of a flat-phase infinite bandwidth device. While one may have expected an infinite bandwidth device to be superior, a device that amplifies all spatial modes in the same quadrature is not optimal. Our detailed modeling reveals that the modal phase conjugation which occurs in a PSA device has an important and in many cases positive effect on the performance. When we refer to the “infinite bandwidth” approximation in this paper, we specifically refer to a device in which all modes are amplified equally and with uniform phase matched to homodyne measurement quadrature. Our results show the existence of 3 regimes:

- At low SNR, a finite-spatial bandwidth PSA is able to recover the losses due to detection inefficiency. Moreover, under realistic pixel sizes, the performance obtained by using a finite-spatial-bandwidth PSA is slightly better than the performance predicted by employing the “infinite-bandwidth” approximation.
- At medium SNR, the spatial-bandwidth PSA performance is worse than the performance predicted using the “infinite-bandwidth” approximation.
- At high SNR, the realistic, finite-bandwidth PSA significantly outperforms the expectation due to the “infinite-bandwidth” model. The PSA-enhanced homodyne detector performance asymptotically tracks that of a heterodyne detector.

The remainder of this paper is organized as follows. In Section 2 we describe our LADAR receiver configuration. In Section 3 we describe the modal decomposition for the finite-bandwidth PSA. In Section 4 we derive the expressions for the statistics of the homodyne measurements and the optimal decision theory. In Section 5 we show numerical results obtained through Monte Carlo simulations. In Section 6 we conclude the paper with some discussion about future work.

2. LADAR RECEIVER CONFIGURATION

A simple schematic of our quantum-enhanced LADAR receiver concept is shown in Figure 1. Not shown is the LADAR transmitter that floodlights the target region with a pulse of laser light. This is the same setup as the one utilized in.\textsuperscript{3} For clarity of the discussion, in this paper we remove the SVI input, and for maximum realism
we consider discrete-size pixels and a precise modeling of the PSA operation. Furthermore, to better match the one-dimension detector array, we utilize a one-dimension soft-aperture embedded in a hard aperture, which results in a aperture transmission mask with field transmittance 

\[ A(x', y') = e^{-2\pi^2 R^2 \circ \text{cinc}} \left( \frac{2|\rho'|}{D} \right) \]

where \( R \) is the soft-aperture beam width, and \( D \) is the hard-aperture diameter.

The PSA crystal has non-negligible length, which introduces diffraction effects. To compensate this, lenses (not shown) are used so that the desired signal is focused at the center of the PSA crystal. Similarly, lenses at the PSA output reverse the crystal diffraction, such that the image focused on the detector array is the same as the signal at the center of the PSA. The combined effect is that the PSA can be modeled as zero-length (i.e. a vertical plane), with the measurements taken at the right side (exit) of that plane.

With the above caveats, the system in Figure 1 can be modeled as shown in Figure 2. The PSA is modeled as a zero-length plane just before the detector array of \( N_p \) pixels (labeled \(-N_x, \cdots, 0, \cdots, N_x\) with \( N_p = 2N_x + 1 \)). Table 1 lists the quantities used in this paper along with their notation. Note the introduction of “dimensionless” units \( \mu \), \( S_x \), and \( S_y \).

3. PSA MODAL DECOMPOSITION

The PSA spatial-temporal modes are characterized by three complete orthonormal (CON) mode sets:

- Input spatial CON mode set: \( \{ \Phi_n(\rho) \} \), \( \rho \in \text{PSA input facet} \).

- Output spatial CON mode set: \( \{ \phi_n(\rho) \} \), \( \rho \in \text{PSA output facet} \).

- Temporal CON mode set: \( \{ \xi_m(t) \} \), \( t \in [2L/c, 2L/c + \tau_p] \).

It turns out that when the PSA is focused at the center plane of the crystal, the output modes are simply related to the input modes by a complex conjugation operation, i.e. 

\[ \phi_n(\rho) = \Phi_n(\rho)^* \]
Then the PSA model decomposition is:

\[
\hat{E}_{\text{in}}^{\text{PSA}}(\rho, t) = \sum_{n,m} \hat{a}_{in}^{nm} \Phi_n(\rho) \xi_m(t)
\]

(1)

\[
\hat{E}_{\text{out}}^{\text{PSA}}(\rho, t) = \sum_{n,m} \hat{a}_{out}^{nm} \phi_n(\rho) \xi_m(t)
\]

(2)

\[
\hat{a}_{out}^{nm} = \sqrt{g_n} \hat{a}_{in}^{nm} + \sqrt{g_n - 1} (\hat{a}_{in}^{nm})^d
\]

(3)

where the input \( \hat{E}_{\text{in}}^{\text{PSA}}(\rho, t) \) is a vacuum-state field, \( g_n \geq 1 \) is the gain parameter for the \( n \)-th spatial mode (i.e., \( G_{\text{eff},n} \), the PSA quadrature gain associated with the \( n \)-th most amplified mode, is equal to \( G_{\text{eff},n} = (\sqrt{g_n} + \sqrt{g_n - 1})^2 \)). Note that we have suppressed propagation delays within the receiver, and we have assumed that the PSA has a temporal bandwidth that greatly exceeds \( 1/\tau_p \). We can choose any temporal CON set, so use \( \xi_1(t) = s(t - 2L/c - F/c) \), which allows us, because we will ultimately be matched filtering for \( \xi_1(t) \), to deal solely with the pure spatially-dependent field operators.

The shape of the (most amplified) eigenmodes is dependent on the pump size and power. These eigenmodes were computed numerically using the methodology described in.\(^4\)\(\text{-}^7\) Figure 4 shows the first six eigenmodes (amplitude) for a 400\(\mu\)m \(\times\) 25\(\mu\)m elliptical pump with a power of 2.5KWatts. Figure 5 show the different gains \( G_{\text{eff},n} \) for the first 50 eigenmodes. It can be seen that the gains quickly converge to 1. Thus, there is little value in considering eigenmodes with indices above 50. Furthermore, we also noticed that for our soft-aperture and focusing most of the target signal is covered by the first 50 eigenmodes. Then, for \( n = 51, 52, \cdots \) we can safely assume that \( g_n = 1 \), and \( \phi_n(\rho) = \Phi_n(\rho) \) (i.e. eigenmodes are real).

Figure 4: (Color Online) The 6 most amplified eigenmodes (absolute value). The coordinates unit is \( \mu m \)

Figure 5: PSA quadrature gain \( (G_{\text{eff},n}) \) for the 50 most-amplified eigenmodes. The gains quickly approach 1.
\[
T(\rho '') = \begin{cases} 
A_T \delta(\rho ''), & \text{under } H_1 \\
(A_T/2)[\delta(\rho '' - \theta_0 L i_x') + \delta(\rho '' + \theta_0 L i_x')], & \text{under } H_2,
\end{cases}
\]

where \(A_T\) and \(L\) are defined in Table 1 and \(i_x'\) is the \(x''\)-axis unit vector. A 1-D detector array stretched along the \(x\)-axis generates the following homodyne detection statistic \(y = [y_{-N_x} \cdots y_{N_x}]^T\), where \(y_n\) is the matched-filter output for the \(n\)-th detector. The binary hypothesis test is

\[
H_1 : \quad y = s^{(1)} + w \sim N(0, \Lambda_1) \\
H_2 : \quad y = s^{(2)} + w \sim N(0, \Lambda_2),
\]

where \(s^{(k)} = [s_{-N_x}, \ldots, s_{N_x}]^T\) is the target-return component, \(w = [w_{-N_x}, \ldots, w_{N_x}]^T\) is the noise component, and the covariance matrix under \(H_k\) is \(\Lambda_k = E[yy^T|H_k], k = 1, 2\). Under each hypothesis, \(s^{(k)}\) and \(w\) are

Table 1: Notation for the quantities used in this paper.

### 4. HOMODYNE DETECTOR MEASUREMENT STATISTICS

We assume two equally-likely hypotheses: one on-axis speckle point target \((H_1)\) or two off-axis speckle point targets \((H_2)\). Under \(H_2\), the point targets are symmetrically placed at angles \(\pm \theta_0\) about the optical axis and have statistically independent speckle behavior. We assume that the targets return the same average power to the LADAR receiver under each hypothesis. The average intensity-reflection coefficient is:

\[
\eta = \rho'' \text{ Transmittance}
\]

\[
\eta = \rho'' \text{ Homodyne detector quantum efficiency}
\]

\[
E_{PSA}^{in}(\rho, t) \text{ PSA-input field operator}
\]

\[
E_{PSA}^{out}(\rho, t) \text{ PSA-output field operator}
\]
independent, zero-mean, Gaussian random vectors. The optimal ML decision rule is
\[
y^T \left[ \Lambda_1^{-1} - \Lambda_2^{-1} \right] y \begin{cases} \geq & \ln \left( \frac{\Lambda_2}{\Lambda_1} \right), \\
< & \text{decide } H_b \
\end{cases}
\] (5)

where \(|\Lambda_k|\) denotes the determinant of \(\Lambda_k\). In this section we derive expressions for \(\Lambda_1\) and \(\Lambda_2\).

4.1 PSA input

The LADAR transmitter emits coherent-state light, so we take the target return to be a classical field
\[
E_R(\rho', t) = \int \frac{\sqrt{T_p} \tau_p}{\hbar \omega} s(t - 2L/c) T(\rho'') e^{ikp' \cdot \rho''/L + ik|\rho''|^2/2L} d\rho'',
\]
where the exponential represents Fraunhoffer diffraction from position \(\rho''\) in the target plane to position \(\rho'\) in the pupil plane, and
\[
s(t) = \begin{cases} 1/\sqrt{\tau_p}, & \text{for } 0 \leq t \leq \tau_p \\
0, & \text{otherwise}
\end{cases}
\] (7)

is the transmitter’s normalized flat-top pulse. We ignore the effects of atmospheric extinction and turbulence.

For a target that produces fully developed speckle statistics, the target field-reflection coefficient \(T(\rho'')\) is a complex-valued Gaussian random process with the following first- and second-order moments:
\[
E_t[T(\rho'')], \quad E_t[T(\rho'')|T(\rho''')], \quad E_t[T^*(\rho'')T(\rho'')] = \lambda^2 T(\rho'') \delta(\rho'' - \rho''')
\] (8)

Similarly, the PSA input is in coherent state, conditioned on the target speckle, with a mean equal to:
\[
\langle \hat{E}_{\text{PSA}}^\text{in}(\rho, t) \rangle = \int A(\rho') E_R(\rho', t) \frac{e^{ikp' \cdot \rho''/L}}{\lambda L} d\rho'
\] (9)

\[
= \sqrt{\frac{T_p \tau_p}{\hbar \omega}} s(t - 2L/c - F/c) \int T(\rho'') m(\rho - \rho'') d\rho'',
\] (10)

where we have dropped unimportant quadratic and absolute phase factors.

4.2 PSA output

Equation 3 shows the PSA input/output relationship. By properly choosing the temporal CON mode set \(\{\xi_m(t)\}\) such that \(\xi_1(t) = s(t - 2L/c - F/c)\), and since the detector applies a matched filter for \(\xi_1(t)\), we can drop the time index and deal solely with the pure spatially-dependent field operators, as follows:

\[
\hat{E}_{\text{PSA}}^\text{in}(\rho) = \sum_n \hat{a}_n^{\text{in}} \Phi_n(\rho)
\] (11)

\[
\hat{E}_{\text{PSA}}^\text{out}(\rho) = \sum_n \hat{a}_n^{\text{out}} \phi_n(\rho)
\] (12)

\[
\hat{a}_n^{\text{out}} = \sqrt{g_n} \hat{a}_n^{\text{in}} + \sqrt{g_n - 1} (\hat{a}_n^{\text{in}})^\dagger.
\] (13)

For this modal decomposition, we can write the PSA input-output relation as
\[
\hat{E}_{\text{PSA}}^\text{out}(\rho) = \int [\mu(\rho, \rho') \hat{E}_{\text{PSA}}^\text{in}(\rho') + \nu(\rho, \rho') \hat{E}_{\text{PSA}}^\text{in}(\rho')^\dagger] d\rho',
\] (14)
where
\[\mu(\rho, \rho') = \sum_n \sqrt{g_n} \phi_n(\rho) \Phi_n^*(\rho'), \quad \nu(\rho, \rho') = \sum_n \sqrt{g_n - 1} \phi_n(\rho) \Phi_n(\rho')\] (15)

For a given soft-aperture PSF \(m(\rho)\), we define the functions
\[\mu^{(m)}(\rho, \rho'') = \int \mu(\rho, \rho') m(\rho' - \rho'') d\rho', \quad \nu^{(m)}(\rho, \rho'') = \int \nu(\rho, \rho') m(\rho' - \rho'') d\rho'\] (16)

Then the PSA output mean, conditioned on the target speckle, is
\[\langle \hat{E}_{\text{out}}(\rho)| = \int \left[ \mu(\rho, \rho') \hat{E}_{\text{in}}(\rho') + \nu(\rho, \rho') \hat{E}_{\text{in}}^*(\rho') \right] d\rho', \quad \nu^{(m)}(\rho, \rho'') = \int \nu(\rho, \rho') m(\rho' - \rho'') d\rho'\] (17)

Let \(\Delta \hat{E}_{\text{out}}(\rho) \equiv \hat{E}_{\text{out}}(\rho) - \langle \hat{E}_{\text{out}}(\rho)\rangle\). Then the PSA output phase-insensitive and phase-sensitive conditional covariance functions \(K^{(n)}(\rho_1, \rho_2|T)\) and \(K^{(p)}(\rho_1, \rho_2|T)\) are equal to:
\[K^{(n)}(\rho_1, \rho_2|T) = \int \left[ \mu(\rho_1, \rho') \Delta \hat{E}_{\text{in}}(\rho') + \nu(\rho_1, \rho') \Delta \hat{E}_{\text{in}}^*(\rho') \right] d\rho'\]
\[\times \int \left[ \mu(\rho_2, \rho'') \Delta \hat{E}_{\text{in}}(\rho'') + \nu(\rho_2, \rho'') \Delta \hat{E}_{\text{in}}^*(\rho'') \right] d\rho''\] (18)

where the last two equalities follow since the PSA input \(\hat{E}_{\text{in}}(\rho)\) is in a coherent state, so it has covariance functions \(K^{(n)}(\rho_1, \rho_2|T) = K^{(p)}(\rho_1, \rho_2|T) = 0\).

4.3 Homodyne output: continuum detector case

We perform homodyne detection with a 4.3 Homodyne output: continuum detector case

where 4.3 Homodyne output: continuum detector case

\[\hat{E}(\rho, t) = \sqrt{\eta} \hat{E}_{\text{out}}(\rho, t) + \sqrt{1 - \eta} \hat{E}_\eta(\rho, t),\]

where \(\hat{E}_\eta(\rho, t)\) is a vacuum-state field. The output of the matched filter is
\[y_d(\rho) = \int \text{Re}[\hat{E}(\rho, t) e^{-i\theta}] s^*(t - 2L/c) dt\] (23)
\[= \text{Re}[\hat{E}(\rho) e^{-i\theta}]\] (24)
\[= \sqrt{\eta} \text{Re}[\hat{E}_{\text{out}}(\rho) e^{-i\theta}] + \sqrt{1 - \eta} \text{Re}[\hat{E}_\eta(\rho) e^{-i\theta}]\] (25)
\[= \sqrt{\eta} \text{Re}[\hat{E}_{\text{out}}(\rho) e^{-i\theta}] + \sqrt{1 - \eta} \hat{e}_\eta(\rho).\] (26)
Note that the left-hand side of this equation is a classical random process whereas its right-hand side is a quantum operator. This notation is meant to convey that the statistics of the classical random process on the left-hand side coincide with the measurement statistics for the quantum operator on the right-hand side. Because the quantum operator on the right-hand side is in a zero-mean Gaussian state, we know that the classical random process on the left-hand side is zero-mean and Gaussian. To complete its statistical characterization, we now compute the mean and covariance of $y_d(\rho)$.

The matched filter output $y_d(\rho) = s_d(\rho) + n_d(\rho)$ where $s_d(\rho) = \langle y_d(\rho) \rangle$ is the target return and $n_d(\rho) = \Delta y_d(\rho) = y_d(\rho) - \langle y_d(\rho) \rangle$ represents the quantum noise. The target return $s_d(\rho)$ is a function of speckle $T(\rho'')$ and is in also a zero-mean Gaussian random process. The noise component $n_d(\rho)$ is independent of speckle and is in a zero-mean Gaussian random process.

The target return is $s_d(\rho) = \langle y_d(\rho) \rangle = \sqrt{\eta} \langle \text{Re}[\hat{E}_{\text{PSA}}^\text{out}(\rho)e^{-i\theta}] \rangle = \frac{\sqrt{\eta}}{2} \left[ \langle \hat{E}_{\text{PSA}}^\text{out}(\rho) \rangle e^{-i\theta} + \langle \hat{E}_{\text{PSA}}^\text{out}(\rho) \rangle e^{i\theta} \right]$. Thus, the target-return covariance is

$$K_s(\rho_1, \rho_2) = E_T[s_d(\rho_1)s_d(\rho_2)] = \frac{\eta}{2} \text{Re} \left\{ E_T \left[ \langle \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \rangle \langle \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \rangle \right] e^{-2i\theta} + E_T \left[ \langle \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \rangle \langle \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \rangle \right] \right\}$$

(27)

$$= \frac{\eta}{2} \text{Re} \left\{ \frac{I_T T_T}{\hbar \omega} \lambda^2 \int T(\rho'') \left[ \mu^{(m)}(\rho_1, \rho'') \nu^{(m)}(\rho_2, \rho'') + \mu^{(m)}(\rho_2, \rho'') \nu^{(m)}(\rho_1, \rho'') \right] d\rho'' e^{-2i\theta} + \frac{I_T T_T}{\hbar \omega} \lambda^2 \int T(\rho'') \left[ \mu^{(m)}(\rho_1, \rho'') \nu^{(m)}(\rho_2, \rho'') + \nu^{(m)}(\rho_1, \rho'') \nu^{(m)}(\rho_2, \rho'') \right] d\rho'' \right\}.$$  

(28)

And using Eq. (4) to replacing $T(\rho'')$ we obtain that under $H_1$, 

$$K_s(\rho_1, \rho_2) = K_1 \text{Re} \left( \left[ \mu^{(m)}(\rho_1, 0) \nu^{(m)}(\rho_2, 0) + \mu^{(m)}(\rho_2, 0) \nu^{(m)}(\rho_1, 0) \right] e^{-2i\theta} \right.$$ 

$$+ \left[ \mu^{(m)}(\rho_1, 0)^* \mu^{(m)}(\rho_2, 0) + \nu^{(m)}(\rho_1, 0)^* \nu^{(m)}(\rho_2, 0) \right] \right).$$  

(30)

and under $H_2$, 

$$K_s(\rho_1, \rho_2) = \frac{K_1}{2} \text{Re} \left( \left[ \mu^{(m)}(\rho_1, 0) \nu^{(m)}(\rho_2, 0) + \mu^{(m)}(\rho_2, 0) \nu^{(m)}(\rho_1, 0) \right] e^{-2i\theta} \right.$$ 

$$+ \left[ \mu^{(m)}(\rho_1, 0)^* \mu^{(m)}(\rho_2, 0) + \nu^{(m)}(\rho_1, 0)^* \nu^{(m)}(\rho_2, 0) \right] \right).$$  

(31)

where $K_1 = \frac{\eta}{2} \frac{I_T T_T}{\hbar \omega} A_T \lambda^2$.

Similarly, the noise $n_d(\rho) = \sqrt{\eta} \left( \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho) e^{-i\theta} + \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho) e^{i\theta} \right)$. Then noise covariance is

$$K_n(\rho_1, \rho_2) = \langle n_d(\rho_1)n_d(\rho_2) \rangle = \frac{\eta}{2} \text{Re} \left\{ \left( \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \right) e^{-2i\theta} + \left( \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \right) e^{2i\theta} \right\} \right\} + \frac{1}{4} \delta(\rho_1 - \rho_2)$$

(32)

$$= \frac{\eta}{2} \text{Re} \left\{ \left( \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \right) e^{-2i\theta} + \left( \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_1) \Delta \hat{E}_{\text{PSA}}^\text{out}(\rho_2) \right) e^{2i\theta} \right\} + \frac{1}{4} \delta(\rho_1 - \rho_2)$$

(33)

$$= \frac{\eta}{2} \text{Re} \left\{ \left( K^{(p)}(\rho_1, \rho_2) T e^{-2i\theta} + K^{(n)}(\rho_1, \rho_2) T \right) \right\} + \frac{1}{4} \delta(\rho_1 - \rho_2)$$

(34)

$$= \frac{\eta}{2} \text{Re} \left\{ \int \left[ \mu(\rho_1, \rho') \nu(\rho_2, \rho') e^{-2i\theta} + \nu(\rho_1, \rho') \nu(\rho_2, \rho') \right] d\rho' \right\} + \frac{1}{4} \delta(\rho_1 - \rho_2).$$

(35)
4.4 Homodyne output: discrete-detector array case

We consider a discrete one dimensional array of $N_p$ pixels of dimensions $D_x \times D_y$, as shown in Figure 2. The $m$-th detector in the array is centered at $ho = (mD_x, 0)$, for $-N_x \leq m \leq N_x$.

The output of the $m$-th detector is $y_m = \int_{A_m} y_d(\rho) d\rho$. The $\{y_m\}$ are zero-mean jointly Gaussian random variables with covariance $E[y_m y_n] = E[s_m s_n] + E[w_m w_n]$. The target-return and noise covariances are

$$E[s_m s_n] = \int_{A_m} \int_{A_n} K_s(\rho_1, \rho_2) d\rho_1 d\rho_2$$

$$E[w_m w_n] = \frac{\eta}{2} \int_{A_m} \int_{A_n} \text{Re}\left\{\int [\mu(\rho_1, \rho') \nu(\rho_2, \rho') e^{-i\theta} + \nu(\rho_1, \rho') \mu(\rho_2, \rho')] d\rho'\right\} d\rho_1 d\rho_2 + \frac{D_x D_y}{4} \delta_{mn}.$$  \hspace{1cm} (36)

Replacing (30), (31), and (35) above, and introducing the terms:

$$b_{kn} = \int_{A_k} \Phi_k(\rho) d\rho$$

$$m_k^{(+)} = \int m(\rho + \theta_0 L_{1x}) \Phi_k(\rho) d\rho$$

$$m_k^{(-)} = \int m(\rho - \theta_0 L_{1x}) \Phi_k(\rho) d\rho$$

$$s_1^{n0} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(0)} b_{kn} + \int_{A_k} m_{\text{residual}}(\rho) d\rho$$

$$s_2^{n0} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(0)} b_{kn}$$

$$s_1^{n+} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(+)} b_{kn} + \int_{A_k} m_{\text{residual}}(\rho) d\rho$$

$$s_2^{n+} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(+)} b_{kn}$$

$$s_1^{n-} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(-)} b_{kn} + \int_{A_k} m_{\text{residual}}(\rho) d\rho$$

$$s_2^{n-} = \sum_{k=1}^{K} \sqrt{g_k} m_k^{(-)} b_{kn}$$

it can be shown that

$$E[s_m s_n] = \begin{cases} K \Re\left\{e^{-2i\theta}(s_1^{n0} s_2^{n0} + s_1^{n0} s_2^{n0}) + (s_1^{n0})^* s_1^{n0} + (s_2^{n0})^* s_2^{n0}\right\} & \text{under } H_1 \\
0.5 \times K \Re\left\{e^{-2i\theta}(s_1^{n+} s_2^{n+} + s_1^{n+} s_2^{n+} + s_1^{n-} s_2^{n-} + s_2^{n-} s_2^{n-}) + (s_1^{n+})^* s_1^{n+} + (s_2^{n+})^* s_2^{n+} + (s_1^{n-})^* s_1^{n-} + (s_2^{n-})^* s_2^{n-}\right\} & \text{under } H_2, \end{cases} \hspace{1cm} (39)$$

and

$$E[w_m w_n] = \frac{\eta}{2} \Re\left\{\sum_{k=1}^{K} \sqrt{g_k (g_k - 1)} b_{kn} b_{kn} + (g_k - 1) b_{kn}^* b_{kn}\right\} + \frac{D_x D_y}{4} \delta_{mn}.$$ \hspace{1cm} (40)

where $m_{\text{residual}}^{(0)}(\rho)$, $m_{\text{residual}}^{(+)}(\rho)$, and $m_{\text{residual}}^{(-)}(\rho)$ represent the portion of $m(\rho)$, $m(\rho + \theta_0 L_{1x})$, and $m(\rho - \theta_0 L_{1x})$ (respectively) that is orthogonal to the space spanned by the first 50 eigenmodes.

5. NUMERICAL RESULTS

In this section we present our numerical results. We also briefly discuss the rationale behind the observed PSA behavior. In many cases our realistic spatial bandwidth limited model will be compared with the flat-phase “infinite-bandwidth” approximation device (with all modes amplified in the homodyne quadrature) discussed in the introduction. There are several surprising results in which the non-uniform phase behavior of the realistic model leads to better performance of the flat-phase infinite-bandwidth model.

It should be noted that there are several degrees of freedom over which performance can be optimized, including pump geometry/size, pump power, pixel size (width and height), number of pixels, and lenses focus in x- or y-dimension. What we found is that for a given pump size, a good strategy is to independently adjust...
the X- and Y-focus such that the 1-target signal matches the real part of the PSA’s most amplified eigenmode. Furthermore, there is a relation between the pixel width and the aperture spatial resolution (similar to Nyquist sampling). Roughly speaking, the pixel width (in dimensionless units $S_x$) must be less than 1 in order to prevent further loss of resolution. For the pixel height ($S_y$ in dimensionless units) we found that while there is an optimal operating point, the system has very little sensitivity to even large deviations from it. Thus, choosing the right value for $S_y$ is of little impact. Table 2 shows the default configuration parameters that were used – unless explicitly noted – to derive the results presented in this paper.

### 5.1 Error probability versus $\bar{n}$

Figure 6 shows the detection error probability, computed using Monte Carlo (MC) simulations ($10^7$ runs), for several values of target separation ($\mu$). The solid black line (with diamond markings) corresponds to the detection error probability obtained when our realistic model of the PSA is employed. For comparison, the red curve shows the expected performance under the “infinite-bandwidth” approximation. Also, as a reference, the blue dash line show the performance of a heterodyne detector without PSA pre-amplification. We can distinguish 3 different operating regions: (i) at low SNR, the finite-bandwidth PSA performance is very close
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5.2 Low SNR regime

Figure 7(a) shows a zoom-in on the probability of error curve for $\mu = 1$ for low values of $\bar{n}$ (i.e. low SNR case). There it can be seen that the performance of a detector with a finite-bandwidth PSA pre-amplification is better than the expected value for an infinite value amplifier and (not shown) with the same gain as the PSA highest gain ($G_{eff,1}$). This behavior can be counterintuitive, as the initial expectation is that the spatial-bandwidth limitation of the PSA would result in signal distortion, loss of resolution, and lower detector gain. Instead, performance has actually improved. There are two main drivers for this good PSA performance.

Firstly, with the right focusing the target signal for the 1-target case (i.e. $m(\rho)$) is a very good match to the real part of the PSA first fundamental mode (both are Gaussian beams). Since this mode experiences the highest gain, the 1-target signal experiences close to optimal amplification, that is, there is no spatial distortion of the 1-target signal intensity function*. Furthermore, for most values of $\mu$ in the range of interest, the 2-target signals $m(\rho + \theta_0 L L_x)$, and $m(\rho - \theta_0 L L_x)$ have most of their energy in the space spanned by the first 3 most amplified eigenmodes. Since these eigenmodes' gains is still large, the 2-target signal also experiences close-to-optimal amplification.

Secondly, the PSA performs an all-optical filtering of out-of-band noise. Since the gains for higher order eigenmodes decreases rapidly, noise contributions associated with higher-order eigenmodes are significantly reduced (compared to a infinite bandwidth amplifier, where all the modes are equally amplified). Note that, as mentioned above, higher order eigenmodes carry little-to-no target signal information, and therefore the PSA preference for lower-index eigenmodes (where the signal resides) over higher-index ones (mostly noise contribution) results in a type of all-optical signal-matched filter. Note that an equivalent filtering can be applied in the electronic domain (i.e. post-processing using the covariance matrices) if and only if the detector array is continuum (zero pixel width) array of sufficient area. This explains the finite-bandwidth PSA advantage for

---

*The phase, however, will be distorted/conjugated.
practical (finite) pixel widths. For example, Figure 7(b) shows a comparison of the performance impact of the pixel size for a PSA-enhanced detector (black, finite bandwidth) and the baseline system (red, no PSA, infinite bandwidth). The solid lines show the performance when a continuum detector array is used. The dashed lines show the performance when a discrete pixel array (with $S_x = 0.5656$) is employed. It can be seen that the finite-bandwidth PSA system experiences negligible degradation, while the baseline system experiences a degradation of roughly $0.3dB$. The main culprit for this performance degradation is the inability of the infinite bandwidth system to completely filter out out-of-band noise when the pixel size is non-negligible. Said in other words, while the different noise contributions are orthogonal at the input of the detector plane, the nature of the homodyne measurements (i.e., field integration over non-zero width pixels) does not preserve this orthogonality. Instead, different noise contribution become correlated with the target signal (i.e. fall “in-band”), and the output signal-to-noise ratio effectively increases. Note that since the finite-bandwidth PSA performs its noise pre-filtering before the homodyne measurement, it doesn’t suffer from this effect.

5.3 Medium SNR regime

As shown in Figure 6, the PSA-enhanced system worst relative performance occurs at medium SNR. The PSA-enhanced system performance degrades significantly, and in some cases (i.e. $\mu = 0.5$ and $\bar{n}$ in Figure 6(b)) it may provide no benefit over a homodyne receiver without a PSA.

This behavior cannot be fully explained by the PSA’s finite spatial-bandwidth. Our analysis (see Section 5.5) shows that increasing the PSA spatial bandwidth (by utilizing a broaded pump) does not, in general, improve performance at medium SNR. Moreover, any finite bandwidth effect (gain reduction, filtering, etc.) should result in a constant loss (in dB), that is, the error curve should run parallel to the curve determined under the infinite bandwidth assumption. However, this is not the observed behavior. As can be seen in Figure 6, in all cases the PSA-enhance system’s error curve has a lower slope (lower rate of decay) than the infinite-bandwidth case (either infinite bandwidth PSA, or baseline) and its relative performance worsens as the SNR is increased.

5.4 High SNR regime

In the previous subsection we noticed that for medium SNR values the error curve slope for a PSA-enhanced system decays slower than the baseline. Let alone, this would imply that asymptotically the behavior of the PSA-enhanced system is much worse than the baseline. Fortunately, as shown in Figure 6, at a high enough SNR, an inflection point occurs and the slope of the error curve increases significantly. Comparing the 4 plots in Figure 6, it is evident that the slope of the error curve for the PSA-enhanced system is the same as (or very close to) the slope of a heterodyne receiver.

This initially surprising result is due to the spatial pattern of the PSA spatial output changing in response to changes on the phase of the input signal. At high SNR, the modification is noticeable and a detector can recover phase information. Furthermore, since the most amplified eigenmode is complex with its real and imaginary parts being linearly independent, the real component of the PSA output (measured by the homodyne detector array) is never zero. In contrast, without a finite-bandwidth PSA, the homodyne detector output is zero when the input signal is exactly 90 degrees out-of-phase.

To visualize that a PSA pre-amplified homodyne detector can recover phase information, let’s consider the following example: assume the target signal corresponds to the 1-target hypothesis and, for argument sake, let’s assume that the PSA has a single eigenmode $\Phi_1(\rho) = V_{rc}(\rho) + jV_{im}(\rho)$. Of course, this is not a realistic assumption, but it serves to illustrate the way phase/quadrature information can be recovered. Let the input to the PSA (for a given speckle) be $(a_{rc} + j a_{im}) = r_{0} m(\rho)$, where $r_{0}$ is as before, the projection of $m(\rho)$ over the first input eigenmode $\Phi_1(\rho)$. The term $\frac{m(\rho)}{|m(\rho)|}$ is a unit amplitude phase scaling factor used to simplify the analysis. It follows that the target return at the output of a homodyne continuum detector is given by:

$$s_d(\rho) = |m(\rho)| \left( \sqrt{G_{eff,1}} a_{rc} V_{rc}(\rho) + \frac{1}{\sqrt{G_{eff,2}}} j a_{im} V_{im}(\rho) \right) = VA^{-1} \tilde{a}$$

(41)
where $V = [V_{re}(\rho)V_{im}(\rho)]^\dagger$, $\vec{a} = [a_{re}\ a_{im}]^T$ is the vector we are trying to estimate, and $A$ is a $2 \times 2$ constant diagonal matrix accounting for PSA attenuation: $A_{11} = 1/(|m_1(0)| \sqrt{G_{eff,1}})$, $A_{22} = \sqrt{G_{eff,1}}/|m_1(0)|$, and $A_{12} = A_{21} = 0$.

Let’s define the operator $<a, b> = a^T b = \int a(\rho)b(\rho)d\rho$ over the $L^2$ space. Then, since conditioned in the speckle the measurement are Gaussian variables, a good estimator for $\hat{a}$ is the least squares estimator characterized by the linear operator $L = AR^{-1}V^T$, where:

$$R = VTV = \begin{bmatrix} f_{11} & f_{12} \\ f_{12} & f_{22} \end{bmatrix}$$ (42)

is the cross-correlation matrix (symmetric since the functions are real-valued) for the functions $(V_{re}(\rho), V_{im}(\rho))$. $f_{11}$ is the energy of $V_{re}(\rho)$ and $f_{22}$ is the energy of $V_{im}(\rho)$ and it follows that $f_{11} + f_{22} = 1$. Note that if $V_{re}(\rho)$ and $V_{im}(\rho)$ are linearly independent, then the matrix $R$ is invertible.

The noise signal $n_d(\rho)$ at the output of the detector has three statistically independent components: one associated with vacuum noise, and two equal weighted terms associated with $V_{re}(\rho)$ and $V_{im}(\rho)$, as explained before. Treating $n_d(\rho)$ as a column vector, we can write

$$E\{n_d(\rho)n_d^T(\rho)\} = c_1I + \frac{c_2}{2}V_{re}V_{re}^T + \frac{c_2}{2}V_{im}V_{im}^T = c_1I + \frac{c_2}{2}VV^T$$

Finally, using the operator $L$ over the measurements $y_d(\rho) = s_d(\rho) + n_d(\rho)$ we obtain:

$$L\{y_d(\rho)\} = AR^{-1}V^TA^{-1}\hat{a} + N = \hat{a} + N$$

where $N = R^{-1}V^Tn_d(\rho)$ is a zero-mean Gaussian random 2-dimensional vector with covariance matrix equal to

$$E\{NN^T\} = AR^{-1}V^TE\{n_d(\rho)n_d^T(\rho)\}VR^{-1}A = AR^{-1}(c_1I + \frac{c_2}{2}VV^T)VR^{-1}A$$

$$= c_1AR^{-1}(V^TV)R^{-1}A + \frac{c_2}{2}AR^{-1}(V^TV)(V^TV)R^{-1}A = c_1AR^{-1}A + \frac{c_2}{2}I_2A^2$$

where the first term corresponds to the vacuum noise “amplified” by the matrix $AR^{-1}A$. The second term is the original eigenmode-related noise component, with he real and imaginary quadrature components amplified by the factors $A_{11}^2$ and $A_{22}^2$ respectively.

Thus, we can see that as long as the matrix $R$ is invertible, it is possible to recover both quadrature values in $\hat{a}$. However, the price to pay is an increase in the noise level, as determined by the matrix $AR^{-1}A$.

For example, let’s consider the case where the real and imaginary components of the fundamental eigenmode are orthogonal and of equal energy (i.e. $f_{11} = f_{22} = 0.5$ and $f_{12} = 0$). Then $R = 0.5I_2$ and $E\{NN^T\} = (2c_1+c_2/2)A^2$, that is, the two noise terms are uncorrelated. This results in statistics fairly similar to a homodyne detector, but with an decrease of the SNR for the imaginary component by a factor $A_{22}^2 = (G_{eff,1}/|m_1(0)|^2$ (roughly speaking, a SNR loss of the same order of magnitude of the PSA squeezing factor).

In practice, our values of $f_{11}$ are close to 1 (e.g. 0.9734 for the default PSA parameters) and therefore there is a significant additional SNR loss when determining the quadrature information, which explains the large gap between the PSA-enhanced system and the homodyne detector.

The explanation above is not intended to be rigorous, but illustrative of how if the set of real and imaginary components of the eigenmodes are linearly independent, then it is possible to recover phase information, although at a loss.

Moreover, it has been recently shown that the right modal transformation (i.e., unity gain, orthonormal real and imaginary components of output modes) just before a homodyne detector can convert the statistics of the homodyne detector output to those of a heterodyne detector.

5.5 Effect of pump width/spatial bandwidth

In this section we investigate if the cause for the bad behavior at medium SNR is due to limited spatial bandwidth, and investigate the effect of changing the pump geometry.

Note that for simplicity of description, $V_{re}(\rho)$ and $V_{im}(\rho)$ are being treated as infinite length column vector.
A broader pump has higher spatial bandwidth, which in theory should lead to better performance. Figure 8 compares the quadrature gains ($G_{eff,n}$) for two pump sizes (800μm × 25μm and 400μm × 25μm) under the same illuminance, i.e., the broader pump is excited with twice the power as the shorter one. It can be seen that the gain for the first eigenmode is the same in both cases, but the rate of decay is slower for the broader pump (higher spatial bandwidth).

Figure 9 shows the error probabilities for two values of $\mu$. It can be seen that at low SNR, having a broader pump results in a slight improvement in performance. However, at high SNR, the higher-spatial bandwidth results in performance degradation. A possible explanation for this is the "heterodyne-like" behavior of the PSA-enhanced system at high SNR: a higher gain $G_{eff,n}$ for the signal real component implies a higher squeezing ($\frac{1}{G_{eff,n}}$) for the quadrature (imaginary) component. Since the availability of a quadrature component is the dominant factor for the observed low probability of error, any attenuation of the quadrature component will result in an increase in the error probability.

It is instructive to calculate the target separation $\mu$ at which the error rate falls below some threshold probability of error $P_{error}$. Plotting this versus $\bar{n}$ reveals a resolution curve. Finally, Figure 10 show the resolution curves for 4 different target error probabilities. It can be seen that for low and high error probability targets, there is little value in increasing the spatial bandwidth. Only for error probability in the order of $3 \times 10^{-3}$ and for angular separation above 0.5 times the Rayleigh angular resolution, it is worthwhile to spent the extra power required to maintain a constant illuminance while increasing the pump width.
Figure 10: (Color Online) Resolution curves for different target error probabilities $P_{\text{error}}$ for two different values of pump widths: 800μm (blue line) and 400μm (red line). Baseline (no PSA) shown in black. The broader pump, with higher spatial bandwidth, has better performance only in a limited number of cases.

### 6. DISCUSSION

In this paper we performed a complete characterization of a PSA crystal and compared its performance against the results obtained under the “infinite-spatial-bandwidth” assumption. We have found that under both low and high SNR, the performance of a PSA is better than the one predicted by the infinite-bandwidth, infinite gain assumption. But, at medium values of SNR, the PSA performance may be much worse than one predicted by the infinite-bandwidth assumption, and for certain values of $\mu$ it may even be worse than the performance of a system without a PSA (i.e. baseline system).

At low SNR, the good behavior of the PSA is due to (i) a good matching between the target signal and the PSA first fundamental modes (both are Gaussian beams) which result in little – if any – loss due to the PSA finite-bandwidth (i.e. signal excites the right modes), and (ii) the PSA behaving as an all-optical pre-filtering of out-of-band noise – which can only be duplicated in the electronic domain if the detector array is continuum (zero pixel width) and of sufficient area.
At medium SNR, however, we have observed some significant performance degradation. This cannot be fully explained by the PSA finite spatial-bandwidth. Our analysis shows that increasing the PSA spatial bandwidth (by utilizing a broader pump) does not, in general, improve performance at medium SNR. Moreover, any finite bandwidth effect (gain reduction, filtering, etc.) should result in a constant loss (in dB), that is, the error curve should run parallel to the curve determined under the infinite bandwidth assumption. However, this is not the observed behavior. Instead, the PSA error curve has a lower slope (lower rate of decay) than the infinite-bandwidth case, and its relative performance worsens as the SNR is increased. For some values of $\mu$ and SNR, the performance of the PSA can even be worse than the performance of a system without a PSA (i.e. baseline system).

At high SNR, the PSA good behavior is due to the PSA capability to recover some phase information. The PSA input/output modal transformation result in some quadrature (imaginary) component information being propagated (though squeezed) through the PSA. As the energy of this quadrature component grows above the noise floor, its availability dominates the error probability, overcoming the effects observed at medium SNR, and resulting in an error curve that asymptotically follows that of a heterodyne receiver.

In the future, we will further investigate the effect of the PSA modal transformation (i.e. output modes are the complex conjugate of the input modes) in the behavior observed at medium SNR, looking for guidelines for pump design (shape and/or power). Similarly, we will try to derive expressions relating the PSA behavior at high SNR with that of a heterodyne detector system (i.e. quantifying the dB gap).
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