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Abstract: We present a novel approach to segmenting a quasiperiodic multi-parameter physiological signal in the presence of noise and transient corruption. We use Weighted Time Warping (WTW), to combine the partially correlated signals. We then use the relationship between the channels and the repetitive morphology of the time series to partition it into quasiperiodic units by matching it against a constantly evolving template. The method can accurately segment a multi-parameter signal, even when all the individual channels are so corrupted that they cannot be individually segmented.

Experiments carried out on MIMIC, a multi-parameter physiological dataset recorded on ICU patients, demonstrate the effectiveness of the method. Our method performs as well as a widely used QRS detector on clean raw data, and outperforms it on corrupted data. Under additive noise at SNR 0 dB the average errors were 5.81 ms for our method and 303.48 ms for the QRS detector. Under transient corruption they were 2.89 ms and 387.32 ms respectively.

1 INTRODUCTION

In this paper, we address the problem of segmenting a quasiperiodic multi-parameter physiological signal in the presence of noise and transient corruption.

Early warning systems in an ICU require continuous uninterrupted real-time monitoring of the physiological signals (Tarassenko et al., 2006; Mark and Shavdia, 2007; Cao et al., 2008; Henriques and Rocha, 2009; Chen et al., 2009). Unfortunately, these signals often suffer transient corruption. An algorithm that estimates the correct values of the corrupted signals can help automated systems produce more reliable results, and make them more amenable for visual inspection. An accurate segmentation makes the estimation task easier.

We represent a multi-parameter signal by a matrix $S_{n \times m}$, where each column represents an individual channel of the signal (e.g., an ECG channel, ABP or PPG) and each row represents a point in time. For simplicity, we assume that all the channels are sampled at the same rate. If the matrix represents a quasiperiodic multi-parameter signal (QFMS), it will have a repetitive structure that is shared by all the channels in the structure. This is common in situations where the signal is generated by the same underlying sys-
In the case of the cardiovascular system, the periodicity of all the ECG channels, the blood pressure waveforms, and the plethysmogram are related to the heart rate.

In practice, samples may be corrupted in an unknown fashion. We would like to estimate the actual values of the samples in row \( i \) of the matrix \( S \) that represents a QPMS, using the corrupted values in that row and the estimates of prior values up to row \( (i - 1) \). However, many physiological signals (e.g., those related to cardiovascular activity) are quasiperiodic. For such signals, the estimation process starts by identifying the segment boundaries.

This paper presents a novel approach to identifying segment boundaries in the presence of significant amounts of transient corruption spanning multiple columns and rows of the matrix \( S \). The key idea is that by simultaneously considering all the channels, one can segment them more accurately than would be possible by considering each channel independently. The method is based on matching a sliding window of the QPMS to a template. The template is a short multi-parameter signal that is regularly updated based upon recent estimates. The initial template is derived from an archived QPMS.

Segmentation is done by finding the prefix of the window that most closely matches the template. The matching is done using a new method, Weighted Time Warping (WTW) that minimizes the weighted morphological dissimilarity between template and the prefix of the window across all the channels. The morphological dissimilarity is given by the warped distance between a channel in the window and the corresponding channel in the template. The weight represents the estimated quality of the channel.

Experiments carried out on MIMIC (Goldberger et al., 2000), a publicly available multi-parameter physiological dataset recorded from ICU patients, demonstrate the effectiveness of the method. We considered additive noise and the following types of corruptions: signal interruption, exponential damping, overshooting, clipping, and superimposition of artificial low frequency signals and high frequency signals. Here, the corruptions across the channels are not perfectly correlated.

We compared our method to a widely used QRS detection based segmentation method. Our method performs as well as the QRS detector on the raw data and significantly outperforms it on the data synthetically altered with additive noise and transient corruption. When additive noise at SNR 0 dB was applied to all \( m \) channels of the signal, the average errors were 5.81 ms for our method and 303.48 ms for the QRS detector. The average errors were 2.89 ms and 387.32 ms respectively when transient corruption was added. In the last two cases, the QRS detector was totally unusable, whereas our method was able to do the segmentation with reasonable accuracy.

The primary contributions of this work are
- Formulation of the problem of segmentation as a dissimilarity minimization problem, and the use of a new dissimilarity metric, weighted time warping.
- The use of a multi-parameter signal template that eliminates the need of any prior knowledge of the specific properties of the signal, and
- The dynamic adaptation of the template, which allows us to accommodate the time evolution of the signal.

## 2 BACKGROUND AND RELATED WORK

Physiological signals in the ICU are often severely corrupted; corruptions by noise, artifact and missing data lead to serious errors in automated medical systems and early warning systems. (Li et al., 2008) provides a survey of strategies used to address this problem. Recent attempts to mitigate this problem focus on using redundant measurements, and fusing data from multiple sensors (Li et al., 2008; Aboukhalil et al., 2008; Li and Clifford, 2008; Dshmame, 2009). Typically they employ independent methods on different channels and combine the results only at the final stage. In contrast, we process all channels simultaneously.

Dynamic Time Warping (DTW) is increasingly being used in temporal segmentation problems (Kovar and Gleicher, 2004; Zhou et al., 2008). (Park and Glass, 2006) uses DTW to segment speakers in an audio signal. DTW has also been used in locating motion clips (Gleicher and Kovar, 2004) and temporal segmentation of human motions (Zhou et al., 2008). (Vlachos et al., 2006) provides an overview on the implementation of multidimensional Dynamic Time Warping (DTW) over the \( L_p \) norm. Based on this work, we propose Weighted Time Warping (WTW), a novel method that uses time warping to perform segmentation.

WTW generalizes multidimensional DTW by weighing the individual signals by the signal quality. In WTW, we also apply the local continuity and global path constraints that reduce the influence of outliers. The use of such constraints was proposed in (Myers et al., 1980).
3 Method

First we present the overview of the algorithm, followed by the discussion of a single iteration of the loop. Additional details are provided later in this section.

3.1 Overview

Goal: Let \( S \in \mathbb{R}^{n \times m} \) be a multi-parameter time-series consisting of \( m \) and \( Z_{t \times m} = \{ Z_t \in \mathbb{R}^m \}_{t \in m} \) an initial template.\(^1\) The goal is to segment \( S \) into a set of quasiperiodic units \( Y = \{ Y_i \} \) where \( Y_i \) is \( S_{[p_i, p_i+p_t]} \). Here, \( S_{[p_i, p_j]} \) denotes the window in the target sequence \( S \) from time \( t = p_i \) to \( t = p_j - 1 \).

We require the template (Figure 2) to be comprised of at least two segments. These segments are used to find the quasiperiodic unit \( Y_i \) in \( Y \). We also assume that we know the locations of the segment boundaries \( Z_{k}, \ell_1, Z_{k}, \ell_2 \) and \( Z_{k}, \ell \) in the template. Here, \( Z_{k}, \ell \) denotes the \( k \)th row in \( Z \). It is a vector of samples corresponding to time \( k \). The prototypical template is initially obtained from an archive.

Procedure: We start the process at some arbitrary point in time \( p_{\text{start}} \) on the signal that is to be segmented. This need not be an actual segment boundary. We then run the algorithm starting at \( p_{\text{start}} \), continuously segment \( S \), and add the segments to \( Y \). We also update \( Z \) to reflect the evolution of the time series. This enables us to accommodate the gradual changes in the morphology of the signal.

An iteration: We start the iteration with the extraction of a window \( W = S_{[p_i, p_i+p_t]} \) from the time series data \( S \) at \( p_i \). Here, the window length is given by \( v = \ell + e \), where \( e \) is the buffer length. In the following discussion, we use \( j \) to index the single parameter signals. It is preprocessed, and the morphological quality estimates \( \{ q_j \}_{m} \) are computed, where \( q_j \) represents the morphological similarity between the channel \( W_j \) from \( W \) and the corresponding channel from the template \( Z_j \). For each channel \( j \), a pairwise Euclidean distance matrix \( pD^j \) is calculated between \( Z_j \) and \( W_j \) (Equation 1-2). The final distance matrix \( D \) is obtained by weighting the pairwise distance matrix \( pD^j \) with \( q_j \) (Equation 3).

\[
\begin{align*}
  c_{x,y} &= W_{k,j} - T_{k,j} \\
  pD^j &= \begin{bmatrix}
    c_{1,1} & c_{1,2} & \ldots & c_{1,Z_j} \\
    c_{2,1} & c_{2,2} & \ldots & c_{2,Z_j} \\
    \ldots & \ldots & \ldots & \ldots \\
    c_{W_j,1} & \ldots & \ldots & c_{W_j,Z_j}
  \end{bmatrix} \\
  D &= \sqrt{\sum_{j=1}^{m} q_j \| pD^j \|^2}
\end{align*}
\]

The accumulated distance matrix \( aD \) is then computed from \( D \) using dynamic programming. For two single parameter signals \( A \in \mathbb{R}^{\ell} \) and \( B \in \mathbb{R}^{\ell} \), the accumulated distance can be calculated by the following recursion

\[
aD(A_i, B_i) = D(A_i, B_i) + \min\{ D(A_{i-1}, B_{i-1}) \}
\]

We next check \( aD \) for such spurious matchings. When a spurious matching is encountered, the buffer length \( e \) is increased and the process is repeated. Otherwise we trim \( W \) to obtain \( W^* \) so that it contains only the portion of the signal that matches the template.

We next use the accumulated distance matrix \( aD \) to find the optimal path alignment between \( Z \) and \( W^* \), as in DTW. From the alignment, we extract the point \( W, f^* \) in \( W^* \) that is matched with the segment boundary \( Z_{\ell_2} \) in \( Z \). This corresponds to the segment boundary we are interested in, because \( Z_{\ell_2} \) marks the end of the first segment in the template. Then, the corresponding length \( f^* \) is used to update \( p_{i+1} \) with \( p_{i} + f^* \). A second pass of the algorithm is used to fine tune the results. For ECG, a peak detector is used in the second run. Finally \( S_{[p_i, p_{i+1}]} \) is added to \( Y \). Following the template update, the process is repeated to find the next segment boundary.

\(^1\)Bold capital letters represent a matrix \( S \), non-bold capital letters denote a column vector \( A \), and lower-case letters denote a scalar \( w \).
3.2 Weighted Time Warping

We introduce a weighted norm (Equation 3) over the parameter signals to vary the influence exerted by each parameter. The morphological quality metric $q_j$ captures the morphological similarity between the parameter signal $W_j$ and the template $Z_j$.

We hypothesize that the corrupted regions of the signals are morphologically dissimilar to the clean signals. We estimate the dissimilarity using the warped distance $cd_j$.

$$ cd_j = \min_k \frac{1}{k} aD^j(\ell,k) $$  

$$ k_j = \arg \min_k \frac{1}{k} aD^j(\ell,k) $$  

Here, $aD^j$ is the accumulated distance matrix obtained from $pD^j$ using dynamic programming, $k_j$ is the alignment length, and $\ell$ is the length of the template.

By simply inverting $cd_j$ we could obtain the morphological quality metric $q_j$. Because we use a single metric across different channels such as ECG, ABP and PPG, sometimes two morphologically similar but time warped sequences from one channel produce higher cost than two morphologically dissimilar sequences from another channel. To address this, we incorporate additional information such as the alignment length $k_j$ and the difference in the standard deviations of $W_j$ and $T_j$ to obtain $q_j$. Shorter alignment lengths indicate the partial matchings that usually result in lower costs. Also a significant difference in the standard deviation between $W_j$ and $T_j$ implies that they represent two dissimilar processes. We also use a non-linear transformation to amplify the dynamic range of the values in the following equation that estimates the morphological quality.

$$ q_j = \max \left\{ 0, \exp \left( 1 - \frac{\lambda \times cd_j}{k_j \times \log(\text{std}_{T_j} + 1)} - 1 \right) \right\} $$

Here, $\text{std}_{T_j}$ and $\text{std}_{W_j}$ denote the standard deviation of $T_j$ and $W_j$ respectively. Further, $k_j$ is the length of the path alignment corresponding to $cd_j$ (Equation 5). $\lambda$ is a normalization coefficient which was empirically chosen to be 0.05.

3.3 Path Constraint

In a typical formulation of DTW, the distance function that is used to solve DTW (Equation 4), allows any path to be taken from $(A_0, B_0)$ to $(A_n, B_n)$. This makes DTW susceptible to degenerate matchings, especially in the presence of noise. For example, a long subsequence of a signal might be matched with a significantly shorter subsequence of another signal.

Therefore, we use local continuity and global path constraints (proposed as Type III and Type IV local continuity constraints in (Myers et al., 1980)) to prevent such physiologically implausible alignments by updating Equation 4 with

$$ aD(A_i, B_i) = D(A_i, B_i) + \min \{ D(A_{i-1}, B_{i-1}), $$

$$ aD(A_{i-1}, B_{i-2}) + D(A_i, B_{i-1}), $$

$$ aD(A_{i-1}, B_{i-3}) + D(A_i, B_{i-2}) + D(A_i, B_{i-2}), $$

$$ aD(A_{i-2}, B_{i-1}) + D(A_i, B_i), $$

$$ aD(A_i, B_i) + D(A_{i-1}, B_i) + D(A_{i-2}, B_i) \}.$$  

This ensures that there are no long horizontal or vertical paths in the matrix $aD$ along the alignment. It also results in global path constraints, by excluding excluding certain parts on the accumulated distance matrix in which optimal warping paths could lie.

3.4 Templates

The templates (Figure 2) are initially derived from an archive of the prototypical multi-parameter signal. They are then updated using the recent signal estimates.

3.4.1 Template Length

When searching for the segment boundaries we only assume the approximate location of the starting point ($p_i$). This allows us to start the algorithm at an arbitrary location ($p_{start}$). It also makes the detection of the segment boundary $p_{end}$ less sensitive to an inaccuracy in determining the previous segment boundary ($p_i$). To accommodate this we use templates that are more than two segments long.

3.4.2 Template Update

To follow the gradual changes that are common in the physiological signals, we update the template regularly. However, we do this only when the behavior is consistent, i.e., the recent estimates of the segment lengths have gradual variation. In that case, if all the channels are also clean enough, i.e., $q_j > \beta; \forall j$, we update the template by averaging the excerpt of the last two segments with the time warped version of the current template (Equation 10). Here, the time warping is necessary, since the current template $Z^*$ and the excerpt of the last two segments $Z'$ can be of different
Finally we normalize the template.

\[ Z' = S_{[p_{i-1}, p_{i+1}]}; \varepsilon \geq 1 \]  

\[ Z'' = \text{warp}(Z) + \eta Z'; \eta \geq 0 \]  

\[ Z* = \text{normalize}(Z'') \]  

Here, \( \varepsilon \) ensures that the template consists of at least two segments. We vary the influence of the recent segments on the template through the constant \( \eta \), where \( \eta = 0 \) implies a static template. We chose \( \eta = 0.6 \) empirically.

### 3.5 Long Segments

Spurious matchings occur when the segments in the window \( W \) are significantly longer than the segments in the template \( Z \); therefore the current buffer length \( e \) is not long enough to span at least two segments in the window. In such cases, the window \( W = S_{[p_i, p_{i+v}]} \) would not contain two full segments and does not give the expected matching. In such situations, we have to repeat the matching with a longer window. We increase \( v \) through \( e \) and repeat the process with a longer window. Otherwise we trim the window and obtain \( W* \), the portion of the window that matches the template.

### 4 EXPERIMENTAL RESULTS

We applied our method to multi-parameter physiological signal data from MIMIC at Physionet.org (Goldberger et al., 2000). The database has 72 waveform records with several annotation sets including ECG beat labels. It includes recordings from multiple ECG channels, Arterial Blood Pressure (ABP) and Photo Plethysmogram (PPG). The signals are sampled at 125 Hz. From this database, we selected 70 records that contained one continuous hour of at least one ECG channel, and ABP, PPG or both.

We compared our method to a widely used QRS detection based segmentation method (Pan and Tompkins, 1985; Urrusti and Tompkins, 1993). This method provides high specificity and sensitivity with low computational load (Kohler et al., 2002). Further it is publicly available as open source software.

We conducted the following experiments: 1) on the raw MIMIC data we compared our algorithm to the QRS detector, and 2) we selected clean excerpts from the raw data, artificially corrupted them, and compared our algorithm to the QRS detector on this corrupted data.

We evaluate the performance using the number of errors and the average error in milliseconds. The number of errors is defined as the total number of the estimated segment boundaries that are different from actual boundaries by more than one sample. This also includes the cases where a segment boundary is completely missed and an erroneous boundary is found. The average error is the mean distance between an actual segment boundary and the closest segment boundary found by the method.

#### 4.1 Raw MIMIC Data

We performed two tests on the raw data. In the first test, we randomly selected 10 records and ran the tests for the minimum of 12 hours and till the end of the record. We compared the results of our method and the QRS detector to the segment boundaries marked in the data.

The results are presented in Table 1. The results exhibit significant inter-record deviations. This is mainly due to the presence of sporadic corruptions in certain records, which results in a burst of errors in these records. For example, in record 213 (Figure 3), the corruption is severe, and it spans all the channels. It causes significantly large number of errors for both our method and the QRS detector. The median number of errors for our algorithm was 65, whereas it was 330 for the QRS detector.

In the second test, we ran the test across 70 records for an hour. WTW was able to segment 4.121 x 10^5 segments accurately while the QRS detector was able to segment 4.111 x 10^5 segments correctly. Although our method made fewer mistakes compared to that made by the QRS detector, the difference in the accuracies of both the methods is not significant because...
of the sparsity of the occurrence of corruption in the raw data.

4.2 Artificially Corrupted MIMIC Data

4.2.1 Additive Noise

In this experiment we evaluated our algorithm’s performance on noisy data. We obtained clean excerpts from the raw MIMIC data and corrupted it with artificial noise. We randomly extracted 1000 high quality 5 minute excerpts for which both our method and the QRS detector were 100% accurate. We added AWGN noise at different Signal/Noise (SNR) levels to these excerpts and tested both the methods on them.

We carried out two tests. In the first test, we added noise to all channels, whereas in the second test, we added noise to only $m-1$ channels.

The results of these tests are presented in Table 2. Under transient corruption, the average error was 2.89 ms for WTW. This is comparable to that of the data with AWGN at SNR 10 dB on all $m$ parameters. Under severe transient corruption the QRS detector becomes totally unusable.

5 CONCLUSION

We presented a novel online method for temporal segmentation of quasiperiodic multi-parameter physiological signals in the presence of noise and transient corruption. Our method uses Weighted Time Warping to exploit the relationship between the partially correlated channels and the repetitive morphology of the time series.

Our method has a greater constant overhead in computational complexity relative to QRS detection based segmentation algorithm. For a window of length $\ell$, our method uses dynamic time warping which runs in $O(\ell^2)$ time and space. A QRS detection based segmentation runs in $O(\ell)$ time. In the examples used in this paper $\ell$ is less than 500.

Our method is particularly useful when the system suffers noise and transient corruption. For corruptions, we tested our method on few artificial corruptions; but the real world corruptions could be different, and perhaps adversarial. We haven’t tested our method on these specific types of corruptions. In the case of additive noise, AWGN is the most difficult to handle because it spans the entire frequency spectrum and has the highest uncertainty. Our method performs well against AWGN.

We chose ABP, PPG and ECG for testing, because
they are commonly available in the recordings of ICU patients. However, our method should be applicable to any set of correlated physiological signals such as Central Venous Pressure (CVP), Pulmonary Arterial Pressure (PAP) and respiratory signal.

We showed that our method performs as well as an excellent QRS detector on relatively clean ECG data. On 1 hour long test data across 70 records, our method achieved 99.56% accuracy, whereas the QRS detector achieved 99.41% accuracy. When AWGN is synthetically added, the difference in the performance between our method and the QRS detector becomes significant. Our method was able to limit the average error to 5.81 ms when all $m$ parameters were corrupted with AWGN at SNR: 0dB, and to 0.008 ms when $m - 1$ parameters were corrupted at the same SNR. The average error for the QRS detector rose to 303.48 ms when the ECG channel is corrupted with the same AWGN. Similar results were observed on transient corruption.
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