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Introduction

The annual cycle of phytoplankton growth in many parts of the ocean is dominated by a dramatic population increase known as the spring bloom. High levels of primary production during the spring bloom, and the subsequent sinking of organic material contributes significantly to the carbon flux to the deep ocean (Smetacek et al. 1978; Townsend et al. 1994). The spring bloom occurs globally in coastal seas, lakes, in the Mediterranean and Black Seas, and most famously in the North Atlantic where the associated change in ocean color can be seen from space. Although it has been the focus of research for decades, there is an ongoing debate as to what conditions prompt the onset of the spring bloom (Townsend et al. 1994; Huisman et al. 1999; Behrenfeld 2010).

The onset of phytoplankton blooms is affected by many factors including turbulent mixing and light exposure (the physical controls), respiration and predation rates (the biological controls), and the availability of essential nutrients (the chemical controls) as described for example in Miller (2004). Here we will focus on identifying the most important physical controls. The depth of the mixed layer, where density is nearly homogeneous in the vertical, has been traditionally identified as the crucial physical control for the onset of blooms. According to the ‘critical depth’ hypothesis (Gran & Braarud 1935; Riley 1946; Sverdrup 1953), strong wind and buoyancy forcing during winter lead to deep mixed layers, rich in nutrients entrained from the underlying thermocline. However, at this time the mixed layer is typically deeper than a critical depth, $H_c$, and primary production is limited by light availability despite the abundance of nutrients. A bloom then develops in spring when the mixed layer becomes shallower than the critical depth and phytoplankton cells are exposed to sufficient light to support net population growth. An expression
for the critical depth, $H_C$, was derived by Sverdrup (1953):

$$H_C \sim h_l \frac{\mu_0}{m} \quad (1)$$

where $\mu_0$ is the local population growth rate at the ocean surface, $h_l$ is the $e$-folding depth of light penetration, and $m$ is the loss rate.

The critical-depth hypothesis has served as a cornerstone in biological oceanography for decades, but it has been questioned recently, particularly for its ability to predict the onset of the bloom. Several authors have reported the occurrence of phytoplankton blooms in deep mixed layers. Townsend et al. (1992) observed a phytoplankton bloom in the Gulf of Maine at a time when the mixed layer was about a factor of two deeper than the estimated critical depth. Dale & Heimdal (1999) compiled several years of data from Ocean Weather Ship Station Mike ($66^\circ$N, $2^\circ$E) and found that the phytoplankton population starts to increase several weeks before the upper ocean restratifies. More recently, Behrenfeld (2010) and Boss & Behrenfeld (2010) observed growth in the bulk phytoplankton population starting in late fall or early winter when the mixed layers were still deepening. Here, we will not directly consider this possible period of early growth, but instead will focus on the rapid increase in the phytoplankton growth rate associated with the spring bloom.

In formulating the critical depth hypothesis, Sverdrup (1953) supposed that turbulence in the mixed layer is ‘strong enough to distribute the plankton organisms evenly through the layer’. There are two assumptions associated with this statement: the full mixed layer is actively turbulent, and the strength of turbulent mixing is sufficient to overcome any process leading to an accumulation of cells at a particular depth. A more complete characterization of the problem must include both the depth and intensity of mixing (Huisman et al. 1999). Furthermore, it is important
to distinguish between a ‘mixed layer’ with uniform density and a ‘mixing layer’ with a uniform density and active turbulence (Brainerd & Gregg 1995).

Several previous studies have proposed that weak turbulent mixing can lead to the observed phytoplankton growth in deep mixed layers. Huisman et al. (1999) and Ghosal & Mandre (2003) solved a one-dimensional model for the phytoplankton concentration with a constant turbulent diffusivity. They found that when the mixing layer is deeper than the critical depth, growth in the integrated phytoplankton population is possible if the turbulent diffusivity is smaller than a critical threshold. Ebert et al. (2001) extended this work by deriving analytical solutions to a one-dimensional phytoplankton model including sinking, buoyancy, self-shading, and a constant turbulent diffusivity. Huisman et al. (2002) showed that sinking phytoplankton species in a deep mixing layer are able to grow at intermediate turbulence levels where turbulence is strong enough to keep the cells suspended in the water column, but not too strong to prevent growth through light limitation. Huisman et al. (2004) examined the practical implications of the ‘critical turbulence’ hypothesis in an artificially mixed lake and found that the dominant phytoplankton species with and without mixing were consistent with the model predictions. Peeters et al. (2007) found that the onset of a phytoplankton bloom in Upper Lake Constance closely coincided with a decrease in turbulent mixing at the end of winter.

A common feature of these previous studies is that they characterized the intensity of turbulent mixing using a turbulent diffusivity, $\kappa_T$. In nature, the turbulent diffusivity is not an externally prescribed parameter but rather depends on factors like the atmospheric forcing, e.g. cooling or wind, and the density stratification. One of the primary objectives of this study is to relate the critical turbulent diffusivity to the atmospheric forcing conditions, and to derive a criterion for the onset of the spring bloom in terms of the atmospheric forcing. Since we are interested in the
transition from winter to spring in the open ocean, we will focus on convectively-driven mixing which is responsible for generating deep wintertime mixed layers at high latitudes. The criterion will then be tested using high resolution three-dimensional numerical simulations which resolve most of the convective turbulence. Although our focus will be on thermal convection, our results can be generalized to turbulence driven by wind forcing and evaporation.

A simple thought experiment illustrates how changes in atmospheric forcing can lead to phytoplankton growth. Consider typical winter conditions with deep, nutrient-rich mixed layers. Strong atmospheric forcing continually mixes phytoplankton out of the euphotic layer and prevents growth, in accordance with the critical depth hypothesis. When spring comes and the atmospheric forcing weakens, active turbulence quickly subsides before the mixed layer shoals. At this point, before stratification develops, growth can start as soon the rate of mixing becomes slower than the net phytoplankton growth near the surface (Huisman et al. 1999).

Our analysis shows that the critical atmospheric forcing required to trigger a bloom is very weak, and for most practical purposes indistinguishable from zero. Hence our hypothesis is that a bloom can develop when the atmospheric cooling shuts off, regardless of the details of the biological or physical response. This hypothesis is more readily testable than the critical depth or critical turbulence criteria. Calculating the critical depth using the expression in Eq. 1 requires knowledge of the net phytoplankton growth and loss rates which depend on many factors and are difficult to accurately measure in situ. Evaluating the critical turbulence hypothesis requires a measurement of the turbulent diffusivity, which requires specialized instruments to measure finescale velocity or temperature fluctuations. In comparison, the atmospheric forcing is much more readily available based on data collected from research vessels, mooring arrays, weather stations, and by satellite.
The hypothesis that phytoplankton growth can be related to meteorological conditions has support in previous studies. In an early modeling study, Jamart et al. (1977) imposed a decrease in the depth and intensity of mixing in the spring following an increase in solar radiation, and the reduction in mixing triggered a phytoplankton bloom. More recently, Waniek (2003) used a bulk mixed layer model forced with observed atmospheric fluxes and found that the interannual variability in the timing and intensity of the bloom was controlled by changes in the meteorological forcing. Similar conclusions have also been drawn more directly from observations. For example, Dutkiewicz et al. (2001) and Follows & Dutkiewicz (2002) found that in the subpolar North Atlantic, where deep wintertime mixed layers and strong spring bloom events are seen, the mean spring phytoplankton concentration is inversely proportional to the strength of meteorological forcing. Similarly, Henson et al. (2006) found that the timing and intensity of the spring bloom, inferred from satellite observations, is correlated with the intensity of wintertime wind and convective forcing.

The focus of this study is on the period of rapid growth at the onset of the spring bloom, and this focus will influence our modeling approach and assumptions. Specifically, we will assume that nutrients are abundant, the loss rate is constant in time, and phytoplankton growth is proportional to light availability. In focusing on the period of rapid growth, we also assume that changes in the phytoplankton growth and loss rates and the mixed layer depth are slow compared to the phytoplankton growth rate. As a result, we will not consider coupling between phytoplankton, nutrients, and zooplankton, which are necessary to capture a full annual cycle. In the context of ecological models, the spring bloom can be described as the period when the ecological system is far from equilibrium (Evans & Parslow 1985). Our analysis is restricted to the period of disequilibrium, when grazing and other pressures cannot compete with the phytoplankton growth.
The following Theory section will examine solutions to an idealized phytoplankton model to illustrate when the rate of turbulent mixing becomes an important factor in predicting bloom conditions and to predict the population growth and decay rates in terms of the mixing layer depth and a turbulent diffusivity. In the Analysis section we will then link the turbulent diffusivity to atmospheric forcing in convective conditions and show how blooms can be triggered by weak forcing. High resolution numerical simulations will be used to show that the critical turbulent diffusivity and the onset of phytoplankton blooms can be linked to the atmospheric forcing. The discussion will discuss the implications of our results for the onset of spring blooms in the ocean.

**Theory - Turbulent mixing and the onset of spring blooms**

The onset of a bloom triggered by weak atmospheric forcing can be described in terms of the relevant physical and biological timescales. In deep mixed layers, phytoplankton cells will generally multiply faster near the surface where light is abundant, while turbulence counteracts the resulting accumulation of cells by mixing them in the vertical direction. The competition between mixing and local growth can be quantified in terms of two timescales, \( \tau_P \) and \( \tau_M \), associated with phytoplankton growth and turbulent mixing, respectively. When \( \tau_M << \tau_P \), turbulent mixing acts much faster than net growth and maintains a uniform phytoplankton concentration in the mixing layer, in accordance with Sverdrup’s assumption. On the other hand, when \( \tau_P << \tau_M \) turbulent mixing will not be able to overcome vertical variations in the net growth rate, resulting in a bloom.

The concept of a critical turbulent diffusivity needed to trigger a bloom was first introduced by Huisman *et al.* (1999) and further developed by Huisman *et al.* (2002), Ebert *et al.* (2001), and Ghosal & Mandre (2003). In this section, we extend the earlier work on critical turbulence in three
ways. We will use a two-layer phytoplankton model to derive an explicit expression for the critical
diffusivity in terms of the mixing layer depth and the phytoplankton growth and loss rates. We
will then use this result to determine the critical atmospheric forcing needed to trigger a bloom.
We will also present an analytical solution for the rate of net growth or loss in the phytoplankton
population given the depth and intensity of turbulent mixing and biological parameters. This
extends the work of Ebert et al. (2001) who primarily focused on steady solutions.

We will use the following equation to model the early stages of a phytoplankton bloom event:

$$\frac{\partial P(z,t)}{\partial t} = \mu(z,t,P,N)P(z,t) - m(z,t,P,Z)P(z,t) + \frac{\partial}{\partial z} \left( \kappa_T(z,t) \frac{\partial P(z,t)}{\partial z} \right),$$

(2)

where $P$ is the phytoplankton concentration, and the local growth rate, $\mu$, loss rate, $m$, and turbu-
lent diffusivity, $\kappa_T$ are prescribed functions. Vertical motion of the phytoplankton cells relative to
the fluid through sinking and buoyancy or swimming are not explicitly included in Eq. 2, which is
a good assumption if the phytoplankton cells are neutrally buoyant and non-motile, or if the tur-
bulence is strong enough to overcome the relative motion of the cells (Riley 1946; Huisman et al.
2002). If we were interested in the phytoplankton growth over longer (i.e., monthly or seasonal)
timescales, Eq. 2 would have to be coupled to additional equations for the nutrients ($N$), and zoo-
 plankton ($Z$) (Evans & Parslow 1985). Instead, we will focus on the early stages of the spring
bloom when phytoplankton growth is very rapid, before nutrients become depleted and before the
zooplankton population has time to respond. We will therefore assume that $\mu$ and $m$ are constant
in time over the period of interest, i.e., days to weeks.

In order to simplify the analysis of Eq. 2 we will make several additional assumptions, largely
following those made by Sverdrup (1953). Specifically, we will assume that the growth rate,
$\mu$ depends only on the daily-averaged light level at each depth. Since we are interested in the
phytoplankton growth over a short time period, the daily-averaged light intensity and $\mu$ are assumed to be constant in time. By assuming that $\mu$ is constant in time, we effectively neglect self-shading effects, which have been included in several previous studies (Huisman et al. 1999; Ebert et al. 2001). Self-shading occurs when the phytoplankton concentration becomes large, and here we focus on the early stages of the bloom when the concentration is still relatively dilute. We will further follow Sverdrup (1953) and assume that the loss rate, $m$, is constant in the mixing layer. This does not allow the loss rate through predation to decrease when the phytoplankton concentration becomes dilute, as predicted by Behrenfeld (2010), or to increase when the phytoplankton become more abundant in the spring, but these effects are likely to occur on longer timescales than those of interest here. Turbulent mixing will be represented as a diffusive process using a constant turbulent diffusivity, $\kappa_T$, but in the Analysis section, we will present results from numerical simulations that do not require this assumption. In the Web Appendix (www.aslo.org/lo/toc/vol_xx/issue_x/xxxxa1.pdf), we show how to solve Eq. 2 in a more general framework where $\mu$, $m$, and $\kappa_T$ can be arbitrary functions of depth.

Departures from Sverdrup’s critical depth theory occur when turbulence is too weak to maintain the concentration of phytoplankton within the mixing layer. In particular, when the phytoplankton growth rate is limited by light exposure, weak turbulence results in higher concentrations of phytoplankton cells near the surface where light is more abundant. By concentrating near the surface, the phytoplankton population preferentially samples a region with abundant light, and the growth rate of the integrated phytoplankton population in the mixing layer is higher than if the cells were evenly exposed to the mean light level. It is therefore possible to have a growing non-uniform phytoplankton population in a region that is deeper than the critical depth identified by Sverdrup. In fact, when the turbulent mixing rate is below a critical value, it is even possible to
maintain a steady population in an arbitrarily deep mixing layer (Huisman et al. 1999).

\textit{a. Simple Model}

In order to illustrate how nonuniform phytoplankton distributions can lead to larger population growth rates, consider separating the mixing layer into two sub-layers about a depth, \( h \). An equivalent two-layer profile of the ‘local net growth rate’, \( \mu - m \), is illustrated in Fig. 1. The upper layer is meant to represent the euphotic layer where light is abundant, while the lower layer represents the fraction of the mixing layer that receives little light. In the upper layer (layer 1) spanning the region \( -h < z < 0 \), we assume that local growth dominates over losses at some effective rate \( \mu_{\text{eff}} \) given by appropriate averaging of \( \mu - m \). In the lower layer (layer 2) for \( -H < z < -h \), we assume that losses dominates local growth with an effective rate \( m_{\text{eff}} \). The two layers experience the same mixing set by the turbulent diffusivity \( \kappa_T \). Depending on the relative rates of mixing versus local growth and losses, the phytoplankton concentration in the two layers can be different or equal, and this will translate into two different criteria for the onset of blooms.

The timescales, \( \tau_{M,1} \) and \( \tau_{M,2} \) associated with turbulent mixing in the upper and lower layers, respectively, can be defined in terms of the layer depth and the turbulent diffusivity, \( \kappa_T \):

\[
\tau_{M,1} \equiv \frac{h^2}{\kappa_T}, \quad \tau_{M,2} \equiv \frac{(H - h)^2}{\kappa_T} \quad (3)
\]

while the timescales associated with the effective local growth and loss rates in the two layers are

\[
\tau_{P,1} \equiv \frac{1}{\mu_{\text{eff}}}, \quad \tau_{P,2} \equiv \frac{1}{m_{\text{eff}}} \quad (4)
\]

\textit{Critical depth criterion}

In the limit of strong turbulence when the mixing timescales are much smaller than the effec-
tive growth and loss timescales defined above:

$$\tau_{M,1} \ll \tau_{P,1}, \quad \text{and} \quad \tau_{M,2} \ll \tau_{P,2}$$

and the phytoplankton concentration will be well mixed in the vertical. Integrating over the two layers and assuming that the vertical phytoplankton flux vanishes at $z = 0$ and the base of the mixing layer, Eq. 2 reduces to

$$\int_{-H}^{0} \frac{\partial P}{\partial t} dz = h \mu_{eff} P - (H - h) m_{eff} P$$

The integrated phytoplankton concentration can grow in time as long as,

$$H \leq H_c \equiv h \left( \frac{\mu_{eff}}{m_{eff}} + 1 \right)$$

i.e., the mixing layer depth must be shallower than a critical depth $H_c$, consistent with Sverdrup’s theory.

**Critical turbulence criterion**

The weak turbulence limit first becomes relevant in late winter or early spring when the mixing layer depth is typically much deeper than the layer with positive net growth: $H >> h$. In this case, inspection of Eq. 3 reveals that the mixing timescale is much longer in the lower layer than the upper layer. Therefore, for moderate turbulence levels, turbulence may be sufficient to fully mix the upper layer, but not the lower layer, i.e.,

$$\frac{h^2}{\kappa_T} \ll \frac{1}{\mu_{eff}}, \quad \text{and} \quad \frac{(h - H)^2}{\kappa_T} \sim \frac{1}{m_{eff}}$$

In this limit there is a critical turbulence level, $\kappa_c$, below which growth in the phytoplankton population can occur regardless of the mixing layer depth. This critical level is found by looking for steady-state solutions of Eq. (2). Based on Eq. (8) turbulent mixing still dominates in the upper
layer, so the phytoplankton concentration will remain uniform near the surface. However, we can no longer assume that the phytoplankton are uniform in the lower layer. There, the effective loss rate is balanced by a downward flux of cells driven by,

$$\kappa T \frac{\partial^2 P_2}{\partial z^2} - m_{\text{eff}} P_2 = 0$$

(9)

The solution to Eq. 9 is

$$P_2(z) = C e^{z\sqrt{m_{\text{eff}}/\kappa T}}$$

(10)

where $C$ is an arbitrary constant. The solution in the upper layer is uniform and must match $P_2$ at the interface at $z = -h$, hence,

$$P_1 = C e^{-h\sqrt{m_{\text{eff}}/\kappa T}}$$

(11)

At the critical turbulence threshold, the net phytoplankton growth in the upper layer is balanced by the downward flux of cells into the lower layer by turbulent mixing. An expression for the critical turbulence level can be obtained by matching the integrated growth rate in the upper layer with the flux into the lower layer,

$$\int_{-h}^{0} \mu_{\text{eff}} P_1 dz = \kappa_T \frac{\partial P_2}{\partial z} \bigg|_{-h}$$

(12)

Substituting the steady-state solutions for $P_1$ and $P_2$ into Eq. 12 provides an expression for the critical turbulent diffusivity in terms of the other parameters,

$$\kappa_T = \kappa_c \equiv \frac{h^2}{m_{\text{eff}}} \mu_{\text{eff}}$$

(13)

The critical turbulence level, $\kappa_c$ is the minimum turbulent diffusivity required to flux phytoplankton out of the euphotic layer fast enough to keep up with local growth. When $\kappa_T < \kappa_c$, phytoplankton cells accumulate near the surface where $\mu(z)$ is large, and when $\kappa_T > \kappa_c$ the flux of
phytoplankton cells into the lower layer is larger than the effective growth rate in the upper layer and the number of living cells decays.

Thus far, we have assumed that local phytoplankton growth can be represented by a constant effective net growth rate, $\mu_{\text{eff}}$, acting over a layer of thickness $h$. In general, the growth rate, $\mu$, will vary continuously throughout the water column. Among other factors, $\mu$ will depend on the average light made available to each cell, which in turn depends on depth. For example, a model growth rate profile can be set by assuming that the growth rate increases linearly with the light intensity, and that the light decays exponentially with depth following Lambert-Beer’s law. If we also assume that the loss rate is constant, following Sverdrup (1953), then

$$\mu(z) = \mu_0 e^{-z/h_l}, \quad m = \text{constant}$$

(14)

where $\mu_0$ is the maximum local growth rate at $z = 0$, and $h_l$ sets the depth of light penetration. Details of the full solution to Eq. 2 with this form for $\mu$ and $m$ will be given in the next section, but it is useful to have a simple, explicit expression for $\kappa_c$. One approximation to the critical diffusivity in this case can be obtained by using $h = h_l$ as the characteristic depth, the surface growth rate for the upper layer growth rate, $\mu_{\text{eff}} = \mu_0 - m$, and the constant loss rate, $m_{\text{eff}} = m$, in Eq. 13:

$$\kappa_c \simeq \frac{h_l^2}{m} (\mu_0 - m)^2$$

(15)

The critical turbulence level is proportional to the square of the light penetration depth, $h_l$, as suggested by Huisman et al. (1999). Fig. 2a shows a comparison of the approximate critical turbulence level using Eq. 15 to the exact solution first derived by Ebert et al. (2001) and described in the next section and in the Web Appendix. Eq. 15 provides an excellent approximation to the exact solution. Fig. 2b shows contours of $\kappa_c$ from Eq. 15 for $\mu_0 = 1 \text{ day}^{-1}$ as a function of $m$ and
b. General solution

In the previous section, we considered steady-state solutions for a piecewise constant net growth rate. It is possible to obtain solutions under more realistic conditions. In the limit of strong mixing considered by Sverdrup (1953), the achieved growth rate is equal to the vertical average of the local net growth rate over the mixing layer, $\sigma = (1/H) \int_{-H}^{0} (\mu - m) dz$. For finite turbulence levels, this is no longer true since the vertical distribution of phytoplankton cells becomes important, and $\sigma$ will depend on the depth and intensity of mixing.

A method for finding the achieved growth rate for a given set of biological and physical parameters is outlined in the Web Appendix. Given an initial phytoplankton concentration, and an appropriate set of boundary conditions, $P(z,t)$ can be written as the sum of a series of modes, each with a particular depth dependence and an associated achieved growth rate, $\sigma_n$. The instantaneous achieved growth rate, $\sigma$, can be then calculated by combining the solutions for each mode. However, under bloom conditions, when the phytoplankton population is growing exponentially, we expect $P$ to eventually become dominated by the most rapidly growing mode so that the achieved growth rate asymptotes $\sigma \rightarrow \max(\sigma_n)$. An important feature of the solution for the maximum achieved growth rate, $\sigma$, is that it is independent of the initial conditions. This means that the conditions for bloom development depend exclusively on measurable physical and biological parameters.

Fig. 3a shows the maximum achieved growth rate normalized by the constant loss rate, $\sigma^* = \sigma/m$, as a function of the nondimensional turbulent diffusivity and mixing layer depth: $\kappa_T^* = \ldots$
\( \kappa_T/(m h_t^2) \) and \( H^* = H/h_t \) for a fixed ratio of the maximum growth and loss rates, \( \mu_0^* = \mu_0/m = 10 \). The vertical phytoplankton flux is assumed to be zero at the ocean surface \( (z = 0) \) and at the base of the mixing layer \( (z = -H) \). By normalizing by \( m \) and \( h_t \), we have reduced the number of free parameters in the problem from five to three, allowing a wider range of parameters to be shown in each figure. The thick black lines in Fig. 3 separate growing and decaying solutions.

For large \( \kappa_T^* \), the critical condition with \( \sigma^* = 0 \) is only a function of \( H^* \) as surmised by Sverdrup. But for large \( H^* \), the critical condition is only a function of \( \kappa_T^* \), consistent with Huisman’s critical turbulence argument. The maximum achieved growth rate also depends on the biological response through \( \mu_0^* = \mu_0/m \), as illustrated in Fig. 3b for a relatively deep mixing layer with \( H^* = 50 \).

Again, the thick black line shows the neutral solution with \( \sigma^* = 0 \). In the limit of \( \kappa_T^* \to \infty \), the steady solution with \( \sigma^* = 0 \) becomes identical to Sverdrup’s critical depth with \( \mu_0/m = H_c/h_t = 50 \).

A distinguishing feature of the blooms predicted in the critical turbulence limit is that the phytoplankton growth is higher near the surface where the net growth rate is maximum. The vertical structure of the steady-state phytoplankton concentration is shown in Fig. 4a for \( \sigma^* = 0 \) and \( \mu_0^* = 10 \) for various values of \( \kappa_T^* \). The vertical turbulent phytoplankton flux is also shown in Fig. 4b, normalized by the integrated growth rate. The shaded region indicates where \( \mu(z) > m \), above the compensation depth. For large values of \( \kappa_T^* \), the phytoplankton profiles are nearly uniform in the vertical, consistent with the assumption made by Sverdrup. As \( \kappa_T^* \) approaches the critical turbulence level, the phytoplankton concentration approaches zero at depth and the profile becomes more surface intensified. In this case, the added net loss at deep levels is compensated for by extra net growth near the surface.

The solution given in Eq. 37 can be modified to allow for a flux of phytoplankton at the base of
the mixing layer, and this can be seen graphically using Fig. 4. A flux of phytoplankton cells out of the mixing layer will require a shallower mixing layer depth in order to maintain a steady state. For example, consider the steady solutions shown in Fig. 4 for the case when $\kappa_T^* = 1000$, indicated by red curves. If we prescribe a no flux boundary condition at the base of the mixing layer, $z = -H$, then based on Fig. 4b, the critical depth is $H_c^* \approx 10$ or $H_c/h_l \approx \mu_0/m$ in agreement with Sverdrup’s theory. On the other hand, if there is a downward flux of phytoplankton at the base of the mixing layer at a rate of, say 20% of the integrated growth, then the steady state mixing layer depth becomes $H_c^* \approx 8$. The steady-state mixing layer depth is even more sensitive to the phytoplankton flux for smaller values of $\kappa_T^*$.

**Analysis - Critical turbulence and critical forcing levels**

The turbulent diffusivity introduced in Eq. 2 will depend on both the depth and intensity of the turbulent mixing. In this section we will use the following framework to relate the turbulent diffusivity to the atmospheric forcing. First, based on mixing length theory, the turbulent diffusivity can be expressed in terms of a turbulent velocity scale ($w_*$) and a lengthscale ($l$): $\kappa_T \sim w_* l$. In the turbulent boundary layer, $w_*$ can be related to the atmospheric forcing, while $l$ characterizes the lengthscale of the most energetic turbulent motions. Scaling laws for $w_*$ and $l$ ultimately lead to an expression for the critical atmospheric forcing and the prediction that the onset of the spring bloom will occur when the forcing becomes weaker than the critical level.

A wide variety of physical mechanisms generate turbulence in the ocean including wind, breaking surface and internal waves, Langmuir circulation, surface heat and salt fluxes, etc. (e.g. Thorpe (2005)). Here, we will not attempt to address the contributions from all of these processes
on phytoplankton growth. Instead, we will focus on turbulence generated by thermal convection when the surface of the ocean is cooled. This is motivated by our desire to consider the conditions leading to the onset of the spring bloom after deep winter mixed layers are generated by intense surface cooling.

For turbulence forced by thermal convection in a non-rotating environment the following scaling has been verified by numerous laboratory experiments (Deardorff & Willis 1985; Fernando et al. 1991), and numerical simulations (Deardorff 1972; Molemaker & Dijkstra 1997)

\[ l \sim H, \quad w_* \sim (HB_0)^{1/3} \]  

(16)

where \( B_0 = \kappa \frac{\partial b}{\partial z}|_{z=0} \) is the surface buoyancy flux. The buoyancy, \( b \), is related to the fluid density, \( \rho \), according to \( b = -g\rho/\rho_0 \), where \( \rho_0 \) is a reference density and \( g \) is the gravitational acceleration. Using the length and velocity scale in Eq. 16, the turbulent diffusivity due to convective motions is expected to scale as

\[ \kappa_T \sim lw_* = CH^{4/3}|B_0|^{1/3} \]  

(17)

where \( C \) is an empirical scaling constant (Send & Marshall 1995; Klinger et al. 1996). When the surface density is only affected by temperature changes, the surface buoyancy flux, \( B_0 \) can be related to the surface heat flux

\[ Q_0 = c_P \rho B_0 / (\alpha g) \]  

(18)

where \( c_P \) is the heat capacity, \( \alpha \) is the thermal expansion coefficient, \( \rho \) is the water density, and \( g \) is the gravitational acceleration. The turbulent diffusivity can then be written directly in terms of the surface heat flux:

\[ \kappa_T = CH^{4/3} \left| \frac{\alpha g}{\rho c_P} Q_0 \right|^{1/3} \]  

(19)
Eq. 19 only applies under convective conditions when $Q_0 < 0$, indicating net cooling of the ocean surface.

Based on the scaling above, we can reformulate the critical turbulent diffusivity in Eq. 15 to obtain an expression for the ‘critical heat flux’:

$$Q_c \simeq -\frac{1}{C^3} \frac{c_p \rho_0 h^3}{\alpha g} \frac{(\mu_0 - m)^6}{m^3 H^4}$$  \hspace{1cm} (20)

When $|Q_0| > |Q_c|$, convectively-driven turbulence will be sufficient to keep the phytoplankton concentration uniformly distributed, and Sverdrup’s critical depth hypothesis is valid, whereas when $|Q_0| < |Q_c|$, convectively-driven turbulence is insufficient to redistribute the phytoplankton across the mixing layer, and we expect to see the phytoplankton population grow near the surface. Unlike the critical diffusivity, the critical heat flux depends on the depth of the convective mixing layer, $H$. The achieved growth rate, $\sigma$, is plotted as a function of the surface heat flux and the mixed layer depth in Fig. 5 for $\mu_0 = 1\text{day}^{-1}$ and $m = 0.1\text{day}^{-1}$. Significant departures from Sverdrup’s theory are only felt for very small values of the surface heat flux, in this case for $|Q_0| < O(1\text{Wm}^{-2})$. For all practical purposes, this threshold is indistinguishable from $|Q_0| = 0$.

The above analysis assumes that thermal convection driven by cooling of the ocean surface is the dominant source of turbulence. Using Eq. 18, the critical heat flux in Eq. 20 can be rewritten as a critical buoyancy flux, and this should be used instead when evaporation, precipitation, river runoff, or ice-melt lead to a significant freshwater flux. During winter, we expect convection to dominate over wind-driven turbulence in deep mixing layers. Specifically, convection is expected to dominate wind forcing below the Obukhov length, $z < -L_{Ob}$, where

$$L_{Ob} = \frac{-u_*^2}{\kappa B_0}$$  \hspace{1cm} (21)

where $u_* = (\tau_w/\rho_0)^{1/2}$ is the friction velocity, $\tau_w$ is the wind stress, and $\kappa = 0.41$ is the von
Karman constant. For typical values in the subpolar gyre of the North Atlantic in winter, say $u_* = 0.015\text{ms}^{-1}$, $B_0 = 1 \times 10^{-7}\text{m}^2\text{s}^{-3}$, the Obukhov length is $L_{Ob} \simeq 82\text{m}$. Since this is generally shallower than the mixed layer depth at high latitudes, we expect convection to dominate the deep mixing of phytoplankton under these conditions.

The scaling used in Eqs. 16-19 does not account for the influence of the Earth’s rotation. Rotation strongly affects convection when the convective Rossby number is small,

$$Ro_* \equiv \left( \frac{B_0}{f^3 H^2} \right)^{1/2} \ll 1$$

(22)

where $f$ is the Coriolis parameter (Klinger et al. 1996; Levy & Fernando 2002). For the cases that we will consider here in our simulations, the effect of rotation is indeed small. For example, when $Q_0 \simeq -100\text{Wm}^{-2}$, $H \simeq 100\text{m}$, $f \simeq 1 \times 10^{-4}\text{s}^{-1}$, the convective Rossby number is $Ro_* \simeq 2$. Rotational effects can become important for very deep convective layers (Klinger et al. 1996), but since the surface heat flux is strong during deep convection events, it seems unlikely that the critical turbulence criteria would be met in this limit.

c. Numerical simulations

In order to test the predictions from the theory outlined in the previous sections and to examine how a diffusive parameterization of turbulent mixing relates to realistic forcing conditions, we have conducted a series of high resolution three-dimensional numerical simulations of turbulence in the upper ocean. In the previous section we considered a one-dimensional phytoplankton model where turbulent mixing was represented by a constant turbulent diffusivity. More generally, the concentration of phytoplankton cells and the turbulent diffusivity can vary in all three spatial dimensions and time. If we make the same assumptions as before regarding the biological response,
then the phytoplankton concentration will satisfy the following equation

$$\frac{\partial P}{\partial t} + \mathbf{u} \cdot \nabla P = (\mu(z) - m) P + \kappa \nabla^2 P$$  \hspace{1cm} (23)$$

where the second term on the left hand side represents advection by the three-dimensional velocity field and $\kappa$ is the diffusivity due to random motions of the phytoplankton cells. This latter term will almost always be small compared to advection by turbulence, so we will neglect it here. Averaging Eq. 23 over horizontal planes gives the following equation for the mean phytoplankton concentration:

$$\frac{\partial \langle P \rangle}{\partial t} + \frac{\partial}{\partial z} \langle w'P' \rangle = (\mu(z) - m) \langle P \rangle$$  \hspace{1cm} (24)$$

where $\langle \cdot \rangle$ denotes a horizontal average and primes denote departures from this average. In order to solve Eq. 24, for the mean phytoplankton concentration profile, we need some knowledge of the vertical turbulent flux, $\langle w'P' \rangle$. One common approach is to assume that the flux is always directed down the mean gradient. In this case, we can define a positive turbulent diffusivity, $\kappa_T$, where

$$\kappa_T \equiv -\frac{\langle w'P' \rangle}{\partial \langle P \rangle / \partial z}$$  \hspace{1cm} (25)$$

Substituting Eq. 25 into Eq. 23, one recovers the phytoplankton model we considered in the Theory section except for the fact that $\kappa_T$ is not necessarily constant in depth and time. In this section, we will use three-dimensional numerical simulations to calculate the advective flux and diagnose the turbulent diffusivity from Eq. 25.

The computational method that we have used to examine this problem is known as large-eddy simulation (LES). The distinguishing feature of LES is that the largest, most energetic turbulent eddies are explicitly resolved. Since we are interested in quantifying turbulent mixing and its affect on phytoplankton growth, this problem is well-suited for LES instead of other methods that
fully parameterize the turbulent mixing. The LES model is used to solve both the equations for the three-dimensional velocity field $\mathbf{u}$ and for the phytoplankton concentration $P$. Details of the numerical method are given in Taylor & Ferrari (2010) and Taylor (2008).

In order to evaluate the scaling in Eq. 16 and to determine the scaling constants, we ran a series of high resolution large-eddy simulations. In each simulation, turbulence is generated by imposing a constant, negative surface heat flux. To simulate a wide range of conditions seen in the ocean, we ran simulations with the surface heat flux varying from -1 to -1000 Wm$^{-2}$. The density field was initialized with a mixed layer equal to Sverdrup’s critical depth, $H(t = 0) = H_c = 50$ m. Below the mixed layer, the density field is linearly stratified with a buoyancy frequency, $N_\infty$, where $N_\infty^2 \equiv (-g/\rho_0)\partial\rho/\partial z$, and $\rho_0$ is the background density used in the Boussinesq approximation. The phytoplankton concentration is initially uniform over the computational domain, $P = P_0$. The surface heat flux is imposed as a boundary condition on the temperature equation at $z = 0$, and the value of the surface heat flux is linearly increased from zero to the maximum value over the period of a day, after which it is held constant. The parameters for this set of simulations are given in Table 1

Convective cells develop in the mixed layers in all simulations, even when $Q_0 = -1$ Wm$^{-2}$. Fig. 6 shows the normalized phytoplankton concentration for this case. Green indicates concentrations larger than the initial value, and blue indicates weaker concentrations. Convective cells are visualized using white streamlines. The spatial distribution of phytoplankton is clearly correlated with the convective structures. High phytoplankton concentrations are seen in the downwelling regions and low concentrations in the upwelling regions. This is the opposite of what might be expected under nutrient-limited conditions, but a downward net flux of phytoplankton is consistent with turbulence mixing a surface-intensified mean phytoplankton profile as seen in this case.
under light-limited conditions (Fig. 7).

We can now calculate the turbulent diffusivity as defined in Eq. 25, using the three-dimensional velocity field and the phytoplankton concentration from the numerical simulations to estimate the turbulent phytoplankton flux, \( \langle w'P' \rangle \), and mean phytoplankton concentration, \( \langle P \rangle \). Profiles of the turbulent diffusivity are shown in Fig. 8 for each simulation. As the magnitude of the surface heat flux is increased, the turbulence becomes more energetic and \( \kappa_T \) increases. The scaling of \( \kappa_T \) with the surface heat flux is well captured by the scaling theory. The dotted lines in Fig. 8 show Eq. 19 with an empirical scaling constant of \( C = 1/5 \).

In the Theory section, we saw that the phytoplankton concentration can become surface intensified when turbulent mixing is weak. The degree of depth-dependence of the phytoplankton concentration depends on the level of mixing with more surface intensification when \( \kappa_T \) is near the critical turbulence level (see Fig. 4). We can test the predicted analytical solutions by comparing with the simulations of phytoplankton in turbulent convection. Fig. 7 shows the phytoplankton concentration from the LES averaged over horizontal planes at \( t = 1.5 \) days. The analytical solutions from Eq. 37 are shown in dashed lines for comparison. To plot the analytical solution, the turbulent diffusivity was estimated from the surface heat flux using Eq. 19. Since turbulence extends to the base of the mixed layer in these simulations of active convection, the mixed layer depth is a good proxy for the mixing depth, and \( H \) is defined as the location where \( \langle N^2 \rangle = 0.01 N_{\infty}^2 \).

It is worth noting that the theoretical prediction, then, uses only commonly measured quantities: the surface heat flux, \( Q_0 \) and the density profile, \( \rho(z) \). In general, the analytical solutions capture the depth-dependence seen in the LES very well. The profiles of the phytoplankton concentration from the LES tend to have steeper gradients than the analytical solution in the upper portion of the convective layer. This is probably due to the fact that the analytical solutions use a constant
turbulent diffusivity, while $\kappa T$ was weaker near the surface in the LES (see Fig. 8).

We have seen that when the atmospheric forcing is very weak, phytoplankton blooms can form in deep mixed layers. But how quickly can phytoplankton respond to changes in the forcing conditions? To address this question, we ran a simulation of turbulent convection and gradually increased the surface heat flux (so that $Q_0$ went from large and negative up to zero). The goal of this simulation was to examine how phytoplankton respond to changes in the forcing conditions. In nature these changes occur both on synoptic and seasonal timescales, but it is not computationally feasible to simulate changes in the atmospheric forcing over very long timescales using LES. Instead, we spin-down the surface heat flux over a period of two days. While this is only marginally slower than the maximum local growth rate of $1 \text{ day}^{-1}$, as we will see, the phytoplankton respond quickly to changes in the atmospheric forcing and the results are not compromised by the short duration of the spin-down.

The surface heat flux and the response of the phytoplankton concentration are shown in Fig. 9. The bottom panel shows the integrated phytoplankton concentration above the compensation depth. Since the surface heat flux never becomes positive ($Q_0 \leq 0$), the mixed layer does not restratify in this simulation. Despite the fact that the mixed layer remains deeper than the critical depth (indicated with a dashed line in the middle panel), exponential growth in the phytoplankton population coincides very closely with the time when the net heat flux reaches zero. The concentration of phytoplankton at $z = 0$ actually begins to grow slightly before the net heat flux reaches zero.

The numerical simulations are consistent with the prediction based on the critical turbulence hypothesis that weak atmospheric forcing can trigger phytoplankton blooms. In situations where weak forcing precedes re-stratification of the mixed layer, the onset of blooms can occur before
the mixed layer becomes shallower than the critical depth, either by a reduction in the depth of the mixing layer or in the intensity of mixing. This implies that the surface heat flux might be a better bulk indicator of the phytoplankton response than the mixed layer depth. Observational support for this argument is given in the Discussion section.

Notice that when the surface cooling subsides, the turbulence vanishes and hence both the critical turbulence and the critical depth criteria are satisfied. However the mixing layer is slaved to the surface heat flux and not vice-versa. Hence the surface heat flux is the external controlling process and not a change in the water column. The depth of the mixed layer itself, i.e., the region with weak stratification, hardly changes throughout the simulation because restratification is a slow process. We conclude that the criterion for the onset of a bloom is indeed best expressed in terms of the surface heat flux, as in the critical turbulence argument, and not in terms of a mixing layer depth, as in Sverdrup’s argument.

**Discussion**

Previous studies have shown that phytoplankton blooms can be triggered by weak forcing, irrespective of the mixed layer depth (Huisman *et al.* 1999; Ghosal & Mandre 2003; Ebert *et al.* 2001). This implies that at least two parameters, the intensity and depth of mixing, are necessary to describe the affect of turbulent mixing on the onset of a phytoplankton bloom. Here, we have extended previous work by deriving an expression for the critical turbulent diffusivity and relating it to a critical surface heat flux under convective conditions. Based on this analysis, we predict that the onset of the spring phytoplankton bloom should closely correspond with the end of convective conditions. We then conducted three-dimensional numerical simulations to test this hypothesis.
and verified that weak convective forcing can trigger a bloom.

The critical surface heat flux derived in the Analysis section depends on the same set of physical and biological parameters as the critical depth and critical turbulence criteria. Some of these parameters, such as the phytoplankton growth and loss rates, are very difficult to measure in the field. However, as shown in Fig. 5, for most practical situations the critical surface heat flux is not significantly different from zero. This was verified in the simulation shown in Fig. 9 where phytoplankton growth began very close to the time when the surface heat flux was turned off. Based on these results, we predict that the onset of the spring phytoplankton bloom should closely coincide with the time when the seasonal thermal forcing switches from net cooling to net warming of the ocean. Since the surface heat flux is readily available in global databases, this prediction should be easily testable using satellite observations or in situ measurements.

Our findings based on the role of the surface heat flux have important practical implications for predicting the onset of a bloom. Measuring the intensity of turbulence requires specialized instrumentation (Gregg 1991). Estimating the turbulent diffusivity is further complicated by the fact that temperature and density gradients are weak in the mixed layer. As a result, the mixed layer is often used as a proxy for where turbulence is strong. During periods of strong forcing, the mixed layer depth is indeed likely to be a good proxy for the mixing depth. However, as we have shown, when the atmospheric forcing becomes weak, turbulence subsides rapidly while the mixed layer depth does not change much. Shoaling of deep mixed layers is the result of restratification which occurs on timescales of weeks to months. Therefore, the onset of the bloom can occur significantly prior to the time when the mixed layer restratifies beyond the critical depth. Townsend et al. (1992) and Dale & Heimdal (1999) do indeed report blooms weeks before shoaling of the mixed layer. We are lead to conclude that the sign of the net surface heat flux should provide a better indicator
for the onset of the spring bloom than the mixed layer depth alone.

Our hypothesis that the spring bloom should coincide with the end of convective forcing can be tested using readily available datasets. For example, Fig. 10 shows a time-series of chlorophyll concentration obtained from the SeaWiFS satellite, along with the monthly-mean net surface heat flux obtained from a National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis. Shaded regions indicate periods when the surface heat flux is negative. The chlorophyll concentration and heat flux have been averaged over two regions, characterizing the northern (Fig. 10a) and southern (Fig. 10b) limits of the subpolar North Atlantic. Strong bloom events generally closely coincide with the end of net surface cooling, indicating that the sign of the surface heat flux may indeed provide a good indication for the onset of the spring bloom. As shown in Henson et al. (2006, 2009), the spring bloom occurs later at high latitudes, and this delay appears to match the delay in the change in sign of the surface heat flux.

Although the strongest growth events coincide closely with the end of convective forcing, the chlorophyll concentration begins to increase several months earlier, in mid-winter. This is consistent with the recent studies by Behrenfeld (2010) and Boss & Behrenfeld (2010), who found that the near-surface chlorophyll concentration starts to increase in mid-winter when the mixed layer depth is maximum. Using satellite observations and a mixed layer depth climatology, Behrenfeld (2010) found that the vertically-integrated phytoplankton population begins to increase in the late fall when the mixed layer is still deepening. The exponential growth rate is proportional to the slope of the chlorophyll curves plotted on a logarithmic axis in Fig. 10, and the growth rate associated with the spring bloom is much higher than the earlier growth phase in winter. Since this early growth phase occurs when the surface heat flux is large and negative, it is unlikely to be described by critical heat flux mechanism described here. Behrenfeld (2010) described this
early growth phase using a ‘dilution-recoupling’ hypothesis whereby the deepening of the mixed layer reduces the grazing pressure, and the phytoplankton population increases in response. As long as the assumptions described in the Theory section are still valid (e.g. nutrient limitation and self-shading can be neglected), our theory can be applied regardless of whether the phytoplankton concentration was increasing or decreasing prior to the change in forcing conditions. Based on Fig. 3, a reduction in the turbulent diffusivity will lead to an increase in the achieved growth rate, $\sigma^*$, regardless of whether the phytoplankton population was growing or decaying prior to the change in forcing.

Fig. 10 shows suggestive new evidence that the timing of the spring bloom is related to the end of wintertime convection, but several factors need to be considered before the theory can be fully evaluated. For example, a surface freshwater flux due to precipitation, river runoff, or ice melt can also contribute to the surface buoyancy flux and may be able to stabilize convection. Turbulence generated by wind and waves can also affect the mixing layer depth, particularly when the mixed layer is relatively shallow. If the wind-driven turbulence is sufficient to keep the phytoplankton well-mixed below the critical depth, then blooms will be suppressed. Finally, lateral advection can restratify the upper water column and may suppress turbulent mixing, particularly near fronts and eddies with large horizontal density contrasts.

Our results have possible important implications for the overall ocean productivity. When a bloom occurs during a period of weak atmospheric forcing, population growth can be achieved in deep mixed layers. This is in contrast to blooms that occur after the upper ocean restratifies, when the bloom is typically limited to a thin layer near the surface. As discussed by Stramska et al. (1995), blooms originating in deep mixed layers with abundant nutrients can lead to a much higher total biomass than could be supported in a thinner mixed layer. Garside & Garside (1993)
proposed that up to half of the spring bloom primary production can occur before the onset of stratification. The early onset of blooms might therefore play an important role in the net carbon uptake, and will strongly influence the ecological dynamics later in the season.

Based on our findings, it may be possible to improve the representation of bloom dynamics in biogeochemical models by incorporating effects of finite turbulent mixing. Some models (Lévy et al. 1998) assume that phytoplankton are uniformly exposed to light within the mixed layer or the euphotic layer. This assumption is appropriate in the limit of a fully turbulent mixed layer as in Sverdrup (1953), but not when turbulence is weak and phytoplankton preferentially accumulate in regions with high net local growth. In the limit of weak mixing, the achieved growth rate of the phytoplankton population might be significantly underestimated by these models.

The critical surface heat flux, given in Eq. 19, is valid when the surface heat flux varies more slowly than the biological response. However, the surface heat flux also exhibits more rapid fluctuations in time, such as the diurnal cycle. Using additional numerical simulations (not shown) we found that a diurnal cycle with balanced heating and cooling does not generate enough vertical mixing to prevent a phytoplankton bloom, even if convection penetrates below the critical depth at night. However, when the cooling at night is stronger, and there is a net cooling of the surface each day, the resulting turbulence is sufficient to prevent a bloom. Based on these results, convective mixing generated by the diurnal cycle alone does not significantly affect the phytoplankton response to the mean forcing conditions. The heat flux used in the scaling expression in Eq. 19 should therefore be averaged for at least one day, but we have not explored how long the surface forcing needs to be weak in order for a bloom to develop.

In order to focus our attention on the influence of the role of turbulent convection on the timing of the spring bloom, we have made a number of simplifications. Nutrient limitation and grazing
pressure were not explicitly included in our analysis of Eq. 2 or in the numerical simulations, but both of these will likely become important, particularly in the later stages of the bloom. We have also modeled the phytoplankton population using an Eulerian model instead of a particle-based Lagrangian approach. As a result, the instantaneous phytoplankton response depends only on the local light conditions. There is some evidence that in weak turbulence conditions, phytoplankton can adapt their physiology in response to their individual light conditions (Marra 1978; Lewis et al. 1984; Cullen & Lewis 1988).

In this paper, we have restricted our attention to mixing generated by turbulent convection. However, wind forcing can also strongly influence turbulence and stratification in the upper ocean. When wind-driven turbulence is sufficient to mix the phytoplankton concentration over a layer deeper than the critical depth, it could delay the onset of the spring bloom as estimated here based on the sign of the surface heat flux alone. The methodology developed in this paper, based on analytical theory and high resolution numerical simulations, could be used to analyze the combined effects of convection and winds on the timing of the spring bloom. We intend to pursue this approach and derive a critical turbulence criterion that accounts for winds and buoyancy fluxes. Such a generalized criterion will be necessary to quantitatively test our hypothesis using additional field data.
Web appendix - Analytical solutions of the phytoplankton equation.

In this section, we will describe the general procedure to solve equations like Eq. 2. Huisman et al. (2002) described a numerical method for finding the critical depth and critical diffusivity. Here, we present a method for obtaining the growth rate and vertical structure of the phytoplankton concentration. The method solves Eq. 2 for specified vertical profiles of the growth rate, loss rate, and turbulent diffusivity. Since these parameters are not allowed to vary in time, the analysis is only valid when the phytoplankton growth rate is fast compared to changes in the parameters.

The procedure that we use is described in standard calculus books, but we want to illustrate its power for the problem at hand. One starts by finding the eigenvalues $\sigma_n$ and eigenfunctions $P_n(z)$ associated with Eq. (2). These are the solutions of the steady equations,

$$\mu(z)P_n - m(z)P_n + \frac{\partial}{\partial z} \left( \kappa_T(z) \frac{\partial P_n}{\partial z} \right) = \sigma_n P_n \quad (26)$$

together with the no flux boundary conditions $z = 0$ and $z = -H$ (or other appropriate boundary conditions). It can be shown that there is an infinite set of $P_n(z)$ for values of $n$ between zero and infinity, each one associated with an eigenvalue $\sigma_n$. Standard numerical methods can be used to solve the eigenvalue problem for arbitrary profiles of $\mu(z)$, $m(z)$ and $\kappa_T(z)$. The authors are happy to provide a simple Matlab routine that computes all the eigenvalues and eigenfunctions for Eq. 2 based on the prescribed profiles. Simply contact us at our email address. As we show below, analytical solutions can also be obtained for particular profiles.

Arbitrary solutions to Eq. 2 for any initial condition and satisfying the same boundary conditions used for the eigenfunction problem (no flux for example) can be written in the form,

$$P(z,t) = \sum A_n(t) P_n(z) \quad (27)$$
i.e., as a series expansion in terms of the eigenfunctions $P_n(z)$. An equation for the amplitudes $A_n(t)$ is obtained by substituting the series (27) in Eq. (2) and using the eigenfunction equation in (26),

$$\frac{\partial A_n(t)}{\partial t} = \sigma_n A_n(t)$$

(28)

which has solutions of the form $A_n(t) = A^0_n \exp(\sigma_n t)$. Hence the solution to the phytoplankton equation has the form,

$$P(z, t) = \sum A^0_n P_n(z) \exp(\sigma_n t)$$

(29)

and the eigenvalues represent the growth rate of each eigenfunction profile. The constants $A^0_n$ are chosen to match the initial condition $P(z, t = 0) = P_0(z)$,

$$A^0_n = \int_{-H}^{0} P_0(z) P_n(z) \, dz$$

(30)

One can now answer the question of whether or not the phytoplankton population will grow by computing the eigenvalues $\sigma_n$ for arbitrary profiles of $\mu(z)$, $m(z)$ and $\kappa_T(z)$. If the largest eigenvalue is negative, $\max(\sigma_n) < 0$, then any initial phytoplankton distribution will decay in time. However if the largest eigenvalue is positive, $\max(\sigma_n) > 0$, and a bloom can develop as long as the exponential growth outpaces changes in the grazing rate or other losses. The vertical profile of phytoplankton will asymptotically converge to the fastest growing eigenfunction $P_n(z)$ in Eq. 29. Steady solutions are found for particular choices of $\mu(z)$, $m(z)$ and $\kappa_T(z)$ such that $\max(\sigma_n) = 0$. These solutions determine the critical profiles that separate growing and decaying solutions.

Let us apply the eigenvalue machinery to a particular case where we can find analytical solutions. Following Sverdrup (1953) let us consider the simple case where $\mu(z) = \mu_0 e^{z/h}$ with $m$ and $\kappa_T$ constant. In order to simply the algebra, we will introduce nondimensional variables so as
to obtain,

$$\frac{\partial P}{\partial t^*} = (\mu^* e^{z^*} - 1) P + \kappa^*_T \frac{\partial^2 P}{\partial z^* 2}$$  \hspace{1cm} (31)$$

where $\mu^* = \mu_0 / m$, $\kappa^*_T = \kappa_T / (mh_l^2)$, $H^* = H/h_l$, $t^* = mt$ and $z^* = z/h_l$. If we assume that there is no flux of phytoplankton through the sea surface or the base of the mixed layer at $z^* = -H^*$, the boundary conditions can be written

$$\frac{\partial P}{\partial z^*} = 0, \hspace{0.5cm} \text{at} \hspace{0.5cm} z^* = 0, \hspace{0.5cm} z^* = -H^*$$  \hspace{1cm} (32)$$

The eigenvalue problem corresponding to (31) can be written in the form,

$$(\mu^* - 1 - \sigma^*_n) \hat{P}_n + \kappa^*_T \frac{d^2 \hat{P}_n}{dz^* 2} = 0$$  \hspace{1cm} (33)$$

By introducing a new spatial variable

$$\tilde{z} \equiv 2 \sqrt{\frac{\mu^*}{\kappa^*_T}}$$  \hspace{1cm} (34)$$

we find that the ordinary differential equation 33 can be written in the form of Bessel’s Equation

$$\left( \tilde{z}^2 - \alpha^2_n \right) \hat{P}_n + \tilde{z}^2 \hat{P}_n'' + \tilde{z} \hat{P}_n' = 0$$  \hspace{1cm} (35)$$

where primes denote derivatives with respect to $\tilde{z}$, and

$$\alpha_n \equiv 2 \sqrt{\frac{1 + \sigma^*_n}{\kappa^*_T}}$$  \hspace{1cm} (36)$$

The solution to Eq. 35 can then be written

$$\hat{P}_n = A_n \mathcal{J}_{\alpha_n}(\tilde{z}) + B_n \mathcal{Y}_{\alpha_n}(\tilde{z})$$  \hspace{1cm} (37)$$

where $\mathcal{J}_{\alpha_n}$ and $\mathcal{Y}_{\alpha_n}$ are Bessel functions of the first and second kind, and $A_n$ and $B_n$ are arbitrary constants to be determined by applying boundary and initial conditions.
The boundary conditions in terms of \( \tilde{z} \) take the form,

\[
\frac{A_n}{2} [\alpha_n J_{\alpha_n} (\tilde{z}) - \tilde{z} J_{\alpha_n+1} (\tilde{z})] + \frac{B_n}{2} [\alpha_n Y_{\alpha_n} (\tilde{z}) - \tilde{z} Y_{\alpha_n+1} (\tilde{z})] = 0
\]

(38)

at \( \tilde{z} = 2 \sqrt{\frac{\mu_0^*}{\kappa_T^*}} \), \( \tilde{z} = 2 \sqrt{\frac{e^{-H^*/\kappa_T^*}}{\kappa_T^*}} \)

where we used the relationship between derivatives of Bessel functions: \( \frac{d}{dx}(B_\alpha(x)) = (\alpha/x)B_\alpha(x) - B_{\alpha+1}(x) \) for \( B = Y \) and \( J \). The eigenvalues \( \sigma_n \) are the roots of the solvability condition obtained by combing the two boundary conditions to eliminate \( A_n \) and \( B_n \),

\[
\frac{\alpha_n J_{\alpha_n}(\beta) - \beta J_{\alpha_n+1}(\beta)}{\alpha_n J_{\alpha_n}(\beta e^{-H^*/2}) - \beta e^{-H^*/2} J_{\alpha_n+1}(\beta e^{-H^*/2})} = \frac{\alpha_n Y_{\alpha_n}(\beta) - \beta Y_{\alpha_n+1}(\beta)}{\alpha_n Y_{\alpha_n}(\beta e^{-H^*/2}) - \beta e^{-H^*/2} Y_{\alpha_n+1}(\beta e^{-H^*/2})}
\]

(39)

where \( \beta = \tilde{z}(z^* = 0) = 2 \sqrt{\frac{\mu_0^*}{\kappa_T^*}} \). Real roots of the solvability condition correspond to solutions with \( \sigma_n^* > -1 \). These solutions are largest at the surface and decay with depth. Imaginary solutions of the solvability condition correspond to decaying solutions with \( \sigma_n^* < -1 \). The associated Bessel functions oscillate in the vertical.

The solvability condition can also be used to obtain an expression for the ‘critical turbulence’ identified by Huisman, defined as the minimum value of \( \kappa_T \) for which steady solutions exist. This can be found by setting \( \sigma_n = 0 \) in Eq. 39 and taking the limit \( H^* \to \infty \). Since a property of Bessel functions is that \( J_{\alpha_n}(0) = 0 \) for any nonzero \( \alpha_n \), the denominator on the left hand side of Eq. 39 approaches zero in the limit of infinite \( H^* \), while the denominator on the right hand side becomes infinite. This implies that the numerator on the left hand side of Eq. 39 must vanish in this limit, i.e.,

\[
J_{\left(\frac{2}{\sqrt{\kappa_T^*}}\right)} \left( 2 \sqrt{\frac{\mu_0^*}{\kappa_T^*}} \right) = \sqrt{\mu_0^*} J_{\left(\frac{2}{\sqrt{\kappa_T^*}}\right)+1} \left( 2 \sqrt{\frac{\mu_0^*}{\kappa_T^*}} \right)
\]

(40)

forming an implicit relationship for the critical turbulence level, \( \kappa_T^* \) in terms of the the normalized maximum local growth rate, \( \mu_0^* \).
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Figure Captions

FIG. 1. Schematic showing typical profiles for the local growth rate ($\mu$) and loss rate ($m$) (left), and a simplified system with a piecewise constant net growth rate used in Eqs. 3-15.

FIG. 2. (a) Comparison of the the normalized critical diffusivity, as a function of local growth and loss rate ratio, $\mu^* = \mu_0/m$ for the exact solution given in Eq. 40 and the approximate form in Eq. 15. (b) Critical diffusivity as a function of the loss rate ($m$), and the e-folding depth associated with the local growth rate ($h_l$) for a fixed maximum local growth rate, $\mu_0 = 1 \text{ day}^{-1}$ from Eq. 15.

FIG. 3. Normalized maximum achieved growth rate, $\sigma^* = \sigma/m$, as a function of (a) the turbulent diffusivity, $\kappa_T^* = \kappa_T/(mh_l^2)$, and mixing layer depth, $H^* = H/h_l$ for $\mu_0^* = \mu_0/m = 10$, and (b) as a function of $\kappa_T^*$ and $\mu_0^*$ for $H^* = 50$. The achieved growth rate has been found by solving Eq. 2 with no flux boundary conditions at the surface ($z = 0$) and base of the mixing layer ($z = -H$).

FIG. 4. (a) Vertical profiles of the nondimensional phytoplankton concentration from the analytical solution Eq. 37 with $\mu_0 = 1 \text{ day}^{-1}$, $m = 0.1 \text{ day}^{-1}$, and $\partial P/\partial z(z = 0) = 0$. (b) Profiles of the nondimensional turbulent phytoplankton flux.

FIG. 5. Predicted maximum achieved growth rate, $\sigma^* = \sigma/m$ as a function of the surface heat flux ($Q_0$) and the mixing depth ($H$). Predictions are based on Eq. 19 with the following parameter values: $\mu_0 = 1 \text{ day}^{-1}$, $m = 0.1 \text{ day}^{-1}$, $h_l = 6.5 \text{ m}$, $c_p = 4 \times 10^3 \text{ J/(kg}^\circ\text{C)}$, $\alpha = 1.65 \times 10^{-4} \circ\text{C}^{-1}$, $g = 9.81 \text{ m}^2\text{s}^{-1}$, $\rho_0 = 1000 \text{ kgm}^{-3}$, and $C = 1/5$. 
FIG. 6. Visualization of the phytoplankton concentration from the large eddy simulation with a surface heat flux of $Q_0 = -1\text{Wm}^{-2}$. The density surface bounding the base of the mixed layer is shown in gray and instantaneous streamlines are shown in white.

FIG. 7. Profiles of the plane-averaged phytoplankton concentration from the large eddy simulations at $t = 1.5$ days. The prediction from the analytical solution using the prescribed heat flux and the mixed layer depth from the simulation are shown using thin lines for comparison. The mixed layer depth is defined as the location where $\left\langle N^2 \right\rangle / \partial z = 0.01N^2_{\infty}$.

FIG. 8. Turbulent diffusivity, $\kappa_T$, for phytoplankton, inferred from large-eddy simulations forced with a constant surface heat flux ($Q_0$). Eq. 25 is used to calculate profiles of $\kappa_T$ where the averaging operator denoted by angle brackets in Eq. 25 is defined as an average over horizontal planes and in time from $1 \leq t \leq 1.5$ days. Vertical lines show the $\kappa_T$ predicted from Eq. 19. Only the resolved scale motions contribute significantly to the advective flux in $\kappa_T$. The subgrid-scale and molecular diffusivities are much smaller than $\kappa_T$ in all cases.

FIG. 9. Phytoplankton response to a reduction in forcing strength from large-eddy simulations. The parameter values are the same as in Fig. 5. (b) shows the phytoplankton concentration averaged over the horizontal computational domain (color) and constant density contours (white). The critical depth is indicated by the black dashed line. (c) shows the evolution of the mean phytoplankton concentration above the compensation depth where $\mu(h_c) = m$. The slope of the black dashed line shows the net growth rate, $\mu - m$, averaged over the same region.
FIG. 10. Chlorophyll concentration estimated from the SeaWiFS satellite (dots) in two regions of the North Atlantic compared with the surface heat flux (thin line). Regions with negative surface heat flux are shaded. Chlorophyll data were provided by S. Henson (see Henson et al. (2006) for details). The monthly average net surface heat flux was obtained from the National Centers for Environmental Prediction (NCEP) Global Ocean Data Assimilation System (GODAS) and downloaded from http://iridl.ldeo.columbia.edu