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ABSTRACT

We present a new method to retrieve molecular abundances and temperature profiles from exoplanet atmosphere photometry and spectroscopy. We run millions of one-dimensional (1D) atmosphere models in order to cover the large range of allowed parameter space. In order to run such a large number of models, we have developed a parametric pressure–temperature (P–T) profile coupled with line-by-line radiative transfer, hydrostatic equilibrium, and energy balance, along with prescriptions for non-equilibrium molecular composition and energy redistribution. The major difference from traditional 1D radiative transfer models is the parametric P–T profile, which essentially means adopting energy balance only at the top of the atmosphere and not in each layer. We see the parametric P–T model as a parallel approach to the traditional exoplanet atmosphere models that rely on several free parameters to encompass unknown absorbers and energy redistribution. The parametric P–T profile captures the basic physical features of temperature structures in planetary atmospheres (including temperature inversions), and fits a wide range of published P–T profiles, including those of solar system planets. We apply our temperature and abundance retrieval method to the atmospheres of two transiting exoplanets, HD 189733b and HD 209458b, which have the best Spitzer and Hubble Space Telescope data available. For HD 189733b, we find efficient day–night redistribution of energy in the atmosphere, and molecular abundance constraints confirming the presence of H2O, CO, CH4, and CO2. For HD 209458b, we confirm and constrain the dayside thermal inversion in an average 1D temperature profile. We also report independent detections of H2O, CO, CH4, and CO2 on the dayside of HD 209458b, based on six-channel Spitzer photometry. We report constraints for HD 189733b due to individual data sets separately; a few key observations are variable in different data sets at similar wavelengths. Moreover, a noticeably strong CO2 absorption in one data set is significantly weaker in another. We must, therefore, acknowledge the strong possibility that the atmosphere is variable, both in its energy redistribution state and in the chemical abundances.
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1. INTRODUCTION

Major advances in the detection and characterization of extrasolar planet atmospheres have been made during the last decade. Over a dozen hot Jupiter atmospheres have been observed by the Spitzer Space Telescope and a handful by the Hubble Space Telescope (HST). These observations have changed the field of exoplanets, enabling for the first time studies of atmospheres of distant worlds.

Observational highlights include the identification of molecules and atoms, and signatures of thermal inversions. HST observed water vapor and methane in transmission in HD 189733b (Swain et al. 2008b). Water vapor was also inferred in transmission at the 3.6 μm, 5.8 μm, and 8 μm in HD 189733b (Tinetti et al. 2007; but cf. Desert et al. 2009; and also Beaulieu et al. 2009). Water was inferred on the dayside of HD 189733b from the planet-star flux contrast in the 3.6–8.0 μm Spitzer broadband photometry (Barman 2008; Charbonneau et al. 2008). Additionally, Grillmair et al. (2008) reported a high signal-to-noise spectrum of the dayside of HD 189733b in the 5–14 μm range, using the Spitzer Infrared Spectrograph (IRS), and reported detection of water. More recently, HST detected carbon dioxide in thermal emission in HD 189733b (Swain et al. 2009a), in 1.4–2.6 μm. Previously, sodium was detected in HD 209458b (Charbonneau et al. 2002) and HD 189733b (Redfield et al. 2008). Several observations of the planetary dayside have also been reported for HD 209458b, first observed by Spitzer at 24 μm (Deming et al. 2005; Seager et al. 2005). A major observational discovery was the finding of strong emission features in the broadband photometry of HD 209458b at secondary eclipse (Knutson et al. 2008), implying a thermal inversion in the atmosphere (Burrows et al. 2007, 2008). In tandem with our present work, water, methane, and carbon dioxide were independently inferred and recently reported on the dayside of HD 209458b, with HST NICMOS and five-channel Spitzer photometry (Swain et al. 2009b). Additionally, there are hints that variability of hot Jupiter thermal emission may be common (Knutson et al. 2007 versus Charbonneau et al. 2008; Charbonneau et al. 2008 versus Grillmair et al. 2008; Deming et al. 2005 versus D. Deming 2009, private communication). The discoveries of atmospheric constituents and temperature structures mark the remarkable successes of exoplanet atmosphere models in interpreting the observations.

Despite the successes of model interpretation of data, major limitations of traditional self-consistent atmosphere models are becoming more and more apparent. Model successes include the detection of thermal inversions on the dayside of hot Jupiters (Burrows et al. 2007; Knutson et al. 2008), and subsequent classification of systems on the same basis (Burrows et al. 2008; Fortney et al. 2008; Seager et al. 2008). The nature of the absorbers causing the inversions, however, is not yet known (Knutson et al. 2008, 2009b), forcing modelers to use an ad hoc opacity source to explain the data. The initially favored opacity sources, TiO and VO, may be unlikely to cause inversions of the observed magnitude (Spiegel et al. 2009).

A second model limitation arises because one-dimensional (1D) radiative-convective equilibrium models cannot include the complex physics involved in hydrodynamic flows. Existing models use a parameterization of energy transfer from the day-
side to night side (e.g., Burrows et al. 2008), using parameters for the locations of energy sources and sinks, and for the amount of energy transported.

One further example of atmospheric model limitations involves the treatment of chemical compositions. Self-consistent models generally calculate molecular mixing ratios based on chemical equilibrium along with the assumption of solar abundances, or variants thereof (e.g., Seager et al. 2005). However, hot Jupiter atmospheres should host manifestly non-equilibrium chemistry (e.g., Liang et al. 2003; Cooper & Showman 2006), which render the assumption of chemical equilibrium only a fiducial starting point.

With parameters used to cover complicated or unknown physics or chemistry, existing “self-consistent” radiative–convective equilibrium models are no longer fully self-consistent. Furthermore, given the computational time of such models, only a few models are typically published to interpret the data, often only barely fitting the data—a quantitative measure of fit is typically absent in the literature. In an ideal world, one would construct fully self-consistent 3D atmosphere models (e.g., Showman et al. 2009) that include hydrodynamic flow, radiative transfer, cloud microphysics, photochemistry, and non-equilibrium chemistry, and run such models over all of parameter space anticipated to be valid. Such models will remain idealizations until computer power improves tremendously, given that atmospheric circulation models can take weeks to months to run even with simple radiative transfer schemes.

We are motivated to develop a data-interpretation framework for exoplanet atmospheres that enables us to run millions of models in order to constrain the full range of pressure–temperature (P–T) profiles and abundance ranges allowed by a given data set. In this work, we report a new approach to 1D modeling of exoplanet atmospheres. Taking a cue from parameterized physics already being adopted by existing models, we go much further by parameterizing the P–T profile as guided by basic physical considerations and by properties of P–T profiles of planetary atmospheres in the literature. Indeed, it appears at present, the only way to be able to run enough models to constrain the P–T structure and abundances is to use a parameterized P–T profile. The essential difference between our new method and currently accepted radiative–convective equilibrium models is in the treatment of energy balance. We ensure global energy balance at the top of the atmosphere, whereas conventional atmosphere models use layer-by-layer energy balance by way of radiative and convective equilibrium. Our new method can be used as a stand-alone model, or it can be used to identify the parameter space in which to run a reasonable number of traditional model atmospheres. We call our method “temperature and abundance retrieval” of exoplanet atmospheres.

Atmospheric temperature and abundance retrieval is not new (e.g., Goody & Yung 1989). Studies of planetary atmospheres in the solar system use temperature retrieval methods, but in the present context there is one major difference. Exquisite data for solar system planet atmospheres means a fiducial P–T profile can be derived. The temperature retrieval process for atmospheres of solar system planets therefore involves perturbing the fiducial temperature profile. For exoplanets, where data are inadequate, there is no starting point to derive a fiducial model. Nevertheless, Swain et al. (2008b, 2009a) used previously published model P–T profiles of HD 189733b, and varied molecular abundances to report model fits to HST NICMOS spectra of HD 189733b. In another study, Sing et al. (2008) used a parametric temperature profile with a thermal inversion, and parameterized abundances, required specifically to explain HST STIS optical observations of HD 209458b. Our model, however, is completely general in the choice of P–T profiles, ranges over tens of thousands of profiles, and satisfies the physical constraints of global energy balance and hydrostatic equilibrium. Our model reports, with contour plots, the quantitatively allowed ranges of P–T profiles and molecular abundances. In addition, we also report constraints on the albedo and day–night energy redistribution, and on the effective temperature.

In this paper, the P–T profiles are introduced in Section 2, and the radiative transfer model and parameter space search strategy are described in Section 3. Results of data interpretation with the model are presented in Section 4 for HD 189733b, and in Section 5 for HD 209458b. Section 6 discusses the overall approach, and prospects for future work. And, in Section 7 we present a summary of our results and conclusions.

2. TEMPERATURE–PRESSURE STRUCTURE

Our goal is to introduce a new method of parameterizing 1D models of exoplanetary atmospheres. Our approach is to parameterize the P–T profiles, instead of separately parameterizing each of the different physical processes that contribute to the P–T profiles. In what follows, we will first review the basic physics behind the temperature structure of planetary atmospheres which serves as motivation for our P–T form. Next, we will describe our parametric P–T profile. Finally, we compare our model P–T profiles with published profiles for some known planetary systems.

2.1. Temperature Structure in Planetary Atmospheres

The P–T profiles of planetary atmospheres are governed by basic physics. Here, we qualitatively describe the physics and shape of a representative P–T profile starting from the bottom of the atmosphere. We focus on the generality that the temperature structure at a given altitude depends on the opacity at that altitude, along with density and gravity.

In the deepest layers of the planet atmosphere, convection is the dominant energy transport mechanism. The high pressure (equivalently, high density) implies a high opacity, making energy transport by convection a more efficient energy transport mechanism than radiation. For hot Jupiters, the day-side radiative–convective boundaries usually occur at the very bottom layers of the atmospheres, at pressures higher than ~100 bar. In the layers immediately above this boundary, the optical depth is still high enough that the diffusion approximation of radiative transport holds. The diffusion approximation, and the incident stellar flux predominantly absorbed higher up in the atmosphere, lead to a nearly isothermal temperature structure in the layers immediately above the radiative–convective boundary in hot Jupiters. It is assumed here that the energy sources in the planet interior are weak compared to the stellar irradiation. In the solar system giant planet atmospheres (and cooler exoplanet atmospheres as yet to be observed), the radiative–convective boundary occurs at lower pressures in the planet atmosphere than for hot Jupiters.

Above the isothermal diffusion layer, i.e., at lower pressures, the atmosphere becomes optically thin and the diffusion approximation breaks down. These optically thin layers are at altitudes where thermal inversions can be formed, depending on the level of irradiation from the parent star and the presence of strong absorbing gases or solid particles. Thermal inversions, or “stratospheres,” are common to all solar system planets and
Our proposed model for the $P$–$T$ structure in Layers 1 and 2 is a generalized exponential profile of the form
\[
P = P_0 e^{\beta (T - T_0)},
\]
where $P$ is the pressure in bars, $T$ is the temperature in K, and $P_0$, $T_0$, $\alpha$, and $\beta$ are free parameters. For Layer 3, the model profile is given by $T = T_3$, where $T_3$ is a free parameter.

Thus, our parametric $P$–$T$ profile is given by
\[
\begin{align*}
P_0 < P < P_1 : & P = P_0 e^{\beta (T - T_0)/\beta_1} \text{ Layer 1}, \\
P_1 < P < P_3 : & P = P_0 e^{\beta (T - T_0)/\beta_2} \text{ Layer 2}, \\
P > P_3 : & P = T = T_3 \text{ Layer 3}.
\end{align*}
\]

In this work, we empirically set $\beta_1 = \beta_2 = 0.5$ (see Section 2.3). The space of $P$–$T$ profiles is spanned in all generality with the remaining parameters, rendering $\beta$ redundant as a free parameter. Then, the model profile in Equation (2) has nine parameters, namely, $P_0$, $T_0$, $\alpha_1$, $P_1$, $P_2$, $T_2$, $\alpha_2$, $P_3$, and $T_3$. Two of the parameters can be eliminated based on the two constraints of continuity at the two layer boundaries, i.e., Layers 1–2 and Layers 2–3. And, in the present work, we set $P_0 = 10^{-5}$ bar, i.e., at the top of our model atmosphere. Thus, our parametric profile in its complete generality has six free parameters.

Our $P$–$T$ profile consists of 100 layers in the pressure range of $10^{-5}$–100 bar, encompassing the three zonal “Layers” described above. The 100 layers are uniformly spaced in log$(P)$. For a given pressure, the temperature in that layer is determined from Equation (2), using the form $T = T(P)$. The kinks at the layer boundaries are removed by averaging the profile with a box-car of 10 layers in width.

### 2.3. Comparison with Known $P$–$T$ Profiles

The parametric $P$–$T$ profile described in Section 2.2 fits the actual temperature structures of a wide variety of planetary atmospheres. Figure 2 shows the comparison of our model $P$–$T$ profile with published $P$–$T$ profiles of several solar system planets and hot Jupiters. For each case, the published profile was fitted with our six-parameter $P$–$T$ profile using a Levenberg–Marquard fitting procedure (Levenberg 1944; Marquard 1963). We were able to find best fits to all the published profiles with the $\beta$ parameter fixed at 0.5, indicating that $\beta$ is a redundant parameter. Therefore, we set $\beta_1 = \beta_2 = 0.5$ for all the $P$–$T$ profiles in this work. In addition, it must be noted that, for the parametric $P$–$T$ profile to have a thermal inversion, the condition $P_2 > P_1$ must be satisfied, and for one without a thermal inversion, $P_1 \geq P_2$.

For the solar system planets (top left panel of Figure 2), published profiles show detailed temperature structures obtained via several direct measurements and high-resolution temperature retrieval methods (Lindal et al. 1981, 1985, 1987, 1990; COESA 1976; http://atmos.nmsu.edu/planetary_datasets/). For hot Jupiters, on the other hand, observations are limited. Consequently, the published profiles for hot Jupiters (Figure 2) are obtained from self-consistent 1D models reported in the literature attempting to explain the available data on each system. As is evident from Figure 2, the parametric $P$–$T$ profile provides good fits to all the known profiles. We emphasize that, while the fits alone are not a test of our retrieval method, they show that our parametric $P$–$T$ profile is generally enough to fit the wide range of planetary atmospheres represented in Figure 2.

We also tested the emergent spectrum obtained with our parametric $P$–$T$ profile by comparing it with a self-consistent
model. In this regard, we used a $P$–$T$ profile from a self-consistent atmosphere model (Seager et al. 2005) to generate an emergent spectrum for HD 209458b. The emergent spectrum calculated by our model (for the same molecular composition) agrees with that of the self-consistent model.

The fundamental significance of our parametric $P$–$T$ profile is the ability to fit a disparate set of planetary atmosphere structures, with very different atmospheric conditions (Figure 2). In particular, the published hot Jupiter $P$–$T$ profiles were obtained from several different modeling schemes. The different planetary atmospheres all conform to a basic mathematical model because of the common physics underlying the $P$–$T$ profiles. We anticipate that our parametric $P$–$T$ profile will open up a new avenue in retrieving $P$–$T$ structure of exoplanetary atmospheres by enabling an efficient exploration of the temperature structures and compositions allowed by the data.

An important point concerns the adaptability of the model proposed in this work. The introduction of the isothermal Layer 3 in Equation (2) is motivated by the fact that hot Jupiters, which are the prime focus of this work, have convective–radiative boundaries that are deep in the atmosphere, and the presence of an isothermal Layer 3 is physically plausible (as is evident from self-consistent calculations in literature). However, the model can be adapted to cases of cooler atmospheres where the convective–radiative boundary occurs at lower pressures than for hot Jupiters, and where there may not be an isothermal layer. The appropriate model $P$–$T$ profile in such cases would be one with only the two upper layers (Layers 1 and 2). As can be seen from Figure 2, model fits to the solar system planets belong to the category of models with only Layers 1 and 2.

3. MODEL ATMOSPHERE

The goal of our model atmosphere is to be able to generate atmospheric spectra for a given planet over wide regions of parameter space and determine contours of fits with data. To meet this goal, our model uses efficient parameterization of the pressure–temperature structure and chemical composition of a planetary atmosphere. Our model atmosphere includes a 1D parametric $P$–$T$ profile and parametric molecular abundances, coupled with line-by-line radiative transfer, hydrostatic equilibrium, and the requirement of energy balance at the top of the atmosphere. Given a set of parameter values, the output is the emergent spectrum, and a goodness-of-fit to a given data set.

The major difference of our model from traditional atmosphere models is in the treatment of energy balance. Our model requires energy balance at the top of the atmosphere, instead of an iterative scheme to ensure layer-by-layer radiative (or radiative + convective) equilibrium as is done in conventional models. For a given set of model parameter values, we require that the net energy output at the top of the atmosphere (obtained by integrating the emergent spectrum) balances the net energy.
input due to the incident stellar flux (see Section 3.3). Models which do not satisfy this requirement are discarded. By running a large number of (~10^7) models in the parameter space, and discarding those that do not satisfy the above requirement, we are left with a population of models that satisfy energy balance.

Our temperature and abundance retrieval method also differs from other retrieval methods (see Swain et al. 2008b, 2009a; Sing et al. 2008). Our work differs fundamentally by: using a parametric P–T profile, exploring a wide range in parameter space (~10^4 P–T profiles independent of existing models, and ~10^7 models including abundances), maintaining hydrostatic equilibrium and global energy balance, and placing constraints on the day–night energy redistribution. We, therefore, consider our method to be a new step toward atmospheric temperature and abundance retrieval for extrasolar planets.

3.1. Radiative Transfer and Hydrostatic Equilibrium

We calculate emergent spectra using a 1D line-by-line radiative transfer code, assuming LTE. Our model atmosphere consists of 100 layers in the pressure range between 10^{-5} bar and 100 bar, and uniformly spaced in log(P). The key aspect of our model is the parameterization of the P–T profile and the chemical composition. In each layer, the parametric P–T profile (described in Section 2.2) determines the temperature and pressure. And, the density is given by the ideal gas equation of state. The radial distance is determined by the requirement of hydrostatic equilibrium. And, the equation of radiative transfer, assuming LTE and no scattering, is then solved along with the adopted molecular abundances (see Section 3.2 below) to determine the emergent flux. The geometry and the radiative transfer formulation are modified appropriately for calculating transmission spectra.

Our model directly computes the thermal emission spectrum and indirectly accounts for stellar heating and scattered radiation. In our model, we assume that the effects of heating by stellar radiation are included in the allowed “shapes” of the parametric P–T profile. As described in Section 2.3, our parametric P–T profile fits the P–T profiles obtained from self-consistent models that directly include absorbed stellar radiation, including profiles with thermal inversions.

One reason the approach of indirectly including stellar irradiation is valid is that the visible and infrared opacities are largely decoupled (Marley et al. 2002). For example, Na, K, TiO, VO can have strong absorption at visible wavelengths in brown dwarfs and exoplanets, yet are mostly negligible absorbers in the infrared. H_2O dominates infrared absorption, and CH_4 and CO are also spectroscopically active in the IR. Another reason the indirect account for stellar irradiation via a parametric P–T profile is justified is the uncertain chemistry (via unknown optical absorbers that in some cases cause thermal inversions) and physics that is hard to account for directly in a self-consistent 1D model. We note that it is not known whether the common assumption of radiative equilibrium in self-consistent models, while one possible way of including stellar irradiation, holds for hot Jupiter atmospheres.

We include molecules of hydrogen (H_2), water vapor (H_2O), carbon monoxide (CO), carbon dioxide (CO_2), methane (CH_4), and ammonia (NH_3). Our H_2O, CH_4, CO, and NH_3 molecular line data are from Freedman et al. (2008), and references therein. Our CO_2 data are from R. S. Freedman (2009, private communication) and Rothman et al. (2005). And, we obtain the H_2–H_2 collision-induced opacities from Borysow et al. (1997) and Borysow (2002).

3.2. Molecular Abundances

Molecular abundances in exoplanet atmospheres may depart from chemical equilibrium (Liang et al. 2003; Cooper & Showman 2006). Our code, therefore, has parametric prescriptions to allow for non-equilibrium quantities of each molecule considered. We begin by calculating a fiducial concentration of each molecule in a given layer, based on the assumption of chemical equilibrium. For chemical equilibrium we use the analytic expressions in Burrows & Sharp (1999), and assume solar abundances for the elements. The molecules we include are H_2O, CO, CH_4, CO_2, and NH_3. The molecule CO_2 is thought to originate from photochemistry and no simple expression for equilibrium composition is available; we therefore choose an arbitrary fiducial concentration. We denote the concentration of each molecule by its mixing ratio; i.e., number fraction with respect to molecular hydrogen.

The concentration of each molecule in a given layer is calculated by multiplying the corresponding fiducial concentration by a constant factor specific to each molecule. The constant factor corresponding to each molecule is a parameter of the model. Therefore, corresponding to the four prominent molecules, H_2O, CO, CH_4, and CO_2, in our model, we have four parameters: f_H2O, f_CO, f_CH4, and f_CO2. For instance, f_H2O is the ratio of the concentration of H_2O to the fiducial concentration of H_2O in each layer. Thus, although the concentration of H_2O is different in each layer, it maintains a constant ratio (f_H2O) with the fiducial concentration in that layer. By varying over a range in these four parameters, we are essentially varying over a wide range of molecular mixing ratios and elemental abundances.

For NH_3, we restrict the concentration to the fiducial equilibrium concentration, i.e., f_NH3 = 1. This is because, NH_3 has limited and weak spectral features in the Spitzer and HST bands under consideration in this work. Additionally, NH_3 is not expected to be abundant in enhanced quantities at such high temperatures as are seen in hot Jupiters.

Clouds are not included in our model because HD 209458b and HD 189733b likely do not have clouds that scatter or emit at thermal infrared wavelengths. Several reasons have been proposed in literature justifying the use of cloud-free models for these planets: finding weak effects of clouds on the P–T profile (Fortney et al. 2006, 2008); fast sedimentation rates in radiative atmospheres (Barman et al. 2005); clouds forming too deep in the planetary atmosphere to affect the emergent spectrum (Fortney et al. 2006); spectral features in transmission dominated by molecular absorption over cloud particles (Showman et al. 2009, and references therein); haze absorption at blue wavelengths on HD 189733b drops off rapidly with increasing wavelength and should be negligible at IR wavelengths (Pont et al. 2008). That said, clouds can be included in our model as another free parameter, via a wavelength-dependent opacity, and we plan to make this extension in the future.

3.3. Energy Balance

A planetary atmosphere model must satisfy the fundamental constraint of energy conservation (here called energy balance). We consider a 1D plane-parallel atmosphere with normal incidence. While using a plane-parallel model, it is imperative to weight the incident stellar flux appropriately in order to represent an average dayside atmosphere.

The average stellar flux incident on the planetary dayside is given by F_s = f F_*, where, F_* is the wavelength integrated stellar
flux at the substellar point of the planet. \( f \) is a geometric factor by which the stellar flux at the substellar point must be weighted so as to represent an average 1D plane-parallel incidence. A value of \( f = \frac{1}{2} \) represents uniform distribution of stellar flux on the planet dayside; it comes from \( F_s \times (\pi R_p^2)/(2\pi R_p^2) \), i.e., the ratio of the planetary surface projected perpendicular to the incident stellar flux to the actual area of the planetary surface receiving the flux. However, it has been shown that just before secondary eclipse the dayside average flux should be biased toward a higher value of \( f = \frac{3}{4} \) (Burrows et al. 2008). Therefore, in the present work, we adopt a value of \( f = \frac{3}{4} \).

In the context of our 1D atmosphere, the constraint of energy balance means that the wavelength integrated emergent flux at the top of the planetary atmosphere matches the wavelength integrated incident stellar flux, after accounting for the Bond albedo (\( A_B \)) and possible redistribution of energy onto the night side (\( f_r \)). Our prescription for the day–night redistribution is similar to that of the \( P_n \) prescription of Burrows et al. (2006). We define \( f_r \) as the fraction of input stellar flux that is redistributed to the night side. The input stellar flux is given by \( F_{\text{in}} = (1 - A_B)F_s \), i.e., the incident stellar flux (\( F_s \)), less the reflected flux (\( A_B F_s \)). Therefore, the energy advected to the night side is given by \( f_r F_{\text{in}} \). And hence, the amount of flux absorbed on the dayside is given by \( F_{\text{in,day}} = (1 - f_r)F_{\text{in}} \), which equals \( (1 - A_B)(1 - f_r)F_s \). It is assumed that the intrinsic flux from the planet interior is negligible compared to the incident stellar irradiation.

Thus, the energy balance requirement on the dayside spectrum is given as

\[
F_p = (1 - A_B)(1 - f_r)F_s, \tag{3}
\]

where, \( F_p \) is the wavelength integrated emergent flux calculated from the model spectrum. We use a Kurucz model for the stellar spectrum (Castelli & Kurucz 20043). We adopt the stellar and planetary parameters from Torres et al. (2008).

We use energy balance, Equation (3), in two ways. The first, as described above, is to ensure that our model atmosphere satisfies energy conservation. The constraint on the model comes from the fact that \( A_B \) and \( f_r \) are bounded in the range \([0, 1]\). Thus, models for which \( f_r = (1 - A_B)(1 - f_r) \) greater than unity are discarded on grounds of energy balance. Second, for models which satisfy energy balance, Equation (3) gives us an estimate of \( f_r \) for a given model. If an \( A_B \) is assumed, this gives a constraint on \( f_r \), and vice versa.

\[3.4. \text{Parameter Space}\]

The parameter space of our model consists of \( N = N_{\text{profile}} + N_{\text{molec}} \) free parameters, where \( N_{\text{profile}} \) is the number of parameters in the \( P-T \) profile, and \( N_{\text{molec}} \) is the number of parameters pertaining to the chemical composition. As described in Section 2, our parametric \( P-T \) has \( N_{\text{profile}} = 6 \), the six parameters being \( T_0, \alpha_1, P_1, P_2, \alpha_2, \) and \( P_3 \). And, corresponding to the four prominent molecules, \( \text{H}_2\text{O}, \text{CO}, \text{CH}_4, \) and \( \text{CO}_2 \), in our model, we have \( N_{\text{molec}} = 4 \) parameters: \( f_{\text{H}_2\text{O}}, f_{\text{CO}}, f_{\text{CH}_4}, \) and \( f_{\text{CO}_2} \) (see Section 3.2). Thus, our model has 10 free parameters.

Given a set of observations of a planet, for example, a dayside spectrum, our goal is to determine the regions of parameter space constrained by the data, and to identify the degeneracies therein. We investigate models with and without thermal inversions. To this effect, we run a large number of models on a grid in the parameter space of each scenario. Each parameter in either scenario has a finite range of values to explore, and we have empirically determined the appropriate step size in each parameter. A grid of reasonable resolution in this 10-parameter space can approach a grid-size that is computationally prohibitive.

Even before running the grid of models, however, the parameter space of allowed models can be constrained to some extent based on the data and energy balance. First, the model planet spectrum is bounded by two blackbody spectra, corresponding to the lowest and highest temperatures in the atmosphere. Correspondingly, the maximum and minimum temperatures, \( T_{\text{max}} \) and \( T_{\text{min}} \), of the \( P-T \) profile are partly constrained by the maximum and minimum blackbody temperatures admissible by the data, and allowing a margin accounting for the fact that observations are available only at limited wavelengths. Second, an upper limit can be placed on the temperature at the base of our model atmosphere (\( T_3 \) in the \( P-T \) profile) based on energy balance. The maximum of \( T_3 \) is given by the effective temperature of the planet dayside assuming zero albedo and zero redistribution of the energy to the night side, and allowing for a factor close to unity (\( \sim 1-1.5 \)) to take into account the changes in the blackbody flux due to line features. Therefore, given the data, the space of \( P-T \) profiles can be constrained to some extent even before calculating the spectra, using the above conditions.

The final grid is decided by running several coarse grids, and obtaining an empirical understanding of the parameter space. At the end, a nominal grid in 10 parameters, with or without inversions in the \( P-T \) profiles, consists of \( \sim 10^5 \) models. We thus computed a total of \( \sim 10^7 \) models for each planet under consideration. We ran the models on \( \sim 100 \) 2 GHz processors on a Beowulf cluster, at the MIT Kavli Institute for Astrophysics and Space Research, Cambridge, MA.

\[3.5. \text{Quantitative Measure of Error}\]

Broadband observations of exoplanet atmospheres are currently limited to the six channels of broadband infrared photometry using \textit{Spitzer}. Additionally, a few narrowband spectrophotometry have also been reported using the HST NICMOS G206 grism (1.4–2.6 \( \mu \text{m} \)), and the \textit{Spitzer} IRS spectrograph (5–14 \( \mu \text{m} \)). The number of broadband observations available in a single data set are typically smaller than the number of parameters in our model. Also, given that the parameters in our model are highly correlated and the degeneracies not well understood, the nature of existing data does not allow spectral fitting in the formal sense.

Consequently, our approach in this work is to compute a large number of models on a pre-defined grid in the parameter space. For each model, we calculate a “goodness-of-fit” with the data using a statistic defined by a weighted mean squared error, given by

\[
\chi^2 = \frac{1}{N_{\text{obs}}} \sum_{i=1}^{N_{\text{obs}}} \left( \frac{f_{\text{i,obs}} - f_{\text{i,model}}}{\sigma_{\text{i,obs}}} \right)^2. \tag{4}
\]

Here, \( f_i \) is the flux observable and \( N_{\text{obs}} \) is the number of observed data points. \( f_{\text{i,obs}} \) and \( f_{\text{i,model}} \) are the observed \( f_i \) and the corresponding model \( f_i \), respectively. For secondary eclipse spectra, \( f_i \) is the planet-star flux contrast, whereas, for transmission spectra, \( f_i \) is the transmission. \( \sigma_{\text{i,obs}} \) is the 1\( \sigma \) measurement uncertainty in the observation. In order to obtain the model fluxes in the same wavelength bins as the observation,
we integrate the model spectra with the transmission functions of the instruments. Where spectrophotometry is available, we additionally convolve our model spectra with the instrument point-spread function.

The goodness-of-fit (\(\xi^2\)), as defined in Equation (4), is similar in formulation to the conventional definition of the reduced \(\chi^2\) statistic, if \(N_{\text{obs}}\) is replaced by the number of degrees of freedom. In the current context, we refrain from using the \(\chi^2\) statistic to assess our model fits because our number of model parameters (\(N\)) are typically more than the number of available broadband data points, leading to negative degrees of freedom. A value of \(\chi^2\) with negative degrees of freedom lacks meaning in that we cannot relate it to a confidence level. Therefore, in using \(\xi^2\) as our statistic of choice, we are essentially calculating \(\xi^2\) per data point as opposed to \(\chi^2\) per degree of freedom. We discuss this further in Section 6.2.

4. RESULTS: HD 189733B

4.1. Secondary Eclipse

HD 189733b has the best data set for any hot Jupiter known to date, including both signal-to-noise and wavelength coverage. Several remarkable observations of the planet dayside have been made by determining the planet-star flux ratios just before secondary eclipse. Grillmair et al. (2008) reported an infrared spectrum of the dayside in the 5–14 \(\mu\)m range, obtained with the Spitzer IRS instrument. Charbonneau et al. (2008) presented broadband photometry in the six Spitzer channels (3.6, 4.5, 5.8, 8, 16, and 24 \(\mu\)m).\(^4\) Separate photometric observations in the Spitzer 8 \(\mu\)m and 24 \(\mu\)m channels were also reported by Knutson et al. (2007, 2009a), respectively. Additionally, an upper limit was placed on the 2.2 \(\mu\)m flux contrast by Barnes et al. (2007). More recently, Swain et al. (2009a) observed the planet dayside with HST/NICMOS spectrophotometry in the 1.5–2.5 \(\mu\)m range.

Together, these data sets place important constraints on the dayside atmosphere of the planet. The high signal-to-noise ratio (S/N) IRS spectrum reported by Grillmair et al. (2008), obtained with 120 hr of integration time, is the best exoplanet spectrum known. This spectrum forms the primary data set for our present study of HD 189733b. In addition, we also use the photometric observations of Charbonneau et al. (2008), and the spectrophotometric observations of Swain et al. (2009a) to place complementary constraints.\(^5\) We use the two independent observations of Knutson et al. (2007, 2009a), at 8 \(\mu\)m and 24 \(\mu\)m, only as a guide for the models, and exclude them from our fits. This is because we place constraints from each individual data set separately, for reasons explained below, and we cannot place any constraints from a single data point from each of Knutson et al. (2007, 2009a). However, it must be noted that the 8 \(\mu\)m and 24 \(\mu\)m values of Knutson et al. (2007, 2009a) agree with the IRS spectrum and the Charbonneau et al. (2008) observations, respectively, which are being used in the current work. We present the data in Figure 3, along with model fits.

We analyze each data set separately. The reason we use a separate treatment is that some individual observations at similar wavelengths differ from each other. Specifically, the 8 \(\mu\)m Spitzer Infrared Array Camera (IRAC) data point from Charbonneau et al. (2008) is \(\sim\)2\(\sigma\) above the IRS spectrum at the same wavelength (Grillmair et al. 2008). Also, 8 \(\mu\)m IRAC observations taken at separate times differ by over 2\(\sigma\) (Charbonneau et al. 2008). From a model interpretation viewpoint, a 2\(\sigma\) spread means that almost no constraints on molecular abundances can be drawn (based on the reported uncertainties in the data). In addition, the very strong evidence of CO\(_2\) that is visibly obvious around 2 \(\mu\m\m\) in the HST/NICMOS data set is not so strong in the 4.5 \(\mu\m\m\) and 16 \(\mu\m\m\) Spitzer channels. In this work, we are unable to find models that fit all the three data sets of HD 189733b simultaneously within the \(\xi^2 = 2\) level. The data and model results below may well indicate atmospheric variability in this planet. See Section 6.3 for further discussion about possible atmospheric variability.

In what follows, we describe the constraints on the atmospheric properties of HD 189733b placed by each data set. Ideally, we would like to report constraints at the \(\xi^2 = 1\) surface, i.e., only those models which, on an average, fit the observations to within the 1\(\sigma\) error bars. However, we adopt a more conservative approach and lay emphasis on the results at the \(\xi^2 = 2\) surface as well, allowing for models fitting the observations to within \(\sim 1.4\sigma\) on an average. The latter choice is somewhat arbitrary, and the informed reader could choose to consider other \(\xi^2\) surfaces; we show contours of \(\xi^2\) in the different atmospheric properties.

4.1.1. Molecular Abundances

The constraints on the abundances due to the different data sets are shown in Figure 4. The figure shows contours of \(\xi^2\) in the parameter space of our model atmosphere. The contours

---

\(^4\) The 16 \(\mu\m\m\) value of Charbonneau et al. (2008) was obtained by reanalyzing the observations of Deming et al. (2006), and has been found to be consistent with the latter.

\(^5\) We do not use those binned data points of Swain et al. (2009b) that are either at the edges of the chip or are non-detections at the 3\(\sigma\) level. These include points with \(\lambda < 1.65 \mu\m\m\) and \(\lambda > 2.4 \mu\m\m\).
show minimum $\xi^2$ surfaces. At each point in a given two-parameter space, several values of $\xi^2$ are possible because of degeneracies with other parameters in the parameter space. In other words, the same point in a pair of parameters can have multiple values of $\xi^2$ corresponding to evaluations at various values in the remaining parameters. For the contours in Figure 4, we consider the minimum possible value of $\xi^2$ at each point in a two-parameter space. Consequently, each colored surface shows the region of parameter space which allows a minimum possible $\xi^2$ corresponding to that color. The mixing ratios of species are shown as ratios by number.

Spitzer IRS spectrum. We begin with the IRS spectrum (Grillmair et al. 2008) because this data set has the broadest wavelength coverage and the best S/N. Also, the IRS data set has more data points than the number of parameters in our model. Our most significant new finding is the existence of models fitting the IRS data set that are totally consistent with efficient redistribution of energy from the planet dayside to the night side (see Figure 4 for the range of allowed values). This addresses a significant problem in previously published models for dayside spectra (Grillmair et al. 2008) not being able to explain the efficient redistribution found in the phase curves of Knutson et al. (2007, 2009a; see Charbonneau et al. 2008 and Grillmair et al. 2008; but also see Barman 2008). With the IRS data, we also confirm the absence of a thermal inversion in HD 189733b.

Despite the high S/N, the IRS spectrum allows only weak constraints on the molecular abundances. The reason being that the IRS spectral range has molecular absorption features of only CH$_4$ and H$_2$O; even for these molecules, their features at other wavelengths remain completely unconstrained. The significant
features are of CH₄ (7.6 μm), and H₂O (6.3 μm). For example, the $\xi^2 = 2$ surface constrains the mixing ratio of water vapor to $10^{-6}$–0.1, and that of CH₄ to be less than $10^{-2}$ (but cf. Section 6.4).

**Spitzer broadband photometry.** Our model fits to the Spitzer broadband data (Charbonneau et al. 2008) require less efficient circulation of incident stellar energy compared to the best model fits to the Spitzer IRS spectrum. Specifically, the value for redistribution in our framework is $f_r \lesssim 0.25$, and this agrees with previous results (Barman 2008; Charbonneau et al. 2008) which find that model fits to the broadband data require inefficient day–night redistribution of energy. The discrepancy in redistribution arises from different planet-star contrast ratios. The 8 μm IRAC point of Charbonneau et al. (2008) is $\gtrsim 2\sigma$ different from the IRS spectrum, and from the 8 μm IRAC measurement of Knutson et al. (2007). Similar to the IRS spectrum, the Spitzer broadband photometry shows no sign of a thermal inversion.

The Spitzer broadband photometry enables significant constraints on molecular abundances. Again, we take the $\xi^2 = 2$ surface, corresponding to an average difference of 1.4σ between the model and data. We find the lower limit of the H₂O mixing ratio to be $10^{-6}$, and the upper limit of the CH₄ mixing ratio to be $10^{-5}$ (Figure 4). At the $\xi^2 = 2$ surface there are no constraints on the presence or abundances of CO and CO₂. At the $\xi^2 = 1$ surface, the best-fit models constrain the molecular mixing ratios as follows: $10^{-5} \lesssim$ H₂O $\lesssim 10^{-3}$; CH₄ $\lesssim 2 \times 10^{-5}$; $7 \times 10^{-7} \lesssim$ CO₂ $\lesssim 7 \times 10^{-5}$; CO is unconstrained because it is degenerate with CO₂. The identification of CO₂ at the $\xi^2 = 1$ surface, is intriguing, and this is the first time CO₂ is identified in the atmosphere. The data can be fit equally well with the same constraints due to the broadband photometry and the HST spectrum are always higher than that allowed by the IRS data set. The $\xi^2 = 2$ surface for the IRS data set constrains $\alpha_2$ to be greater than 0.2, while the constraints due to the broadband photometry and the HST data are 0.18–0.35 and 0.15–0.27, respectively. The same surface constrains the mean temperature gradient ($\alpha_2$) in Layer 2 to 100–400 K, 180–440 K, and 290–470 K for the IRS, the broadband photometry, and the HST data sets, respectively. The $\xi^2 = 2$ surface also shows that the IRS data allow for lower base temperatures as compared to the other data sets. The skin temperature ($T_{\text{skin}}$) at the top of the atmosphere ($P \sim 10^{-5}$ bar) is relatively unconstrained because of its degeneracy with the temperature gradient, and because of the low contribution of spectral features at that pressure.

**4.1.3. Albedo and Energy Redistribution**

Our results also constrain the albedo and day–night energy redistribution. The relevant parameter is $\eta = (1 - A_B)(1 - f_r)$, where $A_B$ is the Bond albedo, and $f_r$ is the fraction of input stellar flux redistributed to the night side (see Section 3.3). Since we can only constrain the product $\eta$ and not the individual components, $A_B$ and $f_r$, one can estimate the constraint on $A_B$ given $f_r$ or vice versa. This is similar to other forward models in the literature.
where an \( f \) is assumed, and the albedo is determined by the model. Figure 4 shows the \( \xi^2 \) surface in the space of \( T_{\text{eff}} \) versus \( \eta \). The IRS data set allows for efficient day–night circulation on this planet, with \( \eta \) in the range 0.38–0.99 at the \( \xi^2 \) = 2 level. While \( \eta = 1 \) means zero albedo and no redistribution, a value of \( \eta = 0.38 \) translates into an upper limit of \( f \leq 0.62 \) (for zero albedo). Even if one were to assume \( A_g = 0.3 \) (a relatively high value for hot Jupiters; see Rowe et al. 2008), \( f \) can be as high as 0.46, indicating very efficient redistribution. The broadband photometry and the \( HST \) data sets, on the other hand, require much lower efficiency in energy redistribution, constraining the lower bound on \( \eta \) at the \( \xi^2 = 2 \) level, to values of 0.74 and 0.72, respectively. These values translate into upper limits on \( f \), of 0.26 and 0.28, respectively, suggesting low redistribution.

The range of effective temperatures allowed by the different data sets follow accordingly. While the IRS data set allows for \( T_{\text{eff}} \) between 1220 and 1550 K, the broadband photometry and \( HST \) data sets constrain \( T_{\text{eff}} \) between 1440 and 1560 K.

It is natural to ask: what can we say with the combined data sets from \textit{Spitzer} IRS, \textit{Spitzer} IRAC, and \( HST \) NICMOS? The answer depends on which error surface one is willing to adopt. Each of the data sets places a different constraint on the planet atmosphere (at the \( \xi^2 \leq 2 \) surface). Thus, if we take the data sets at face value, and adopt the model \( \xi^2 \leq 2 \) surfaces, we find that the atmosphere must be variable, both in its energy redistribution state and in the chemical abundances. Specifically, the high \( CO_2 \) value could be pointing to local changes due to transient photochemical effects and atmospheric flows. On the other hand, inference of stellar variability, or refined observational uncertainties may potentially change this situation.

4.2. Transmission Spectra

The transmission spectrum of HD189733b was presented by Swain et al. (2008b), who reported the detection of \( CH_4 \) and \( H_2O \) in the 1.4–2.5 \( \mu \)m range covered by the \( HST/\text{NICMOS} \) spectrophotometry. Transmission data are complementary to secondary eclipse data, because a transmission spectrum probes the part of the planet atmosphere in the vicinity of the limb, whereas secondary eclipse data probe the planetary dayside. In addition, a transmission spectrum reveals line features of the species in absorption, imprinted on the stellar flux, with the self-emission of the planet contributing negligibly to the observed flux.

We computed \( \sim 7 \times 10^5 \) models to place constraints on allowed limb \( P-T \) profiles and quantify the allowed abundances by the \( \xi^2 \) surfaces. In order to compute the \( \xi^2 \), our models were convolved with the instrument point-spread function, integrated over the grism transmission function, and finally binned to the same bins as the data (as described in Swain et al. 2008b). We find that 2 of 18 binned data points (at 1.888 \( \mu \)m and 2.175 \( \mu \)m) as reported by Swain et al. (2008b) have unusually high values, and amount to an unusually large contribution to the net \( \xi^2 \). In the framework of our models, we do not find any spectral features that might be able to explain those values. Consequently, we leave these two points out of our present analysis. Figure 6 shows the model spectra and data.

4.2.1. Molecular Abundances

Our results confirm the presence of \( H_2O \) and \( CH_4 \) in the limb, as also reported by Swain et al. (2008b). At the \( \xi^2 \) = 2 surface, as shown in Figure 7, the \( H_2O \) mixing ratio is constrained to \( 5 \times 10^{-4} \leq 0.1 \), and the \( CH_4 \) mixing ratio lies between \( 10^{-5} \) and 0.3. These ranges of mixing ratios for \( H_2O \) and \( CH_4 \) are consistent with the mixing ratios found for the best-fit model reported by Swain et al. (2008b). Although, these constraints are roughly consistent with the constraints on the same molecules on the dayside inferred in Section 4.1, the high mixing ratios of \( CH_4 \) allowed is appalling at first glance. This hints at a region of high \( CH_4 \) concentration in the limb, possibly on the night side. The effect of other possible molecules, \( CO, NH_3, \) and \( CO_2 \) on the spectrum is minimal. Although each of these molecules have some spectral features in the observed wavelength range, the upper limits on their compositions placed by the data are not statistically significant.

4.2.2. Pressure–Temperature Profiles

Figure 8 shows the \( P-T \) profiles explored for the HD 189733b transmission data set. The best-fit models with \( \xi^2 \leq 2 \) are shown in red. Figure 7 shows the \( \xi^2 \) surface in the parameters space of the \( P-T \) profiles. The best-fit models are consistent with an atmosphere with no thermal inversions. The \( \alpha_2 \) parameter is constrained by the \( \xi^2 = 2 \) surface to be greater than \( \sim 0.15 \), and the temperature \( T_3 \) at the limb is constrained to lie between 1500 K and 2250 K. The mean temperature gradient \( \langle -d T/d \log P \rangle \) in Layer 2 constrained by the \( \xi^2 = 2 \) surface lies between 130 K and 550 K.

5. HD 209458B RESULTS: SECONDARY ECLIPSE

The dayside of HD 209458b has been of substantial interest, owing to the indication of a thermal inversion in the atmosphere of this planet. Deming et al. (2005) reported the first detection of thermal emission from HD 209458b in the 24 \( \mu \)m Multiband Imaging Photometer (MIPS) Channel of \textit{Spitzer}. Knutson et al. (2008) reported broadband photometry of the planet-star flux ratio in the four \textit{Spitzer} IRAC channels (3.5, 4.6, 5.8, 8 \( \mu \)m). Newer photometric observations have been made by Deming in the 16 \( \mu \)m IRS Channel and, an updated value is available for the 24 \( \mu \)m MIPS Channel (D. Deming 2009, private communication). Richardson et al. (2003) observed an upper limit on the contrast ratio in the \( K \) band (2.2 \( \mu \)m) using IRTF SpeX. Additionally, Richardson et al. (2007) and Swain et al.
Figure 7. Constraints on atmospheric properties at the limb of HD 189733b. The contours show minimum $\xi^2$ surfaces (see caption of Figure 4 for details), as constrained by the transmission spectrum of Swain et al. (2008b) described in Section 4.2. The red, orange, green and blue surfaces correspond to $\xi^2$ in the ranges 1.0–2.0, 2.0–3.0, 3.0–4.0, and 4.0–5.0, respectively.

Figure 8. Pressure–temperature profiles explored by models for the transmission spectrum of HD 189733b. The profiles are color-coded by minimum $\xi^2$ (see Figure 5), and the colors are described in Figure 7.

Figure 9. Secondary eclipse spectra for HD 209458b. The black filled circles with error bars show the data, obtained by Spitzer photometry. The 3.6 $\mu$m, 4.5 $\mu$m, 5.8 $\mu$m, and 8 $\mu$m data are from Knutson et al. (2008). The 16 $\mu$m and 24 $\mu$m data are from D. Deming (2009, private communication). The upper limit at 2.2 $\mu$m shows the 1$\sigma$ constraint from Richardson et al. (2003). The red, orange, and green spectra correspond to models with $\xi^2$ in the range of 0.0–2.0, 2.0–3.0, and 3.0–4.0, respectively. For guidance, a single best-fit model spectrum is shown in blue (with the bandpass averaged points shown in light blue).

(2008a) presented a low S/N Spitzer IRS spectrum in the 7.5–13.2 $\mu$m range. And, after submitting our present work, we became aware of an independent inference of H$_2$O, CH$_4$, and CO$_2$ in HD 209458b, based on HST NICMOS observations, and five-channel Spitzer photometry; although, a quantitative measure of fit was not reported (Swain et al. 2009b). Here, we report independent detections of H$_2$O, CH$_4$, CO$_2$, and CO based on quantitative constraints at the $\xi^2 < 1$ level of model fits to six-channel Spitzer photometry.

For HD 209458, we compute model fits to the six Spitzer broadband photometric detections (at 3.6, 4.5, 5.8, 8, 16, and 24 $\mu$m), combining data from Knutson et al. (2008) and D. Deming (2009, private communication). We do not use the IRS spectrum (Richardson et al. 2007; Swain et al. 2008b) because the S/N is too low to yield significant model constraints.

We explore a grid of $6 \times 10^6$ models for this system. Figure 9 shows sample model spectra and the data for the planet-star flux contrast in this system. The figure shows model spectra at different levels of $\xi^2$. As shown in the figure, our best-fit spectra (a sample binned spectrum is shown in light blue) fit all the available data to within the 1$\sigma$ error bars. And, our $\xi^2 = 2$ models match the observations to $\sim 1.4\sigma$ on average.

5.1. Molecular Abundances

Our results indicate the presence of H$_2$O, CO, CH$_4$, and CO$_2$ in the atmosphere of HD 209458b. As will be discussed in Section 5.2, the allowed $P$–$T$ profiles show the existence of a deep thermal inversion in the atmosphere of HD 209458b. Consequently, all the line features of the molecules are seen as
Figure 10. Constraints on the dayside atmosphere of HD 209458b. The contours show minimum $\xi^2$ surfaces (see Figure 4) in the parameter space of models for secondary eclipse spectra of HD 209458b. The red, orange, green, and blue surfaces correspond to $\xi^2$ in the ranges 1.0–2.0, 2.0–3.0, 3.0–4.0, and 4.0–5.0, respectively. Additionally, the purple colored surfaces show regions that allow $\xi^2 < 1$. The results follow from $\sim 6 \times 10^6$ models with thermal inversions. Models without thermal inversions are ruled out by the data. $<dT/d(\log P)>$ is the average temperature gradient in the atmosphere between pressures $P_1$ and $P_2$, in $P$-$T$ profiles with thermal inversions, which contributes most to the observed emission features.

The $\xi^2 = 2$ constraint on the mixing ratio of $\text{H}_2\text{O}$ at $10^{-4}$, with the $\xi^2 = 1$ surface allowing mixing ratios up to $10^{-5}$. The limits on $\text{H}_2\text{O}$ are governed by the band features of the molecule in the 5.8 $\mu$m and 24 $\mu$m channels. While the upper limit on the mixing ratio of $\text{H}_2\text{O}$ is well constrained, the constraint on the lower limit is rather weak, allowing values as low as $10^{-8}$ at $\xi^2 = 1$. The stringent upper limit on $\text{H}_2\text{O}$ comes primarily from the low planet-star flux contrast observed in the 24 $\mu$m channel. Similarly, the high flux contrast observed in the 5.8 $\mu$m channel should, in principle, yield a stringent lower limit. However, the weak lower limit is because of the large observational uncertainty on the flux contrast in the 5.8 $\mu$m channel. The $1\sigma$ error bar on the observed 5.8 $\mu$m flux contrast is the largest of uncertainties in all the channels, and 1.5 times larger than the error bar on the 24 $\mu$m flux contrast.

The $\xi^2 = 2$ constraint on the mixing ratio of $\text{CH}_4$ is $10^{-8}$–0.04, based on band features in the 3.6 $\mu$m and 8 $\mu$m channels. Although, the features in the 3.6 $\mu$m channel are degenerate with some features of $\text{H}_2\text{O}$ in the same channel, the exclusive $\text{CH}_4$ features in the 8 $\mu$m channel break the degeneracy. The $\xi^2 = 2$ surface places an absolute lower limit on CO at $4 \times 10^{-5}$, and requires a mixing ratio of CO$_2$ between $2 \times 10^{-9}$ and $7 \times 10^{-6}$. The need for CO$_2$ arises from the high contrast observed between the 4.5 $\mu$m and the 3.6 $\mu$m channels. The 4.5 $\mu$m channel could in principle be explained by CO alone. However, such a proposition would require large amounts of CO, close to mixing ratios of 1. CO$_2$ provides additional absorption in the
same 4.5 μm channel, with a relatively reasonable abundance. In addition, the amount of CO$_2$ is also constrained by the 16 μm channel—too high of a CO$_2$ abundance would not agree with the data because CO$_2$ has a strong absorption feature in the 16 μm channel. Thus, the 4.5 μm and 16 μm channels together constrain the amounts of CO$_2$, thereby also constraining the CO feature in the 4.5 μm channel. If the 16 μm data did not exist, there would have been a large degeneracy in the abundances of CO and CO$_2$.

If we consider the $\xi^2 = 1$ surface, instead of the $\xi^2 = 2$ surface, our results place tighter constraints on all the molecules. At this surface, the constraints on the mixing ratios are: $10^{-8} \approx \text{H}_2\text{O} \leq 10^{-5}$; $4 \times 10^{-8} \leq \text{CH}_4 \leq 0.03$; CO $\geq 4 \times 10^{-4}$; and $4 \times 10^{-9} \leq \text{CO}_2 \leq 7 \times 10^{-8}$. However, in considering the $\xi^2 = 1$ surface, we might be overinterpreting the data.

We find definitive detections of CH$_4$, CO, and CO$_2$. Even at the $\xi^2 = 4$ surface, the data require non-zero mixing ratios for the carbon-bearing molecules. Furthermore, the results suggest a high C/O ratio (see Seager et al. 2005). Although the model fits give C/O ratio close to 1 or higher, our molecular abundance grid resolution is not high enough to put a precise lower limit to the C/O ratio. As seen from Figure 10, the allowed models reach values as high as $\sim 60$ for $\xi^2 = 1$, and $\sim 600$ for $\xi^2 = 2$. As discussed previously, and in Section 6.1, high molecular concentrations and high C/O ratios could be localized effects overrepresented by the 1D averaged retrieval.

### 5.2. Temperature Structure

The most interesting aspect about the atmosphere of HD 209458b is the presence of a thermal inversion on the planet dayside, as previous studies have pointed out (e.g., Burrows et al. 2008). While modeling atmospheric spectra, one often encounters a degeneracy between temperature structure and molecular compositions. However, by exploring a large number of $P$–$T$ profiles we find that the dayside observations for HD 209458b cannot be explained without a thermal inversion, for any chemical composition, at the $\xi^2 < 2$ level. On the other hand, our results place stringent constraints on the 1D averaged structure of the required thermal inversion.

Our results presented here explore $\sim 7000$ $P$–$T$ profiles with thermal inversions. Figure 11 shows all the $P$–$T$ profiles with $\xi^2 \lesssim 5$. The ranges in the $P$–$T$ parameters explored are shown in Figure 10. In the presence of a thermal inversion, the spectra are dominated by the location and extent of the inversion layer, quantified by the parameters $P_2$, $T_2$, and $\alpha_2$. We find the models with $\xi^2 \lesssim 2$ to have an inversion layer in the lower atmosphere, at pressures ($P_2$) above $\sim 0.03$ bar, with the best-fit models preferring the deeper layers, i.e., higher $P_2$. We find that the $\xi^2 \lesssim 1$ region extends to inversion layers as deep as $P_2 \sim 1$ bar. However, we limit $P_2$ to a value of 0.5 based on the physical consideration that, at pressure $\gtrsim 1$ bar collisional opacities are likely to dominate over the molecular opacities in the optical which are expected to be the cause of thermal inversions. And, therefore, we do not expect inversions at such high pressures.

The allowed models (Figure 10) cover a wide range in the base temperature ($T_3$) owing to the fact that the spectrum is dominated by the maximum temperature differential ($T_1 - T_2$) attained in the stratosphere, and is less sensitive to $T_3$ by itself. The stratospheric temperatures of all the models with $\xi^2 \lesssim 2$ lie between 800 K and 2200 K. The temperature gradient in the inversion layer is governed by the $\alpha_2$ parameter. As can be seen from Figure 10, the data restrict the $\xi^2 \lesssim 2$ models to have $\alpha_2$ between 0.05 and 0.25, with the $\xi^2 \lesssim 1$ models preferring values between 0.05 and 0.15. These values of $\alpha_2$ translate into mean temperature gradients ($<\!dT/d\log P\!>$) in the inversion layer to be 230–1480 K for $\xi^2 \lesssim 2$, and 400–1480 K for $\xi^2 \lesssim 1$. Consequently, large thermal inversions spanning more than a few dex in pressure, and hence with less steeper thermal gradients, are ruled out by the data. This is also evident from Figure 11. Finally, $\xi^2$ is not very sensitive to the parameters in Layer 1 of the $P$–$T$ profile, since the dominant spectral features in this planet arise from the inversion layer.

### 5.3. Albedo and Energy Redistribution

Our results also show the constraints on the albedo and day–night redistribution. Figure 10 shows the $\xi^2$ surface in the space of $T_{\text{eq}}$ versus $\eta$, where, $\eta = (1 - A_B)(1 - f_r); A_B$ is the Bond albedo, and $f_r$ is the fraction of input stellar flux redistributed to the night side. As described in Section 4.1.3, using $\eta$ one can estimate the constraint on $A_B$ given $f_r$, or vice versa. For HD 209458b, the $\xi^2 = 2$ surface in Figure 10 constrains $\eta$ in the range 0.24–0.81, with the $\xi^2 = 1$ surface in the range 0.26–0.72. If we assume an $A_B$ of 0.24 (2σ upper limit, scaled from the 1σ estimate of Rowe et al. 2008), the constraints on $f_r$ for the $\xi^2 = 2$ and $\xi^2 = 1$ surfaces are 0.0–0.68 and 0.05–0.66, respectively. This range of values allows for very efficient redistribution in the atmosphere of HD 209458b, although values of $f_r > 0.5$ seem physically unrealistic.

### 6. DISCUSSION

Our results in this work have been presented as goodness-of-fit contours in the parameter space of a 1D averaged atmosphere model. In this section, we first discuss the interpretation of our results in the light of the fact that the atmosphere is inherently 3D, with dynamical effects that cannot be captured in a 1D model. We then present an assessment of our best-fit models vis-a-vis the goodness-of-fit contours. Finally, we discuss possible future extensions to our model.

#### 6.1. Contribution Functions

We have constrained the $P$–$T$ profile and abundances on the planetary dayside. But which part of the atmosphere is really being sampled by the observations? Here, we will discuss...
the contribution to the net emergent flux from the surface elements at the top of the atmosphere (see Knutson et al. 2009a for a discussion of radial contribution functions). We begin with the simple picture of radiative equilibrium, with no atmospheric circulation, in a homogeneous and isotropically radiating atmosphere. In this case, the amount of flux from a given surface element is proportional to the amount of incident flux from the star, where the incident stellar flux drops off as \( \cos \theta \); \( \theta \) is the angle away from the substellar point. In this picture, the planetary infrared flux is greatest at the substellar point, where the planet is being heated the most. The area contribution to the net planet flux, however, increases as \( \sin \theta \).

The bigger annuli correspond to larger areas on the projected planetary disk as viewed by the observer. The lower flux emitting regions (the outer regions of the disk, with lower incident stellar intensity), therefore, have more area than the higher flux regions. There is a sweet spot at 45 deg where the contribution to the total observed flux peaks, with a distribution of \( \sin(2\theta) \). In other words, the total flux is an average over a wide region on the projected planetary disk.

A more realistic scenario is one not limited to radiative equilibrium; indeed atmospheric circulation models show dramatic differences of emergent flux across the planetary disk caused by strong hydrodynamic flows (see, e.g., Showman et al. 2009; Langton & Laughlin 2008; Cho et al. 2003; Dobbs-Dixon & Lin 2008). Without knowing the atmospheric circulation and the resulting surface pattern, can we say anything about which part of the dayside planetary disk our \( P-T \) profiles and abundances preferentially sample? Given a retrieved abundance for a molecule, we do not know if this is from a localized concentration or from a global abundance, or something in between. For instance, we have found evidence for a high CO\(_2\) abundance in HD 189733 (see also Swain et al. 2009a). But is this just a local effect of transported photochemical products? Or is the whole dayside evenly enriched in CO\(_2\)? If we are not measuring a true average, we have to be careful about how we interpret the retrieved CO\(_2\) abundance.

A thorough examination of the contribution of different parts of the planetary disk has to take into account the emergent surface flux profiles that are more realistic than the assumption of homogeneity and radiative equilibrium. For example, 3D models of hot Jupiter atmospheres by Showman et al. (2009) show a much slower than \( \cos \theta \) drop off from the substellar point caused by hydrodynamic flows. And at the planetary photosphere the “substellar hot spot” is blown downwind, to 30 deg; a detail that would not be apparent in the assumption of an isotropic and homogenous atmosphere. Moreover, the \( \text{Spitzer} \) 8 micron measurements by Knutson et al. (2007) show a hot spot at lower separation from the substellar point (and also show a cold spot on the same hemisphere). For instance, if CO\(_2\) were predominantly formed in localized regions and blown downwind, it could land at geometrically favored regions in terms of the 1D averaged spectrum. Alternatively, vertically localized concentrations of CO\(_2\) at favorable pressure levels could give rise to strong spectral signatures, similar to those formed by having the same concentration of CO\(_2\) over the entire atmosphere. In these cases, a high value of CO\(_2\) may not be representative of the entire dayside.

### 6.2. Best-fit Models Versus Error Surface

In the current work, we have described most of our results at the \( \xi^2 = 2 \) level. Our formulation for \( \xi^2 \), as described in Section 3.5, would be equivalent to the conventional definition of reduced \( \chi^2 \), if \( N_{\text{obs}} \) were to be replaced by the number of degrees of freedom. Normally, one aims for fits at the reduced \( \chi^2 = 1 \) level (we have also provided results for fits at the level of \( \xi^2 = 1 \)). A \( \chi^2 \), however, is devoid of meaning when the number of degrees of freedom is less than zero—in that we cannot relate \( \chi^2 \) to a confidence level. In the absence of confidence levels, we are considering \( \xi^2 \) as a weighted mean squared error. In this framework, a \( \xi^2 = 1 \) means that, on average, the model deviates from the mean values of the data by \( 1\sigma \), and \( \xi^2 = 2 \) means that the deviation is \( \sqrt{2} = 1.4\sigma \). In this work, the number of data points in the \( \text{Spitzer} \) broadband photometry is less than the number of free model parameters, meaning less than zero degrees of freedom. In both the \( \text{Spitzer} \) IRS and the \( \text{HST} \)/NICMOS data sets, there are, in principle, more data points than the number of free model parameters. But both these data sets sample a narrow wavelength range, with a limited number of absorption features. In addition, the degeneracies in our model parameter space are poorly understood, if at all. Without a robust parameter-fitting algorithm, we cannot assign confidence levels even with the \( \text{HST} \) and IRS data sets. Which error surface should be used to encompass the best-fit models, given that we have no direct correspondence to confidence levels? There is no conclusive answer and, ideally, one might like to consider only those models which fit the data to within \( \xi^2 = 1 \), or even \( \xi^2 = 0 \) indicating perfect fits. However, we have used a conservative choice of the \( \xi^2 = 2 \) surface for interpretation of our results, allowing for models fitting the observations to within \( \sim 1.4\sigma \) of each data point, on an average.

One approach to accurately consider the uncertainty on the data is as follows. One could take tens of thousands of realizations of each data set, uniformly sampled over the error distribution. Fitting each realized data set would mean running millions of models for each case, leading up to billions of models per data set per planet. Such an approach is computationally prohibitive at the present time.

### 6.3. Suggested Variability

There is evidence that the dayside atmosphere of HD 189733b is variable. One highly relevant example to our interpretation is the 8 \( \mu \text{m} \) \( \text{Spitzer} \) IRAC measurement of HD 189733b reported by Knutson et al. (2007) versus that reported by Charbonneau et al. (2008) in the same channel at a different time. The flux ratios differ by \( \sim 2.3\sigma \). Also significant is the disagreement in the planet-star contrast levels between the HD 189733b IRS spectrum and the IRAC broadband photometry at 8 \( \mu \text{m} \), but not at 5.8 \( \mu \text{m} \) (Grillmair et al. 2008).

Atmospheric variability is also suggested by the very strong CO\(_2\) feature in the HD 189733 \( \text{HST}/\text{NICMOS} \) data set and the lack of a noticeably strong absorption feature in the 4.5 \( \mu \text{m} \) and 16 \( \mu \text{m} \) \( \text{Spitzer} \) channels. It is well known that the CO\(_2\) molecule has an extremely strong absorption feature at 15 \( \mu \text{m} \); yet there is no indication of strong CO\(_2\) absorption observed in the 16 \( \mu \text{m} \) channel. Whether this data variability is due to intrinsic variability of the planet atmosphere or instead is due to the different data reduction techniques is under study (Desert et al. 2009; Beaulieu et al. 2009).

Turning to our model results, we have been unable to find fits to all three data sets of HD 189733b at the \( \xi^2 \leq 2 \) level, in the large range of parameter space we have explored. There may be befitting \( P-T \) profiles and compositions that our grid did not cover, but we think this is unlikely, mainly because the data sets show noticeable differences even without running the models, e.g., the observed features of CO\(_2\). We plan to implement a more
exhaustive exploration of the \(P-T\) parameter space by extending our work with a new optimization technique in the future.

6.4. Model Extensions

Our approach allowed us to run a large ensemble of models in the parameter space. Nevertheless, future calculations are needed to estimate the covariances between the model parameters. Several model parameters are degenerate; for example, molecular abundances of species that share absorption features in the same photometric channel (e.g., CO and CO\(_2\)). Also well-known is the degeneracy between the \(P-T\) profile and the molecular abundances. Understanding the covariances between the parameters might help break the degeneracies in the future.

We chose the \(\sim 10^4 P-T\) profiles based on physical arguments and preliminary fits to the data. Even though having a grid of \(\sim 10^4 P-T\) profiles in the six-parameter \(P-T\) space, and \(\sim 10^2\) models overall, means that our grid is coarse, we believe it covers most physically plausible profiles. Nonetheless, a more complete exploration requires a more sophisticated approach, and may find \(P-T\) profiles and the corresponding abundance constraints that may be slightly different from those reported here.

Our model does not include clouds or scattering. Although cloudless models are justified for hot Jupiters (see Section 3.2), clouds are needed for extending our model to cooler planetary atmospheres, such as those of habitable zone super Earths and cooler giant planets. Our model also does not include photochemistry, but instead varies over different molecular abundances. Once a set of best-fit models are found by our approach, the molecular abundances can be used to guide photochemical models; conversely, photochemical models can be used to check the plausibility of the best-fit molecular abundances. And, although we have used the latest available high-temperature opacities, further improvements are sought, particularly for CH\(_4\) and CO\(_2\).

Our model presented in this work is suitable only for interpreting the infrared spectra of planetary atmospheres; it was motivated by existing observations. We do not include the sources of opacity and scattering that are required to model the visible part of the spectra. However, our model can be extended to visible wavelengths, and we aim to discuss it in a future work. Constraints placed by visible observations will help to further narrow down the model parameter space already constrained by IR observations.

We have not included the intrinsic flux from the planet interior, because, for hot Jupiters stellar irradiation is the dominant energy source. However, extensions of our model to brown dwarf atmospheres or young, or massive, Jupiters will require inclusion of the interior energy. And, although irradiation is naturally included in the form of the parametric \(P-T\) profile, our model gives no information about the nature of the absorber. Nevertheless, given the best-fit \(P-T\) profile from our approach, one could quantify the range of parameters of a potential absorber.

6.5. Temperature Retrieval as a Starting Point for Forward Models

We have presented a radical departure from the standard exoplanet atmosphere models. Our temperature and abundance retrieval method does not use the assumption of radiative + convective equilibrium in each layer to determine the \(P-T\) profile. By searching over millions of models, we are extracting the \(P-T\) profile from the data.

We have not necessarily suggested to replace the so-called self-consistent forward models, those models that include radiative transfer, hydrostatic equilibrium, radiative + convective equilibrium, day–night energy redistribution, non-equilibrium chemistry, and cloud formation. Instead of a stand-alone model, our method can be used as a starting point for narrowing the potential parameter space to run forward models in. We anticipate that this temperature retrieval method will enable modelers to run enough forward models to find quantitative constraints from the data, instead of running only a few representative models.

Atmospheric temperature and abundance retrieval is not new. Solar system planet atmosphere studies use temperature retrieval methods, but in the present context there is one major difference. Exquisite data for solar system planet atmospheres means that a fiducial \(P-T\) profile can be derived. The temperature retrieval process for a solar system planet atmosphere therefore involves perturbing the fiducial profile. For exoplanets, there is no starting point to derive a fiducial model because of the limited data.

Building on methods used for solar system planets, Swain et al. (2008b, 2009b) have used a temperature retrieval method using published \(P-T\) profiles from other models, and perturbing the profiles to find fits to data (also see Sing et al. 2008). In this work, we report a new approach for atmospheric retrieval of exoplanets which allows us to explore a wide region of the parameter space, and to possibly motivate a new generation of retrieval methods tailored to exoplanet atmospheres.

7. SUMMARY AND CONCLUSIONS

We have presented a solution to the retrieval problem in exoplanet atmospheres: given a set of observations, what are the constraints on the atmospheric properties? Our method consists of a new model involving line-by-line radiative transfer with a parametric \(P-T\) profile, along with physical constraints of hydrostatic equilibrium and global energy balance, and allowing for non-equilibrium molecular compositions. This approach enabled us to run millions of models of atmospheric spectra over a grid in the parameter space, and to calculate goodness-of-fit contours for a given data set. Thus, given a set of observations and a desired measure of fit, our method places constraints on the \(P-T\) profile and the molecular abundances in the atmosphere.

We used our method to place constraints on the atmospheric properties of two hot Jupiters with the best available data: HD 189733b and HD 209458b. We computed \(\sim 10^7\) models for each system. Our constraints on the \(P-T\) profiles confirm the presence of a thermal inversion on the dayside of HD 209458b, and the absence of one in HD 189733b, as has been previously reported in the literature. And, the constraints on molecular abundances confirm the presence of H\(_2\)O, CH\(_4\), CO, and CO\(_2\) in HD 189733b, as has been found by several other studies in the past.

We presented some new findings. We report independent detections of H\(_2\)O, CH\(_4\), CO\(_2\), and CO, from six-channel Spitzer photometry, at the \(\xi^2 < 1\) level (see also Swain et al. 2009b). At the \(\xi^2 = 2\) surface, we find the lower limits on the mixing ratios of CH\(_4\), CO, and CO\(_2\) to be \(10^{-8}\), \(4 \times 10^{-5}\), and \(2 \times 10^{-3}\), respectively. In addition, we find an upper limit on H\(_2\)O mixing ratio of \(10^{-4}\). Second, our results using the high S/N IRS spectrum of HD 189733b indicate that the best-fit models are consistent with efficient day–night circulation on this planet, consistent with the findings of Knutson et al. (2007, 2009a); although, we also find that the broadband photometry data require much less efficient day–night circulation, as has been reported by several studies in the past. The different constraints
place by the different data sets arise from the variability in the data. A few key observations of HD 189733b vary between different data sets at similar wavelengths. Moreover, a noticeably strong CO$_2$ absorption in one data set is significantly weaker in another. We must, therefore, acknowledge the strong possibility that the atmosphere is variable, both in its energy redistribution state and in the chemical abundances.

Our new temperature and abundance retrieval—together with the limited but remarkable data sets—charts a new course for exoplanet atmosphere interpretation. Whether our approach is used as a stand-alone model, or as a starting point for forward models, the field of exoplanet atmospheres is ready for a technique to place detailed atmospheric constraints governed by the data. The ideal data set is one with a wide wavelength range that covers more than one spectral feature of different molecules. The James Webb Space Telescope, scheduled for launch in 2013, is ideal for observations of transiting exoplanet atmospheres and should usher a new era for quantitative analyses of exoplanet atmospheres.
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