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Abstract

Accurate profiling of minute quantities of RNA in a global manner can enable key advances in many scientific and clinical disciplines. Here we present low quantity RNA sequencing (LQ-RNAseq), a high-throughput sequencing-based technique allowing whole transcriptome surveys from subnanogram RNA quantities in an amplification/ligation-free manner. LQ-RNAseq involves first-strand cDNA synthesis from RNA templates, followed by 3’ polyA tailing of the single-stranded cDNA products and direct single molecule sequencing. We applied LQ-RNAseq to profile *S. cerevisiae* polyA+ transcripts and demonstrate the reproducibility of the approach across different sample preparations and independent instrument runs, and establish the absolute quantitative power of this method through comparisons with other reported transcript profiling techniques and through utilization of RNA spike-in experiments. We demonstrate the practical application of this approach to define the transcriptional landscape of mouse embryonic and induced pluripotent stem cells, observing transcriptional differences, including over 100 genes exhibiting differential expression between these otherwise very similar stem cell populations. This amplification-independent technology, which utilizes small quantities of nucleic acid and provides quantitative measurements of cellular transcripts, enables global gene expression measurements from minute amounts of materials and offers broad utility in both basic research and translational biology for characterization of rare cells.
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Sequencing datasets described in this study has been submitted to the National Center for Biotechnology Information (NCBI) Short Read Archive (SRA009935). Supplemental material for this manuscript includes supplemental text, supplemental figures S1-6 and supplemental tables S1-5.
Introduction

The wide-spread application of microarray technologies and, most recently, high-throughput DNA sequencing technologies, to understand biological processes and human disease have resolved numerous “mysteries” in genomics and transcriptomics, and revolutionized the way we perform biomedical research. DNA sequencing technologies have eliminated several technical challenges posed by hybridization-based microarray strategies, such as limited dynamic range of detection and background due to cross-hybridization. However, several fundamental shortcomings still remain. These include, (1) the lack of an absolute measurement making cross study comparisons challenging; and (2) the requirement for high-quantities of valuable input material, namely DNA/cDNA. Progress in many research areas, including stem cell biology, microbiology, cancer, paleoarcheology, forensics and clinical diagnostics is severely impeded by our inability to perform comprehensive and reliable molecular profiling analyses on low-quantity cell and nucleic acid samples. This is best exemplified by the challenges experienced in the oncology community where often acquiring sufficient amounts of high quality tissue specimens necessary for genomic characterization of tumors is difficult. If we are to successfully translate our research knowledge of genome biology to better diagnose and treat human disease, we must make progress on our ability to use subnanogram quantities of nucleic acid derived from patient samples and explore methods which enable absolute measurements of these small quantities.

Various strategies have been explored since the late 1980s to enable molecular profiling analyses from as few as single cells in a genome-wide manner (Che and Ginsberg 2004; Dean et al. 2002; Eberwine et al. 1992; Pfeifer et al. 1989; Telenius et al. 1992; Van Gelder et al. 1990; Zhang et al. 1992). Much effort has been devoted to characterize the behaviors of these methods to better understand and address the biases and artifacts they introduce in various quantitative and qualitative applications (Pinard et al. 2006; Subkhankulova et al. 2006). These approaches generally rely on multiple sample manipulation steps such as restriction digestion, ligation and amplification that may introduce artifacts/errors, such as the production of artifactual chimeric DNA/cDNA molecules (Iwamoto et al. 2007; Murthy et al. 2005; Talseth-Palmer et al. 2008). These manipulations also skew the original structure of the nucleic acid population and often yield unequal and unreproducible representation of the transcript molecules (Linsen et al. 2009; Pinard et al. 2006; Subkhankulova et al. 2006; Taniguchi et al. 2009). These difficulties render these methods problematic especially for “counting” applications where accurate quantitation and high fidelity are required.

Here we present a low quantity RNA sequencing (LQ-RNAseq) approach, which enables novel digital transcriptome profiling capable of generating whole transcriptome profiles in a highly-quantitative manner from as few as one hundred picograms of RNA material. Unlike other reported RNA sequencing approaches (Cloonan et al. 2008; Mortazavi et al. 2008; Sultan et al. 2008), LQ-RNAseq benefits from the advantages of high-throughput single molecule sequencing (SMS) by synthesis (Harris et al. 2008; Lipson et al. 2009; Pushkarev et al. 2009), eliminating the need for bias-introducing manipulations such as amplification and ligation, and dramatically reducing the amount of input RNA needed.
We demonstrate the quantitative power, high reproducibility and other aspects of the approach by profiling the well-studied *S. cerevisiae* polyA+ transcriptome. We then extended the approach to profile mouse embryonic (ES) and induced pluripotent stem cells (iPS), identifying similarities and importantly, differences in transcriptional activity between these otherwise very similar pluripotent stem cell populations. This is the first report of such minute cDNA quantities being sequenced in a massively-parallel manner without potentially biasing manipulations such as ligation and amplification. LQ-RNAseq promises to be an efficient and easy-to-use strategy for attomole level RNA applications, and offers researchers the opportunity to obtain reliable transcriptome profiles from extremely small nucleic acid quantities including from rare cell or tissue types of biological importance.

**Results**

**Overview of LQ-RNAseq**

To facilitate the quantitative and in-depth analysis of attomole-level RNA materials, we developed LQ-RNAseq, an approach relying on high-throughput single molecule cDNA sequencing. LQ-RNAseq involves first-strand cDNA synthesis primed with random, not-so-random (NSR) (Armour et al. 2009) or other primers of choice, followed by terminal transferase (TdT) mediated polyA-tailing of the single-stranded cDNA and sequencing on the Helicos Genetic Analysis System (Lipson et al. 2009; Pushkarev et al. 2009) (Fig. 1). The simplicity of the sample preparation process, the requirement for only single-stranded cDNA and the lack of potentially biasing nucleic acid manipulation steps such as ligation and amplification allows LQ-RNAseq to limit the input RNA quantity, minimize artifacts and to generate reliable transcriptome profiles. LQ-RNAseq is compatible with subnanogram RNA quantities, producing 5-6 million usable reads (between 25 and 55 nts in length) per channel of a 50-channel HeliScope DNA sequencing run.

**Characteristics and Quantification Capability of LQ-RNAseq**

To evaluate the performance of this low quantity approach, we first used it to sequence polyA+ RNA from the well-studied *S. cerevisiae* (strain DBY746). Using a starting amount of 250 picograms (pg) of poly A+ RNA and random hexamer-priming for cDNA synthesis, we obtained five million usable sequence reads per channel of a 50-channel HeliScope sequencing run, each preparation being sufficient for loading up two to three channels (Table 1). The method yielded highly reproducible quantitative transcript counts between replicates prepared at different times and across independent sequencing runs (Pearson correlation, r=0.9912, Fig. 2A). A comparison of expression profiles obtained from a moderate 400 nanograms (ng) RNA quantity as compared to a low 250 pg RNA quantity were highly correlated (r=0.9763, Fig. 2B). In comparing the data generated with this approach and with that of the published digital gene expression (DGE) method relying on oligo-dT priming using ~1 microgram of a different RNA batch of the same
yeast strain (Lipson et al. 2009), again data were shown to be closely correlated (r=0.915, Fig. 2C). This high agreement between the absolute transcript counts obtained with the published DGE results to LQ-RNAseq indicate the robustness and reliability of the expression profiles obtained from subnanogram RNA levels. Further comparison of the published expression levels obtained with an amplification-based RNA-seq approach (Nagalakshmi et al. 2008) from another S. cerevisiae strain to our data also revealed positive correlation (r=0.661, Fig. 2D), although lower than when comparing to the single molecule DGE data. The differences observed may be due to various factors, such as the different S. cerevisiae strains used in both studies, the ambiguities in yeast transcript 5′ and 3′ end annotations, different sample preparation steps and “sampling effects” due to lower RNA quantities used in this study. In addition, we sequenced 5 ng S. cerevisiae and human liver polyA+ RNAs and included 25 pg and 5 pg of two synthetic RNA spikes, observing accurate quantification of the spikes (Supplemental Table S1A). Collectively these analyses demonstrate the quantitative power and accuracy of LQ-RNAseq.

A qualitative analysis of the yeast sequence reads suggested that while the read coverage was relatively uniform across the transcripts, we did observe a 5’ bias, resulting in an accumulation of reads at or near the 5’ transcription start sites (Fig. 3). This is potentially due to the intact nature of the templates used, and the relatively short length of yeast transcripts, allowing cDNA synthesis to reach 5’ transcript ends. Introduction of an RNA and/or cDNA fragmentation step for fresh RNA samples may reduce this bias without dramatically affecting the transcriptional profiles obtained (Supplemental Text and Supplemental Figure S3), but could be problematic when dealing with minute quantities of RNA as it may be difficult to reproducibly control the RNA fragmentation step. This bias may also be lower in higher eukaryotes as transcript sizes are longer. This is exemplified by our human liver study where we see the proportion of reads mapping to transcription start regions to drop to 0.2% from the 7.4% level observed in S. cerevisiae, while the proportion of human LQ-RNAseq reads mapping to intronic and intergenic regions increase (Figure 3D&E). Furthermore, for applications involving quantification of transcript levels, this bias should not have a negative impact.

While LQ-RNAseq offers an alternative RNA quantitation approach that is especially advantageous for analysis of minute cell quantities, this method may still suffer from common cDNA synthesis artifacts, such as spurious second strand formation events and reverse transcriptase-related biases due to sequence context and/or higher order RNA structure. For instance, even though only first-strand cDNA is made and sequenced, examination of the strandedness of the procedure revealed 6.2-8.9% of the sequences mapping to annotated exons aligned opposite to the known transcription direction (Fig. 3A&B). This proportion is consistent with the levels obtained from the 400 ng preparation, suggesting it is not due to subnanogram RNA levels used. While this may indicate potential antisense transcription events (Faghihi and Wahlestedt 2009; He et al. 2008; Johnson et al. 2005; Perocchi et al. 2007; Rosok and Sioud 2004), the primary contributor of these antisense reads is likely to be the reverse transcriptase tendency to generate spurious second-strand cDNA products (Gubler 1987; Spiegelman et al. 1970) and/or binding of excess random hexamers to first-strand cDNA during the reverse transcription step leading to priming of a second-strand cDNA.
Characterization of Embryonic and Induced Pluripotent Stem Cells

We then used this method to examine genome-wide transcriptional states of mouse ES and iPS cells derived from mature B lymphocytes (B-iPS) (Hanna et al. 2008). Despite the rapid advances in cellular reprogramming, global gene expression profiles of iPS cells have only recently begun to be examined (Chin et al. 2009; Marchetto et al. 2009). In an effort to obtain whole-transcriptome views while minimizing reads emerging from undesirable RNA species such as ribosomal RNAs (rRNAs), we designed 408 mouse Not-So-Random (mNSR) primers in a manner similar to the approach described for human (Armour et al. 2009). Three nanograms of total RNA from FACS-sorted ES and B-iPS cells were converted to cDNAs with random hexamers or mNSR primers in biological duplicates, followed by 3’ poly-A tailing and single molecule sequencing (Supplemental Table S1B). The percentage of reads emanating from rRNAs was 90-94% with random hexamer priming, while this proportion dropped to 64-75% with mNSR primers. Although the proportion of rRNA reads is still considerable in the mNSR-primed dataset, the ~3-fold enrichment of non-rRNA reads in the mNSR-primed dataset compared to the random-hexamer-primed case approaches the ~4-fold level reported previously (Armour et al. 2009). Furthermore, we observed differences in the portion of rRNA reads we obtained with random hexamer-primed cDNA synthesis from ES and B-iPS cells (90-94%), as compared to data Armour et al. obtained from human reference RNA (67%). This difference may be due to potential cell type specific differences in the rRNA content. Alternatively biases in the sample preparation or sequencing procedures of the LQ-RNAseq or the amplification-based approach used by Armour et al. might have contributed to under or over-counting of generally GC-rich and highly structured rRNA species.

Gene expression profiles acquired with the mNSR primers were highly similar to the profiles with random hexamers (r =0.971, Fig. 4A). We successfully detected the expression of several known pluripotent stem cell markers (Pou5f1, Nanog and Lin28) in the B-iPS cells. Comparison of ES and B-iPS cell profiles revealed a high correlation (r=0.974, Fig. 4B) as previously reported for other iPS lines (Chin et al. 2009; Marchetto et al. 2009). Despite the global resemblance, 156 genes exhibiting differential expression were also detected (Supplemental Table S2), eleven of which were examined with the QRT-PCR assay to validate the measurements (Figure 4C). These results indicate that there may be molecular differences in these otherwise very similar pluripotent stem cell populations. Further studies are needed to examine the significance and the cause of these differences, and to determine whether these differences are related to cell origin and/or reprogramming procedures employed, and whether they are biologically important.

Discussion

LQ-RNAseq is a transcriptome analysis method that benefits from the recent advances in high-throughput single molecule DNA sequencing technology and enables subnanogram
level RNA samples to be profiled in a genome-wide manner. We here demonstrated the performance and reproducibility of LQ-RNAseq by profiling the *S. cerevisiae* polyA+ transcriptome from 250 pg RNA material. We also showed its quantitative power with spike-in experiments and comparison of the LQ-RNAseq data to previously-generated yeast datasets using different sample preparation and sequencing strategies. We then examined the transcriptional states of mouse ES and B-iPS cells, observing differences that may have implications in the efficiency of the reprogramming process.

Unlike other reported RNAseq approaches (Cloonan et al. 2008; Mortazavi et al. 2008; Sultan et al. 2008), LQ-RNAseq lacks amplification, ligation or restriction digestion steps, and thereby reduces biases relating to sample preparation steps. Furthermore, it requires only minute RNA quantities (250-500 pg). RNA quantities lower than this level may be used with LQ-RNAseq, but usable read yield obtained per channel may decrease. Second-strand cDNA is not generated, thus this approach appears “mostly” strand-specific. Relatively simple alterations in the cDNA synthesis step, such as those proposed by Perocchi et al., may improve the strand-specificity of the approach. While the coverage of reads is relatively uniform across the transcription units, there is an accumulation of reads at the 5’ transcription start sites due to the lack of RNA or cDNA fragmentation steps in the standard LQ-RNAseq procedure. Fragmented RNA samples could also be profiled with LQ-RNAseq. However, accurate and reproducible fragmentation of RNA or cDNA without sample loss is problematic, especially when dealing with subnanogram RNA or cDNA samples. Differences of RNA fragmentation levels across samples may translate into difficulties particularly in comparative quantitative analyses. Therefore, at least for applications involving quantification of transcript levels, it may be preferable not to introduce an RNA or cDNA fragmentation step with this approach.

The approach presented here opens the path to new avenues of research in understanding the heterogeneity and cell dynamics of complex tissues and cell populations. It also represents an important step towards the ultimate goal of affordable, quantitative and bias-free molecular profiling capabilities from attomole-level RNA material obtained from as low as few/single cells. Future advances may further reduce the input RNA quantity requirements of LQ-RNAseq and reach single-cell levels. For example, sample loss during the RNA isolation step and the inefficiencies of cDNA synthesis reaction can be minimized by allowing cell lysis, cDNA synthesis and other required modifications to take place in a single container, ideally in the flow cell itself. Coupling of microfluidic systems to sequencing flow cells may be necessary to load single cells to channels and enable subsequent nucleic acid manipulations. At present the current efficiency of the poly-A-tailed cDNA template hybridization to the poly(dT)-coated sequencing flow cells is 10-20%. Therefore, improvements in the flow cell design, nucleic acid hybridization and chemistry to facilitate more efficient template capture within the flow cells may further reduce input template requirements. Furthermore, SMS DNA sequencing chemistry is not completely efficient and only 15-25% of the templates hybridized on the flow cell surfaces give rise to useable sequence reads, many never reaching the required minimum 25 nucleotide length. Continuing optimizations in SMS DNA sequencing chemistry enabling longer reads and more efficient sequencing reactions will likely
increase SMS yields and allow a higher percentage of templates on the flow cells to result in useable sequence reads. Perhaps other technologies in early stages of development such as direct RNA sequencing (Ozsolak et al. 2009) may offer an alternative route to further reduce input RNA levels if they achieve the satisfactory throughput and sequencing performance levels.

LQ-RNAseq is the first method allowing subnanogram RNA quantities to be sequenced in a massively-parallel in an amplification-free manner. Our initial studies of transcriptome profiling from small quantity mouse stem cells provides an initial view of the biological potential for this application. Further, the simplicity and effectiveness of the method offers great opportunity for high throughput transcriptome measurements and will likely enable the analysis of various low-quantity archival and clinical samples that are otherwise challenging with the existing approaches.
Methods

RNA preparation
mRNA from *S. cerevisiae* strain DBY746 grown under standard conditions and human liver mRNA were obtained from Clontech. We diluted the RNAs to 50 picogram/µl final stock concentration, and used 5µl per 250 picogram RNA cDNA preparation. Replicates were prepared independently from the same diluted RNA stock for reproducibility studies. RNA concentration measurements were done with the RiboGreen RNA quantitation kit (Invitrogen). The mouse Nanog-GFP iPS cell line derived from mature B lymphocytes (Hanna et al. 2008) and Oct4-GFP embryonic stem cells were cultured on MEF feeder layer as described (Hanna et al. 2008). The top 5% of the GFP expressing ES or iPS cells were isolated by FACS (Aria, BD Biosciences), and aliquoted to ten thousand cells per tube. RNA was extracted from each sample using the miRNeasy kit (Qiagen). DNase1 treatment was done using 2U DNase I (Ambion) in 100 µl volume at 37ºC for 10 minutes, followed by phenol/chloroform extraction and precipitation.

mNSR primer design
To reduce the number of reads originating from rRNA sequences we used a selective hexamer approach as described previously (Armour et al. 2009). Briefly, we designed pools of DNA primers by enumerating all possible DNA hexamer sequences and removing all of those corresponding to the 28S, 18S, 16S, and 12S mouse rRNA sequences. After removing these ribosomal derived hexamers, we were left with 408 hexamers (Supplemental Table S3). To ensure that these 408 hexamers were well represented in the transcriptome, we enumerated all possible locations of these hexamers within known Ref-Seq transcripts. We computed the distance between hexamer locations and found the distribution to be similar to that previously described for human NSR primers (Armour et al. 2009).

cDNA preparation
First-strand cDNA was prepared from 250 picograms RNA using the SuperScript III first-strand cDNA synthesis kit (Invitrogen) using manufacturer’s recommendations, except that one nanogram of random primers was used, and the incubation steps were modified as the follows: 70ºC 5 minutes, 4ºC 2 minutes, 25ºC 10 minutes, 37ºC 10 minutes, and 50ºC 45 minutes. RNA was subsequently removed by RNase H (Invitrogen) and RNAse If (NEB) digestion. The cDNA was purified with the QIAquick Nucleotidse Removal Kit (Qiagen) following manufacturer recommendations. A subsequent ethanol precipitation of the cDNA was performed and cDNA was dissolved in 10µl water. The synthetically produced RCA and LTP6 *Arabidopsis thaliana* spikes were obtained from Stratagene. The cDNA preparation for the 400 nanograms RNA experiment was performed as described above, except that 50ng random primers were used. 3ng B-iPS and ES cell RNA were combined with 1ng mNSR primers. The cDNA synthesis was performed in 40µl reaction volume following manufacturer recommendations, except that the incubation steps were modified as follows: 65ºC 5 minutes, 4ºC 2 minutes, and 42ºC 90 minutes. cDNA purification was done with the QIAquick Nucleotidse Removal Kit (Qiagen).
Poly-A tailing and sequencing

cDNA was heat denatured at 95°C for 5 minutes followed by rapid snap-cooling on cooled aluminum block. 5 units of terminal transferase (New England Biolabs), 1 µg BSA and 200 pmol dATP were then added to the cDNA in 20µl reaction volume, incubated at 37°C for 1 hour, followed by the inactivation of the enzyme at 70°C for 10 minutes. The blocking step was performed by adding 100 pmol biotin-11-ddATP (Perkin Elmer) and 5 units of terminal transferase to the heat-denatured A-tailed reaction in a 10µl volume (final volume being 30µl), incubating at 37°C for 1 hour, followed by the inactivation of the enzyme at 70°C for 20 minutes. The tailed and 3’ blocked cDNA was supplemented with 1 pmol 3’ dideoxy-blocked oligonucleotide (TCACATATTGTTGAGAACGTGTCCTATAGTGAGTCACTATTGTTGAGGCGCGGT[ddC]) to minimize DNA loss during the sample capture to the sequencing flow cells. The final DNA was then loaded directly to the flow cells without additional cleaning steps. Purified cDNA from the 400 nanogram RNA preparation was quantified using the OliGreen ssDNA assay kit (Invitrogen). Following the heat denaturation and snap-cooling of 60 nanogram cDNA, 50 units of terminal transferase (New England Biolabs), and 120 pmol dATP were added to the cDNA in a 50µl reaction volume, incubated at 37°C for 1 hour, and 70°C for 10 minutes. The blocking step is performed by adding 50 pmol biotin-11-ddATP (Perkin Elmer) and 40 units of terminal transferase to the heat-denatured A-tailed reaction (final volume being 54µl), incubating at 37°C for 30 minutes, followed by the enzyme inactivation at 70°C for 20 minutes. Template capture and sequencing was performed as described (Pushkarev et al. 2009) using the Helicos Genetic Analysis system, except that a modified hybridization buffer (available for purchase from Helicos BioSciences) was used to allow a higher fraction of templates to hybridize to flow cells. Furthermore, sample hybridization volume per channel was reduced from 100 µl to 15 µl by modifying the vacuum system of HeliScope Sample Loader to reduce the quantity of input material.

QRT-PCR Validations

RNAs isolated and DNase1 treated as described above were converted to cDNA using SuperScript III (Invitrogen) following manufacturer’s instructions. A QRT-PCR assay for multiple genes was performed with the LightCycler (Roche Applied Science). Gapdh expression levels were used to normalize Ct values obtained for each gene. Primer sequences are provided in Supplemental Table S4.

Data analysis

Read filtering, S. cerevisiae reference sequences used, alignment (using the IndexDP algorithm) and transcript counting were done as described (Lipson et al. 2009). The mouse reference used was the MM9 assembly and the human reference was the HG18 assembly downloaded from the UCSC Genome Browser. The S. cerevisiae reference used was downloaded from Saccharomyces Genome Database (version 20070407). For the whole genome alignment of reads, the IndexDP Genomic alignment threshold used was 4.3 (Lipson et al. 2009). Using Bioconductor’s edgeR (empirical analysis of digital gene expression in R) package and RPKM (reads per kilobase of exon per million mapped reads) count values, we identified 156 genes exhibiting significant gene expression changes (p-value cutoff 0.005) between ES vs. B-IPS cells.
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Figure Legends

Figure 1: Attomole-level LQ-RNAseq methodology. Picogram-level RNA is reverse-transcribed with random primers and treated with RNase. Purified single-stranded first-strand cDNA is poly-A-tailed and 3’ blocked with terminal transferase. The poly-A tailed cDNA is sequenced with the Helicos Genetic Analysis System.

Figure 2: Reproducibility and quantitative ability of LQ-RNAseq. Reproducibility of *S. cerevisiae* polyA+ RNA (strain DBY746) expression profiles generated in two independent preparations of 250 pg RNA run on different sequencers (A), and between 250 pg and 400 ng RNA preparations (B). Panels C and D show the comparison of LQ-RNAseq methodology to the published expression profile generated by oligo-dT priming of 1 microgram polyA+ RNA from the same yeast strain used in this study (Lipson et al. 2009) (r=0.915), and by random hexamer priming of 200 ng RNA from another yeast strain (BY4741), adaptor ligation and PCR amplification (Nagalakshmi et al. 2008) (r=0.661). Log$_{10}$ abundance is expressed using the number of unique reads aligned to each transcript in each sequencing experiment, and expressed as reads number per kilobase per one million reads.

Figure 3: Coverage of reads aligned in the (+) direction (A) and (-) direction (B) binned in 10 nt intervals is exemplified across the *HTA1* gene (location: chr4 915,521-915,919; transcription direction: +). (C) Assignment of uniquely aligned *S. cerevisiae* polyA+ RNA reads to the categories shown. TSS (stands for “transcription start site”) category refers to regions 200 nts upstream of annotated coding region start sites. 7.4% of reads map to the yeast TSS regions. Reads in the *S. cerevisiae* intergenic regions include reads aligning mostly to the potentially transcriptionally active transposon repeats. (D) Assignment of uniquely aligned human liver polyA+ RNA reads to the categories shown. TSS category refers to regions 200 nts upstream and downstream of the annotated RefSeq transcription start sites. 0.2% of the reads map to the human TSS regions. (E) Human liver polyA+ RNA reads uniquely aligning to human genome was binned at 50 nt intervals, and visualized using the Integrated Genome Browser. Panel exemplifies the distribution of reads across the human *CDO1* (location: chr5 115,168,329-115,180,304; transcription direction: -) gene’s exonic (thick bars) and intronic (thin lines) regions. Y-axis indicates the number of reads per bin.

Figure 4: Transcriptome profiling of B-iPS and ES cells. (A) Random hexamer and mNSR primer approaches using B-iPS RNA yield similar gene expression profiles. (B) Induced pluripotent stem cells derived from B lymphocytes exhibit expression profiles similar to embryonic stem cells. Log$_{10}$ abundance is expressed using the number of unique reads aligned to each transcript in each sequencing experiment, and expressed as reads number per kilobase per one million reads. (C) Validation of differentially expressed genes identified by LQ-RNAseq with the QRT-PCR assay. Black columns indicate fold differences observed with the LQ-RNAseq; gray columns with QRT-PCR. The two genes (*Thoc1* and *Rarg*) exhibiting discrepant expression level changes may be due the difference in the way expression levels are calculated with the two assays and the potential presence of alternative transcript isoforms.
Table Legends

Table 1: Number of quality filtered and aligned reads, and the mean aligned read length obtained per channel from sequencing analysis of *S. cerevisiae* polyA+ RNA. Sample name column indicate the initial quantity of *S. cerevisiae* polyA+ RNA used per preparation.
Table 1

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Quality Filtered Reads</th>
<th>Aligned Reads (S. cerevisiae)</th>
<th>Average Read Length</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. cerevisiae</em>, 250pg, replicate 1</td>
<td>11477193</td>
<td>5545145</td>
<td>34.1248</td>
</tr>
<tr>
<td><em>S. cerevisiae</em>, 250pg, replicate 2</td>
<td>12775438</td>
<td>5752032</td>
<td>33.1857</td>
</tr>
<tr>
<td><em>S. cerevisiae</em>, 400ng</td>
<td>39473356</td>
<td>20553934</td>
<td>33.2541</td>
</tr>
</tbody>
</table>
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