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A new Lattice Boltzmann (LB) approach is introduced to solve for the block copolymer propagator in polymer field theory. This method bridges two desired properties from different numerical techniques, namely: (i) it is robust and stable as the pseudo-spectral method and (ii) it is flexible and allows for grid refinement and arbitrary boundary conditions. While the LB method is not as accurate as the pseudo-spectral method, full self-consistent field theoretic simulations of block copolymers on graphoepitaxial templates yield essentially indistinguishable results from pseudo-spectral calculations. Furthermore, we were able to achieve speedups of $\sim100\times$ compared to single CPU core implementations by utilizing graphics processing units. We expect this method to be very useful in multi-scale studies where small length scale details have to be resolved, such as in strongly segregating block copolymer blends or nanoparticle-polymer interfaces. © 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4794922]

I. INTRODUCTION

Block copolymer self-assembly has been shown to be a route for the production of exquisitely controlled patterns with sub-10 nm resolution that can be used in lithographic applications and may one day find other important applications in functional materials or electronics. The prediction of block copolymer morphologies by means of computer simulations is currently a topic of intense study due to the multiple potential applications. In this respect, Self-Consistent Field Theory (SCFT) has been shown to be invaluable in reproducing (and sometimes predicting) experiments with a high degree of fidelity. Within the SCFT of block copolymers, one needs to evaluate the propagator of a single polymer in an external field which represents the probability of having a given monomer at a given position in space. This involves either directly sampling the configurations of the polymer, for example, Monte Carlo methods, or solving the associated Fokker-Planck equation for the evolution of the distribution function of the polymer that has the form of the diffusion equation in an inhomogeneous and time-dependent field. Solving for this propagator constitutes the basis for obtaining the mean field free energy of the system and for evaluating other properties such as polymer densities. Here we explore a novel and complementary approach to this problem by utilizing a Lattice Boltzmann Method (LBM) for solving for the propagator.

In the last decade, SCFT has become the gold standard in the prediction of block copolymer morphology. One of the key advances was the solution of the diffusion equation using a pseudo-spectral (PS) method that allowed the use of large steps along the polymer chain while at the same time improving accuracy when constructing the propagator. The pseudo-spectral method is also robust in that it is stable for all conditions. Previous methods, such as the semi-implicit Cranck-Nicholson approach, were marginally stable in 2D and only stable in 3D for time steps satisfying $\Delta t < \Delta x^2/8$. However, one of the advantages of real space methods is that one can refine the meshes in situations where better local accuracy is necessary without sacrificing velocity of execution of the full domain. Such refinements are not possible in the traditional spectral methods because the box needs to be periodic. In order to alleviate this, Fredrickson and coworkers have developed very recently a new spectral scheme using Chebyshev polynomials and studied the problem of wetting. In this work the authors used a constant mesh, but the fact that the boundary conditions are not periodic opens a route to perform multigrid simulations using this method.

A new alternative to finite discretization schemes is to use a lattice Boltzmann solver. The solution to the underlying equations in this case emerges from a fluid lattice dynamics and has been used in many hard problems including turbulence. This has several advantages: (i) it is intrinsically stable, (ii) the mesh can be locally refined and arbitrary boundary conditions are straightforward to implement, and (iv) it is simple to parallelize and very fast codes already exist for multiple architectures. The LB approach has been used extensively to solve the Navier-Stokes equations, reaction-diffusion problems, finance problems, etc. Thus, it constitutes a rather versatile approach to solving many different problems involving differential equations. Here we show that the LB approach is a viable alternative for SCFT simulations being at least comparable in speed (if not faster) than pseudo-spectral solvers. Our study is performed using Graphics Processing Units (GPUs) which are also a new and powerful alternative for massively parallel simulations.

This article is organized as follows: in Secs. II A and II B we provide a brief overview of polymer field
theory and how one can find a suitable solution to the fields, in particular concentrating on the case of diblock copolymers. In Sec. II C 1 we briefly explain the pseudo-spectral method and in Sec. II C 2 we introduce the LB method applied to the case of polymers. Our local refinement approach is introduced in Sec. II C 3. We then proceed in Sec. III A to characterize the accuracy of the LB method for different fields and in Sec. III B we show the SCFT simulations with local refinements. In Sec. III C we compute the morphologies of diblock copolymers on varying commensurate templates and in Sec. III D we provide benchmarks for the speed of the method. We finalize with concluding remarks.

II. THEORETICAL BACKGROUND AND METHODS

A. Field theory model

In this section we briefly present the model of an incompressible AB diblock copolymer melt.53 Note that it is trivial to expand this model to triblock copolymers, polymer solutions, or polymer blends.54 This model treats individual diblock copolymers in the continuous Gaussian chain description, includes a Flory-type contact interaction among dis-similar block segments (A and B), and constrains the total segment number density to a constant value \( \rho_0 \) at all points \( r \) in the system volume \( V \) (incompressibility condition). The block copolymers are assumed to be monodisperse with a total of \( N \) statistical segments; \( N_A \) segments of type A and \( N_B = N - N_A \) segments of type B. Statistical segments are assumed to occupy equal volumes \( v = 1/\rho_0 \) and have equal segment lengths \( b \). The average volume fraction of type A segments in the copolymer is denoted by \( f = N_A/N \).

Through the use of Hubbard-Stratonovich-Edwards transforms, the segmental interactions in the above model can be decoupled with two auxiliary fields. Upon tracing out the chain coordinates, the \( nVT \) canonical partition function can be reexpressed as an interacting (classical) statistical field theory.54,55 Scaling the lengths by the unperturbed radius of gyration \( R_g = b\sqrt{N/6} \) and the curvilinear displacements \( s \) along the chain contour by \( N \), the partition function is expressed as

\[
Z \propto \int D\Omega_+ \int D\Omega_- e^{-H[\Omega_+, \Omega_-]},
\]

where the effective Hamiltonian is given by

\[
H[\Omega_+, \Omega_-] = -C[V \ln Q[\Omega_+, \Omega_-] + i \int dr \Omega_+(r) - \frac{1}{\chi N} \int dr [\Omega_-(r)]^2].
\]

The function \( Q[\Omega_+, \Omega_-] \) corresponds to the partition function of a single polymer in the auxiliary fields \( i\Omega_+ \) (pure imaginary) and \( \Omega_- \) (purely real), where \( i \equiv \sqrt{-1} \). The two fields have different roles in the theory: \( \Omega_+ \) can be interpreted as a fluctuating pressure that enforces incompressibility, while \( \Omega_- \) is an exchange potential that defines the fluctuating composition profile in the AB copolymer melt. In particular, the latter field is conjugate to the local density difference between A and B defined as

\[
\hat{\rho}_-(r) = \hat{\rho}_A(r) - \hat{\rho}_B(r),
\]

where \( \hat{\rho}_A(r) \) and \( \hat{\rho}_B(r) \) are the local density operators of the A and B type of monomers, respectively.

The single polymer partition function \( Q[\Omega_+, \Omega_-] \) can be evaluated in the usual way,

\[
Q[\Omega_+, \Omega_-] = \frac{1}{V} \int dq(r; 1; [\Omega_+, \Omega_-]),
\]

where the function \( q(r; s; [\Omega_+, \Omega_-]) \) is a propagator that describes the probability of observing the segment of the chain at position \( r \), given all possible placements of the first segment. This propagator satisfies the following modified diffusion equation

\[
\frac{\partial}{\partial s} q(r; s; [\Omega]) = \nabla^2 q(r, s; [\Omega]) - \Omega(r)q(r, s; [\Omega])
\]

with the initial condition

\[
q(r, 0; [\Omega]) = 1
\]

and the field \( \Omega(r) \) defined as

\[
\Omega(r) = \begin{cases} 
  i\Omega_+(r) - \Omega_-(r), & \text{if } 0 < s \leq f \\
  i\Omega_+(r) + \Omega_-(r), & \text{if } f < s \leq 1
\end{cases}
\]

Expressions for the reduced segment densities (volume fractions) in a block copolymer melt are well-known.54 In particular, the reduced densities of A and B segments can be shown to be given by

\[
\phi_A(r; \Omega_+, \Omega_-) = \frac{\rho_A(r; \Omega_+, \Omega_-)}{\rho_0} = \int_0^f ds q^r(r, 1 - s; \Omega_+, \Omega_-) \times q(r, s; \Omega_+, \Omega_-)
\]

and

\[
\phi_B(r; \Omega_+, \Omega_-) = \frac{\rho_B(r; \Omega_+, \Omega_-)}{\rho_0} = \int_0^f ds q^r(r, 1 - s; \Omega_+, \Omega_-) \times q(r, s; \Omega_+, \Omega_-)
\]

where \( f \) is as before the fraction of type A segment, \( f = N_A/N \). The single diblock partition function \( Q \) and the propagator \( q(r, s; \Omega_+, \Omega_-) \) are given by Eqs. (4) and (5), respectively. In the expressions we have also introduced a complementary propagator \( q^r(r, s; \Omega_+, \Omega_-) \), which is analogous to \( q(r, s; \Omega_+, \Omega_-) \), but the propagation along the chain starts from the B end of the polymer. The \( q^r(r, s; \Omega_+, \Omega_-) \) propagator thus satisfies the following diffusion equation:

\[
\frac{\partial}{\partial s} q^r(r, s; [\Omega]) = \nabla^2 q^r(r, s; [\Omega]) - \Omega(r)q^r(r, s; [\Omega]),
\]

with the initial condition

\[
q^r(r, 0; [\Omega]) = 1
\]

and the field \( \Omega(r) \) is now given by

\[
\Omega(r) = \begin{cases} 
  i\Omega_+(r) + \Omega_-(r), & \text{if } 0 < s \leq 1 - f \\
  i\Omega_+(r) - \Omega_-(r), & \text{if } 1 - f < s \leq 1
\end{cases}
\]
B. Numerical sampling algorithm

In this work we are interested in the so-called mean field solution (or SCFT solution) for the polymer field theory. Such an approach simply consists in minimizing the energy $H[\Omega_-, \Omega_+]$ and finding the fields $\Omega_-^*$ and $\Omega_+^*$ such that $\partial H/\partial (\Omega_{-j}/\Omega_-) = 0$. In this work we use a simple explicit Euler forward scheme to do so. This approach has been shown to be useful in describing many properties in the self-assembly of block copolymers. The "equations of motion" for the fields in such a scheme are

$$\Omega_{-j}(t + \Delta t) = \Omega_{-j}(t) - \Delta t \Gamma \frac{\partial H[\Omega_-, \Omega_+]}{\partial \Omega_{-j}} + \sqrt{\Delta t} \eta_{-j}(t),$$

$$\Omega_{+j}(t + \Delta t) = \Omega_{+j}(t) - \Delta t \Gamma C[\phi_{-j}(t; [\Omega_-, \Omega_+]) + \frac{2}{\chi L^2} \Omega_{+j}(t)] + \sqrt{\Delta t} \eta_{+j}(t),$$

where $\Omega_{-j}$ and $\phi_{-j}$ represent the value of the continuous field $\Omega_{-j}$ and continuous reduced density difference $\phi_{-j}$ at the cubic lattice site coordinates specified by the label $j = (i_j, j_j, k_j)$. The factor $\Gamma > 0$ is a constant relaxation rate. Notice that we add a term $\eta_{+j}(t)$ which is a Gaussian real noise with first and second moments given by

$$\langle \eta_{+j}(t) \rangle = 0,$$

$$\langle \eta_{+j}(t) \eta_{+j'}(t') \rangle = 2 \Gamma^\prime \delta_{j, j'} \delta_{t, t'},$$

where $\Gamma^\prime$ is an arbitrary small constant used to avoid getting trapped in metastable points. This dynamics is utilized for all calculations and, as such, whatever effects appear from it will appear regardless of the method used to solve the diffusion equation which is the main contribution of this work.

For each update of the $\Omega_{-j}$ field we relax the $\Omega_{+j}$ field as

$$\Omega_{-j}(t + \Delta t) = \Omega_{-j}(t) - \Delta t \Gamma \frac{\partial H[\Omega_-, \Omega_+]}{\partial \Omega_{-j}} + \sqrt{\Delta t} \eta_{-j}(t),$$

$$\Omega_{+j}(t + \Delta t) = \Omega_{+j}(t) - \Delta t \Gamma C[\phi_{+j}(t; [\Omega_-, \Omega_+]) - 1],$$

where as before $\Omega_{-j}$ and $\phi_{-j}$ represent the value of the continuous field $\Omega_{-j}$ and the continuous reduced total density $\phi_{-j}$ at the cubic lattice site coordinates specified by label $j$. We relax $\Omega_{+j}$ according to this scheme until the variance of the reduced total density $\phi_{+j}$ averaged over the lattice, $\sigma^2 = \langle (\phi_{+j})^2 \rangle - \langle \phi_{+j} \rangle^2$, satisfies $\sigma^2 < 0.0001$, which implies that on average the local volume fraction is between 0.99 and 1.01 at each lattice point.

C. Solving the diffusion equation

1. Pseudo-spectral method

Solving the diffusion equation given by Eq. (5) is an integral part of the field-theoretic polymer simulation, since at each Langevin step its solution must be calculated for the particular realization of the field $\Omega(r)$. The pseudo-spectral method has been recognized as an accurate and efficient way, which we will briefly describe below. The basic idea is that Eq. (5) can be formally solved as

$$q(r, s + \Delta s) = \exp[\Delta s V^2 - \Delta s \Omega(r)]q(r, s),$$

where the value of the function at the contour location $s + \Delta s$ is constructed from knowledge of the function at the previous contour value $q(r, s)$. In this way, the solution to Eq. (5) can be constructed by propagating the initial condition $q(r, 0) = 1$ up to $s = 1$ through successive applications of the operator $\hat{L} = \exp[\Delta s V^2 - \Delta s \Omega(r)]$. In principle this can be done, but the structure of $\hat{L}$ is complicated because the Laplacian operator $V^2$ and the field $\Omega$ do not commute. However, by use of the Baker-Hausdorff identity, the operator $\hat{L}$ can be conveniently approximated to yield an update scheme that is accurate to third order in $\Delta s$. This results in the following approximate update formula for the diffusion:

$$q(r, s + \Delta s) \approx \exp \left[ -\frac{\Delta s}{2} \Omega(r) \right] \exp[\Delta s V^2] \times \exp \left[ -\frac{\Delta s}{2} \Omega(r) \right] q(r, s).$$

The basic procedure now is as follows: First, the operator $e^{-\Delta s(2/\Omega(r))}$ is applied at the lattice collocation points in real space. The resulting discretely sampled function is transformed to reciprocal space by a fast-Fourier transform (FFT) and the operator $e^{\Delta s \hat{L}}$, corresponding to the discrete Fourier transform of $e^{\Delta s V^2}$, is applied. An inverse FFT then restores the real space representation and the operator $e^{-\Delta s(2/\Omega(r))}$ is finally applied at the lattice collocation points. The solution is then propagated forward by successive applications of the procedure just outlined.

2. Lattice Boltzmann method

The mathematical form of Eq. (5) is exactly the same as the so-called reaction-diffusion equation, which has been successfully and effectively solved by the LB method. The LB method was originally developed as a mesoscopic particle-based numerical approach for solving fluid-dynamical equations. However, more recently, the LB method has also been used as a general Laplace or Poisson equation solver. Here we describe the LB method within the context of polymer field theory. The partition function propagators $q(r, s)$ at each lattice site are accounted for by a one particle probability distribution $f_i(r, s)$, where $r$ is the lattice site, $s$ is the curvilinear displacement, and the subscript $i$ represents one of the finite spatial vectors $e_i$ at each lattice node. The number and direction of the spatial vectors are chosen such that the resulting lattice is symmetric so as to easily reproduce the isotropy of the system. The propagators at each site are calculated as

$$q(r, s) = \sum_{i=0}^{n} f_i(r, s),$$

where $n$ is the total number of the spatial vectors.
collide locally. The most widely used variant of LB is the lattice Bhatnagar-Gross-Krook (BGK) model,\textsuperscript{49,57} which approximates the collision step by a single time relaxation toward a local equilibrium distribution \( f^\text{eq} \). The complete lattice BGK model (including the “reaction term” \( R \)) is now written as

\[
f_i(r + e_i dx, s + ds) - f_i(r, s) = \frac{f^\text{eq}_i(r, s) - f_i(r, s)}{\tau} + w_i R_i,
\]

where the reaction term equals to \( R = \Omega(r)q(r, s) \) and the equilibrium distributions satisfy\textsuperscript{51}

\[
f_i^\text{eq}(r, s) = w_i q(r, s).
\]

It can be derived from the Chapman-Enskog analysis that the relaxation constant \( \tau \) is related to the “diffusion coefficient” \( D \) of the relevant diffusion equation,\textsuperscript{49,51,57} where \( D \) is effectively the prefactor in front of the Laplacian operator. For the LB method has been developed by many researchers;\textsuperscript{36–41} the normalized form in Eq. (5), the following relation holds:

\[
f_i^\text{eq}(r, s) = w_i q(r, s).
\]

3. Local refinement

Under certain conditions, it would be more efficient to use locally refined patches of gridpoints, enabling a high resolution only where needed. The local refinement algorithm in the LB method has been developed by many researchers;\textsuperscript{36–41} here we apply the procedure similar to the original work by Filippova and co-workers.\textsuperscript{36} Grid refinement is performed by dividing the space step by a refinement factor \( m \). The spacing and the contour steps on the fine grids are now given by

\[
dx_f = \frac{dx^c}{m}
\]

and

\[
ds_f = \frac{ds^c}{m},
\]

where the superscripts “\( f \)” and “\( c \)” represent fine and coarse grids, respectively. In order to have a constant “diffusion coefficient” across the coarse and fine grids, the relaxation constant in the fine grids has to be redefined by\textsuperscript{36}

\[
\tau_f = \frac{1 + m(2\tau_c^1 - 1)}{2}.
\]

The numerical realization is the following. The whole computational domain is covered with the coarse grid and patches of fine grids are defined in certain regions. At a given step \( s_0 \), values of the distributions on the coarse grid which come from regions of finer patches are calculated in the nodes common to both grids according to

\[
f_i^\text{post,c}(r, s_0) = f_i^\text{post,f}(r, s_0),
\]

where \( f_i^\text{post,c} \) and \( f_i^\text{post,f} \) are the post collision distributions (but before streaming step) on the fine and coarse grids, respectively. At the step \( s_1 = s_0 + ds^c \) (after one “stream-collision” step on the coarse grid), the new values of \( f_i^\text{post,c}(r, s_1) \) are known on the boundary of the fine patch. With interpolation \( f_i^\text{post,c} \), one can calculate the values of \( f_i^\text{post,f}(r, s) \) according to

\[
f_i^\text{post,f}(r, s) = f_i^\text{post,c}(r, s_1)
\]

at steps \( s = s_0, s_0 + ds^f, \ldots, s_0 + ds^f(m - 1) \).

### III. RESULTS AND DISCUSSION

#### A. Accuracy of the lattice Boltzmann method

Studies have shown that the pseudo-spectral method is highly accurate in solving diffusion equations.\textsuperscript{24,25,54} Thus, it is ideal for us to compare the solutions from the lattice Boltzmann method to the solutions from the PS method and estimate the accuracy of the LB method. We construct the simplest testing scheme by solving a homopolymer melt with the pseudo-spectral method to the solutions from the PS method and estimate the accuracy of the LB method.

Under certain conditions, it would be more efficient to use locally refined patches of gridpoints, enabling a high resolution only where needed. The local refinement algorithm in the LB method has been developed by many researchers;\textsuperscript{36–41} here we apply the procedure similar to the original work by Filippova and co-workers.\textsuperscript{36} Grid refinement is performed by dividing the space step by a refinement factor \( m \). The spacing and the contour steps on the fine grids are now given by

\[
dx_f = \frac{dx^c}{m}
\]

and

\[
ds_f = \frac{ds^c}{m},
\]

where the superscripts “\( f \)” and “\( c \)” represent fine and coarse grids, respectively. In order to have a constant “diffusion coefficient” across the coarse and fine grids, the relaxation constant in the fine grids has to be redefined by\textsuperscript{36}

\[
\tau_f = \frac{1 + m(2\tau_c^1 - 1)}{2}.
\]

The numerical realization is the following. The whole computational domain is covered with the coarse grid and patches of fine grids are defined in certain regions. At a given step \( s_0 \), values of the distributions on the coarse grid which come from regions of finer patches are calculated in the nodes common to both grids according to

\[
f_i^\text{post,c}(r, s_0) = f_i^\text{post,f}(r, s_0),
\]

where \( f_i^\text{post,c} \) and \( f_i^\text{post,f} \) are the post collision distributions (but before streaming step) on the fine and coarse grids, respectively. At the step \( s_1 = s_0 + ds^c \) (after one “stream-collision” step on the coarse grid), the new values of \( f_i^\text{post,c}(r, s_1) \) are known on the boundary of the fine patch. With interpolation \( f_i^\text{post,c} \), one can calculate the values of \( f_i^\text{post,f}(r, s) \) according to

\[
f_i^\text{post,f}(r, s) = f_i^\text{post,c}(r, s_1)
\]

at steps \( s = s_0, s_0 + ds^f, \ldots, s_0 + ds^f(m - 1) \).
The space discretization is set to solved from the pseudo-spectrum or LB methods. The space discretization is nanoparticle (NP)\(^6\) or lithographical templates;\(^1\) for block copolymer systems with \(\text{bolic tangent field at the transitions. The third field has a delta and }\xi\text{ where }A\), and \(\xi\text{ is the mode of the sine field, and }\xi\text{ is a parameter that controls the sharpness of the hyperbolic tangent field at the transitions. The third field has a delta function form that is used for block copolymer systems with sine fields) to 0.0001 (for the nanoparticle field). The minimum errors and }\xi\text{ decreases to 1.1–1.3. Although }\xi\text{ does not change with }dx, the absolute errors decrease with decreasing }dx. \text{ For }dx = 0.1, \text{ the minimum errors range from 0.01 (for the tanh and sin fields) to 0.0005 (for the nanoparticle field). For }dx = 0.05, \text{ the minimum errors are much smaller from 0.005 (for the tanh and sin fields) to 0.0001 (for the nanoparticle field). The minimum errors and }\xi\text{ also change with the field amplitudes }A. \text{ Figure 3 shows the errors as a function of }\xi\text{ for sin (mode = 1; Fig. 3(a)) and tanh fields (}\xi = 1; \text{ Fig. 3(b)) with field amplitudes }A = 4 \text{ to 10. As shown, the minimum errors and }\xi\text{ both increase with increasing }A. \text{ In addition, we observe that the optimal }\xi\text{ that results in minimum errors for }q(r, s = 1) \text{ also results in minimum errors for }q(r, 0 < s < 1). \text{ In Fig. 4 we show the error values for }q(r, s) \text{ as a function of }\xi\text{ for }s = 0.4, 0.6, 0.8, \text{ and }1.0. \text{ It is observed that for sine field with mode }\xi\text{ and amplitude }= 10, \xi = 2.2 \text{ for all }s.

After extensively testing the accuracy of the diffusion equation solver, we move on to use the LB method to perform the actual SCFT simulations. Figure 5(a) shows the mean-field results (with the noise field }\eta = 0 \text{ in Eq. (13))} for the density distributions of a diblock copolymer system with }f = 0.5 \text{ and }\chi = 13. \text{ Mild fields }\Omega = \pm 5 \text{ to attract }A \text{ or B blocks are applied at }x = 0 \text{ and }x = \frac{Na}{2} \text{ to induce the lamellar structure. To test the tolerance of the errors from the LB method for the lamellar structure formation, we perform simulations with }\tau = 2.5, 1.7 \text{ (around }\tau\text{), and 1.1 with }dx = 0.05.

\[\Omega_{NP}(r) = \begin{cases} 
\frac{N_s}{2} - 1 \leq x \leq \frac{N_s}{2}, & \text{if } \frac{N_s}{2} - 1 \leq y \leq \frac{N_s}{2}, \\
-100, & \text{if } \frac{N_s}{2} - 1 \leq y \leq \frac{N_s}{2}, \\
\frac{N_s}{2}, & \text{if } \frac{N_s}{2} - 1 \leq z \leq \frac{N_s}{2} \text{ (for }3D) \\
0, & \text{otherwise} 
\end{cases} \]

Figure 1 shows the representative calculated partition function propagators at the chain ends \(q(r, s = 1)\) along the \(x\) direction from both the PS and LB methods under the sine (Fig. 1(a)) or nanoparticle fields (Fig. 1(b)). For comparison purpose, we consider the solutions from the PS method (with }ds = 0.001\) as the exact solution. Interestingly, we find that the accuracy of the LB method is controlled by the relaxation constant

\[\tau = 3 \frac{ds}{dx^2} + 0.5.\] (33)

The observation that the accuracy of the LB method is controlled by }\xi has also been observed by other researchers when solving the reaction-diffusion equation.\(^5\) Interestingly, for }\xi larger than a value that we here label }\xi*, we find that the LB method overestimates }\xi, while for }\xi smaller than }\xi*, we find underestimate solutions (Fig. 1). This can be particularly seen in the case of a very localized external field, as would be a small nanoparticle. In principle, this is a very discouraging fact of solving the diffusion equation using a LB solver, but as will be shown below, this method becomes robust with respect to }\tau once the full SCFT is solved. Thus, it is not necessary to know }\xi a priori which is the best }\tau for solving the field theory. The reason for this behavior is a cancelation of errors when updating the fields, as will be discussed in detail in the end of this section. Additionally, it is important to notice that the PS scheme strongly loses its accuracy if we do not consider many steps along the chain. We find that for the nanoparticle field, the chain discretization }ds = 0.01, which is a typical value in SCFT simulations, is not sufficient to obtain the accurate result. As shown in Fig. 1(b), the PS solution with }ds = 0.01 has a very large discrepancy compared to the solution with }ds = 0.001.

To systematically search }\xi* for different fields, we define an error value
\[\text{Error} = \frac{\sum |q_{PS}(r, s = 1) - q_{LB}(r, s = 1)|^2}{\sum |q_{PS}(r, s = 1)|^2}, \] (34)

where }q_{PS} and }q_{LB} are the solutions from the PS and LB methods. Figure 2 shows the error values as a function of }\xi for different fields with different dimensions or }dx. The amplitudes of the sine and hyperbolic tangent fields are chosen to be }A = 10 here. It is clear that the critical }\xi* where the minimum error occurs is not sensitive to dimensions or }dx. For sin fields with mode = 1 and tanh fields, }\xi* is around 1.7–2.2. However, for sin fields with mode > 1 and nanoparticle fields, }\xi* decreases to 1.1–1.3. Although }\xi* does not change with }dx, the absolute errors decrease with decreasing }dx. For }dx = 0.1, the minimum errors range from 0.01 (for the tanh and sin fields) to 0.0005 (for the nanoparticle field). For }dx = 0.05, the minimum errors are much smaller from 0.005 (for the tanh and sin fields) to 0.0001 (for the nanoparticle field). The minimum errors and }\xi* also change with the field amplitudes }A. Figure 3 shows the errors as a function of }\xi for sin (mode = 1; Fig. 3(a)) and tanh fields (}\xi = 1; Fig. 3(b)) with field amplitudes }A = 4 to 10. As shown, the minimum errors and }\xi* both increase with increasing }A. In addition, we observe that the optimal }\xi that results in minimum errors for }q(r, s = 1) also results in minimum errors for }q(r, 0 < s < 1). In Fig. 4 we show the error values for }q(r, s) as a function of }\xi for }s = 0.4, 0.6, 0.8, and 1.0. It is observed that for sine field with mode = 1 and amplitude = 10, }\xi* ≈ 1.7 for all }s.
Comparing this to the PS result, it is surprising that the final polymer density distributions from the LB method is indistinguishable from the PS results for all $\tau$’s even if we use nonoptimized $\tau$’s with higher errors. The errors in the densities and the equilibrium free energies are summarized in Fig. 5(b), where the errors in the densities are defined similar to Eq. (34) but with $q(r)$ substituted with $\phi(r)$, and the errors in the equilibrium free energies are defined as $(H_{eq}^n - H_{eq}^s)/H_{eq}^n$. We find that the errors in the free energies are about 2%–3%, which are comparable to the errors in $q(r,s)$. However, it is very interesting that the errors in the densities are much smaller, which are only about 0.1%–0.5%. The more accurate densities may come from the normalization of $\int ds q^\dagger q$ with $Q \sim \int dr q$, which cancels the errors in $q$ when calculating the densities using Eqs. (8) and (9). In conclusion, our results show that the LB method is robust since one does not need to know a priori the preferred $\tau$. We believe the method is comparable with the PS method as an accurate solver for the polymer SCFT simulations, particularly if the self-consistent evolution of the fields only depends on the densities and the fields themselves. If higher accuracy in the calculation of the free energies is necessary, one can always interpolate the final configuration of the fields obtained using the LB method to a

FIG. 2. Error values (see text for definition) as a function of the relaxation constant $\tau$ for different fields with (a) $dx = 0.1$ in 2D, (b) $dx = 0.1$ in 3D, and (c) $dx = 0.05$ in 2D.

FIG. 3. Error values as a function of $\tau$ for (a) sin field (mode = 1) and (b) tanh field ($\xi = 1$) with different field amplitudes.

FIG. 4. Error values for $q(r,s)$ as a function of $\tau$ for $s = 0.4, 0.6, 0.8$, and 1.0.
finer grid and solve for the propagator only once. This might be very useful specially when dealing with multiple grids.

B. Multiscale SCFT simulations

Since the pseudo-spectral method evaluates the Laplacian in reciprocal space, this method is only semi-local, and it has not yet been possible to apply local refinements. On the contrary, the lattice Boltzmann method is purely local in real space, enabling us to apply fine patches locally. In SCFT simulations, the ability to apply finer discretization in specific regions is potentially more efficient since most of the computations can now be used to calculate the regions of interest. For block copolymer systems, when the interaction parameter $\chi N$ increases, the interfaces between A and B blocks become sharper. As a result, one would like to refine the interface regions in order to get higher resolution in this region. Figure 6 shows the density distributions of a diblock copolymer system with $f = 0.5$ and $\chi N = 40$ without or with local refinements. The solid lines are the solutions from the pseudo-spectrum method and the symbols are the solutions from the lattice Boltzmann method.

On the other hand, the interfacial regions can be much more finely resolved, as seen in Fig. 6(b). We find that the LB result with local refinement also agrees very well with the “exact” PS result even with simple first order (or linear) interpolation on the boundaries. Nevertheless, for more complex boundaries where this is not the case one could use higher order interpolation methods. In the linear interpolation scheme we simply average out the values of the “velocity densities” and the mid points were the coarse and the fine grid meet. This operation scales as the size of the boundary (in 3D it scales as $N_{grid}^{2/3}$, where $N_{grid}$ is the number of points inside the refined grid) and this interpolation is extremely fast. This is one of the advantages of the method we present here. For the case of the new spectral implementation using Chebyshev polynomials, which in principle could be used to perform multigrid simulations, one needs to recalculate the basis at each step along the field relaxation dynamics. Such an operation scales with the size of the refined box $N_{grid}$. As usual, both methods have their own appealing features: LB allows for a direct and fast multigrid approach, but lacks the accuracy (more on this below), while the new spectral methods have a higher accuracy but might be slower. We are still in the early stages of developing both methods and thus a precise comparison is not possible at this point.
C. Self-assembly of block copolymers on varying commensurate templates

An active research area in engineering block copolymer morphologies is guiding block copolymers to self-assemble on lithographic templates to acquire special orientations or long range order. Toward this end, SCFT simulations have been widely used to complement experiments in order to predict or verify the experimental results. Here, we try to reproduce the experimental and theoretical findings from previous works using SCFT simulations with the lattice Boltzmann method. Figures 7(a)–7(c) show a diblock copolymer system with \( f = 0.5 \) and \( \chi N = 13 \) self-assembled on the predefined templates. The simulation boundary lengths (with periodic boundary conditions) are \( L_x / L_0 = 1.5 \) and \( L_y / L_0 = 1.5 \). Four “posts” that attract A monomers are put on the positions \((x, y) = (0, 0), (L_x, 0), (0, L_y), \) and \((L_x, L_y)\). When changing the ratio of \( L_x \) and the natural diblock copolymer length \( L_0 \) from \( L_x / L_0 = 1.5 \) to 2.5, we find that the lamellar orientations rotate in order to be commensurate with the post distances. These rotations agree perfectly well with prior studies.12

Figures 7(d)–7(f) show the diblock copolymer system with \( f = 0.25 \) and \( \chi N = 18 \). The simulation boundary lengths (with periodic boundary conditions) are \( L_x = 1.75 L_{\text{post}} \) and \( L_y = L_{\text{post}} \). Two “posts” that attract A monomers are put on the positions \((x, y) = (0, 0)\) and \((0.875 L_{\text{post}}, 0.5 L_{\text{post}})\). Similar to the lamellar structures (Figs. 7(a)–7(c)), the cylindrical orientations rotate when changing the ratio \( L_{\text{post}} / L_0 \) (Figs. 7(d)–7(f)) in order to be commensurate with the distances between the posts. These rotations again agree particularly well with prior studies.13 In summary, we show that SCFT simulations with the LB method yield indistinguishable results for the self-assembly of block copolymers on commensurate templates.

D. Benchmarking

For the last decade, general-purpose computation on graphics processing units (GPGPU) has become more and more popular in scientific computing. Very recently, Delaney and Fredrickson have used graphics processing units to implement polymer SCFT simulations with the pseudo-spectral method (SCFT-PS) and acquired up to 60x acceleration compared to contemporary CPU cores. Because of a high degree of locality, the lattice Boltzmann method is a great candidate for GPU calculations. We thus port our SCFT simulations with the LB method (SCFT-LB) to a GPU architecture. We compare the runtime of SCFT-LB or SCFT-PS running on a GPU (NVIDIA Tesla C2050) to the runtime of SCFT-PS on a desktop CPU (Intel Core 2 Duo 2.4GHz). Figure 8 shows the runtime per iteration (\( dt = 0.01 \)) as a function of the total number of lattice points for different processing units and methods. For SCFT-PS on a GPU, the runtime per iteration increases from 0.02 to 0.5 s when increasing the number of lattice points from 4096 to 104 8576. On the other hand, for SCFT-PS on a CPU, the runtime per iteration increases from 0.02 to 20 s when changing the same number of lattice points. We would like to point out that, without extensive optimization, our runtime for SCFT-PS is very close to those obtained by Delaney and Fredrickson. For SCFT-LB, it is more desirable to consider 2D and 3D separately since the number of “spatial directions” are different, where there are 19 directions in 3D but only 9 directions in 2D. On a GPU, the computation speed for 3D SCFT-LB is comparable with SCFT-PS for a number of lattice point higher than \( 10^5 \) and slightly faster for a number of lattice point smaller than \( 10^5 \).
For 2D SCFT-LB, the computation speed is about $2 \times$ faster than SCFT-PS for a number of lattice point higher than $10^2$ and is up to $10 \times$ faster for a number of lattice point smaller than $10^3$. In summary, we demonstrate that the LB method is very efficient to perform SCFT simulations on GPUs.

IV. CONCLUSIONS

In this work we have presented a novel approach employing lattice Boltzmann theory to solve for the propagator in SCFT. We have demonstrated that our hybrid LB-SCFT approach is capable of reproducing the results obtained with the pseudo-spectral method. Interestingly, the agreement between both when actually solving the full field solution exhibited errors much smaller than when considering single modes of the fields. An advantage of the LB method, however, is that one can consider local refinement of the mesh, while still retaining unconditional stability. While this is not as important for pure diblock copolymers, this improvement will certainly become important in blends that include homopolymers or in systems where disparate length scales appear. Furthermore, the LB method is very flexible and can be implemented under many different types of lattices and boundary conditions. For example one can also work in unstructured lattices to apply complex boundary conditions either directly or through well developed immersed boundary methods. Our implementation on a GPU reached $\sim 100 \times$ improvement in the computation speed for 2D lattices and $\sim 60 \times$ speedups for 3D lattices compared to a CPU implementation. However, as mentioned above, new methods using spectral algorithms with high precision are also emerging. Such methods could be used in multigrid calculations and it is up to the researcher to choose a method depending on the problem requirements. Nevertheless, we believe the LB method nicely complements current SCFT methods and we have introduced it in the present work.
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