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Search for supersymmetry in final states with a single lepton, \(b\)-quark jets, and missing transverse energy in proton-proton collisions at \(\sqrt{s} = 7\) TeV
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A search motivated by supersymmetric models with light top squarks is presented using proton-proton collision data recorded with the CMS detector at a center-of-mass energy of \(\sqrt{s} = 7\) TeV during 2011, corresponding to an integrated luminosity of 4.98 fb\(^{-1}\). The analysis is based on final states with a single lepton, \(b\)-quark jets, and missing transverse energy. Standard model yields are predicted from data using two different approaches. The observed event numbers are found to be compatible with these predictions. Results are interpreted in the context of the constrained minimal supersymmetric standard model and of a simplified model with four top quarks in the final state.
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I. INTRODUCTION

In this paper we describe a search for supersymmetry (SUSY) in final states with a single electron or muon, multiple jets, including some identified as originating from \(b\) quarks (\(b\) jets), and missing transverse energy. The search is based on the full set of data recorded with the Compact Muon Solenoid (CMS) experiment in proton-proton collisions at a center-of-mass energy of \(\sqrt{s} = 7\) TeV during 2011, which corresponds to an integrated luminosity of 4.98 ± 0.11 fb\(^{-1}\).

The search for new-physics phenomena in events with third-generation quarks at the Large Hadron Collider (LHC) is motivated by various extensions [1–5] of the standard model (SM). Among these, supersymmetric models are regarded as attractive, because they can resolve the hierarchy problem and may permit the unification of the electroweak and strong interactions [6–10].

Supersymmetry predicts that for each particle in the SM there exists a partner particle, often referred to as a sparticle, with identical gauge quantum numbers but with a spin that differs by 1/2. Assuming \(R\) parity conservation [11], sparticles are produced in pairs, and their decay chains terminate with the lightest supersymmetric particle (LSP). In some scenarios the LSP is the lightest neutralino (\(\tilde{\chi}_1^0\)), a heavy, electrically neutral, weakly interacting particle, which is a viable dark-matter candidate. In these scenarios, SUSY events are characterized by missing transverse energy in the final state.

In several SUSY scenarios, particularly motivated by naturalness of the spectrum [12,13], top (\(t\)) or bottom (\(b\)) squarks may be copiously produced at the LHC. This may happen by direct squark production, e.g., \(pp \rightarrow \tilde{t}\tilde{t} \rightarrow t\bar{t}\tilde{\chi}_1^0\tilde{\chi}_1^0\). If the mass of the gluino (\(\tilde{g}\)) is larger than the masses of the third-generation squarks, but lighter than the squarks of the first two generations, the gluino may dominantly decay into the third-generation squarks, e.g., \(\tilde{g} \rightarrow t\bar{t} \rightarrow t\bar{t}\tilde{\chi}_1^0\). Hence gluino pair production can lead to events containing four third-generation quarks, resulting in an excess of events with large \(b\)-jet multiplicities, which is exploited by dedicated analyses [14–20].

The decay chains of the strongly interacting particles predicted by these models result in a high level of hadronic activity, characterized by a large number of high-energy jets. In addition, isolated leptons may originate from leptonically decaying top quarks and two- or three-body decays of neutralinos and charginos.

The search is performed in signal regions defined using the scalar sum of the jet transverse momenta \(H_T\), the missing transverse energy \(\not{E}_T\), and the \(b\)-jet multiplicity. The dominant SM background processes contributing to the search topology are top-quark pair (\(t\bar{t}\)) production and inclusive \(W\)-boson production in association with energetic jets (\(W + \text{jets}\)). Smaller contributions are due to single-top production, QCD multijet events, and Drell-Yan (DY) production and decay to lepton pairs in which one lepton goes undetected. While simulation provides a good description of these contributions, more reliable estimates of the backgrounds can be obtained from data.

To evaluate the SM background, two complementary data-based approaches are used. In the first approach, templates for the \(\not{E}_T\) spectra in \(W^- + \text{jets}, W^+ + \text{jets}\), and \(t\bar{t}\) production are extracted from the inclusive single-lepton sample by a simultaneous fit to the 0, 1, and \(\geq 2\) \(b\)-jet subsamples. This fit involves the convolution of a model for the true \(\not{E}_T\) distribution with detector effects determined using data in control regions at low \(H_T\). Predictions in several signal regions defined by different selections on \(H_T, \not{E}_T\), and for 0, 1, and \(\geq 2\) identified \(b\) jets are obtained by applying the templates at high values of \(H_T\) after normalization in background-dominated regions at
low $\vec{E}_T$. The second approach, a factorization method, predicts the expected number of background events in a subsample with high $H_T$ and $Y_{\text{MET}}$, where $Y_{\text{MET}} = \vec{E}_T/\sqrt{H_T}$ is an approximate measure of the $\vec{E}_T$ significance. Since $H_T$ and $Y_{\text{MET}}$ are only weakly correlated, the estimate can be obtained using a factorization approach based on three background-dominated control regions and can be calculated independently for different $b$-jet multiplicities. Therefore, it naturally provides an estimate for a selection with $\geq 3$ identified $b$ jets, yielding a better signal-to-noise ratio for SUSY models with many (at least 3) $b$ jets. The use of a background estimation technique based on data reduces the uncertainty on the prediction by more than a factor of 2. While both methods use the $H_T$ and $\vec{E}_T$ variables, they have only a small overlap in their control and signal regions, both in the SM and in the signal scenarios, and are therefore complementary.

The analyses presented here are not limited to a particular theory. However, the constrained minimal supersymmetric extension of the standard model (CMSSM) [21,22] is chosen as a benchmark to illustrate the sensitivity of this search for new-physics processes. The template method in the 0, 1, and $\geq 2$ $b$-jet subsamples shows the best sensitivity in the parameter plane of this model. A scenario involving four top quarks in the final state is used as the second benchmark. It is implemented as a scenario in the context of simplified model spectra (SMS) [23–25]. The factorization method with the $\geq 3$ $b$-jet subsample is best suited for this topology.

A brief description of the CMS detector is given in Sec. II. The data sets and simulated event samples used in this search are discussed in Sec. III. In Sec. IV the preselection of physics objects and events is outlined. The $\vec{E}_T$ template and factorization methods are described in Secs. V and VI, respectively. Results are presented in Sec. VII and interpreted in Sec. VIII. Finally a summary is given in Sec. IX.

II. THE CMS DETECTOR

The CMS detector is a multipurpose apparatus designed to allow the study of high transverse momentum ($p_T$) processes in proton-proton collisions, as well as a broad range of phenomena in heavy-ion collisions. The CMS coordinate system is defined with the origin at the center of the detector and the $z$ axis along the counterclockwise beam direction, with $\phi$ the azimuthal angle (measured in radians), $\theta$ the polar angle, and $\eta = -\ln[\tan(\theta/2)]$ the pseudorapidity.

The central feature of the detector is a superconducting solenoid, 13 m in length and 6 m in diameter, which provides an axial magnetic field of 3.8 T. Within the magnet are the silicon pixel and strip detectors for charged-particle tracking, a lead-tungstate crystal electromagnetic calorimeter for measurements of photons, electrons, and the electromagnetic component of jets, and a hadron calorimeter, constructed from scintillating tiles and brass absorbers, for jet energy measurements. The tracker covers the region $|\eta| < 2.5$ and the calorimeters $|\eta| < 3.0$. A quartz-steel forward calorimeter using Cherenkov radiation extends the coverage to $|\eta| \leq 5$. The detector is nearly hermetic, allowing for energy-balance measurements in the plane transverse to the beam direction. Outside the magnet is the muon system, comprising drift-tube, cathode-strip, and resistive-plate detectors, all interleaved with steel absorbers acting as a magnetic flux return. A detailed description of the CMS detector can be found elsewhere [26].

III. EVENT SAMPLES

The events are selected with triggers requiring the presence of a muon or electron with large transverse momentum $p_T$ in association with significant hadronic activity, quantified by $H_T^{\text{trigger}}$, the value of $H_T$ calculated at the trigger level. In the second part of the year a requirement on $H_T^{\text{trigger}}$, the magnitude of the vectorial sum of the transverse momenta of jets, was added.

In order not to exceed the maximum possible rate of data acquisition and processing, trigger thresholds were raised with increasing LHC luminosity, resulting in a threshold for the muon transverse momentum $p_T$ from 8 to 15 GeV, and for electrons from 10 to 15 GeV. The requirement on the hadronic activity was raised from $H_T^{\text{trigger}} > 200$ GeV to $H_T^{\text{trigger}} > 300$ GeV in the muon and to $H_T^{\text{trigger}} > 250$ GeV in the electron channel. The requirement on $H_T^{\text{trigger}}$ was introduced with a threshold of 20 GeV that was later raised to 40 GeV.

Simulated event samples are produced using different event generators and the GEANT4 package [27] for detector simulation, except for the scans of CMSSM and SMS parameter space discussed below. The production and decay of $t\bar{t}$ pairs or vector bosons in association with energetic jets are generated using the MADGRAPH 5.1.1 [28] generator. The produced parton events are then passed to the PYTHIA 6.4.24 [29] program with tune Z2 [30] for simulating parton showers, multiple interactions, and fragmentation processes. The decay of $\tau$ leptons is simulated using the TAUOLA 27.121.5 [31] program. The production and decay of single top quarks and antiquarks are simulated with the POWHEG 301 [32,33] and TAUOLA generators interfaced to PYTHIA. Multijet QCD production is simulated with PYTHIA.

Mass spectra and branching fractions of SUSY particles are calculated at the electroweak scale using the renormalization equations implemented in the SOFTSUSY package [34], interfaced to PYTHIA. Two low-mass scenarios [35] are used as CMSSM benchmark points to illustrate possible yields: the first one is referred to as LM6 ($m_0 = 85$ GeV, $m_{1/2} = 400$ GeV, $A_0 = 0$ GeV, $\tan \beta = 10, \mu > 0$), and the second one as LM8 ($m_0=500$ GeV, $m_{1/2} = 300$ GeV, $A_0 = -300$ GeV, $\tan \beta = 10, \mu > 0$). In other
A scan in the CMSSM parameter space is performed for a fixed set of parameters: $A_0$, $\tan \beta$, and sign $\mu$, where a grid in the $m_0$-$m_{1/2}$ plane is defined by variation of $m_0$ and $m_{1/2}$ in steps of 20 GeV. For each point, 10000 $pp$ events are generated.

In addition, the results are interpreted in the context of the simplified model shown in Fig. 1. It contains the pair production of gluinos, which subsequently decay with branching fraction $B(\tilde{g} \rightarrow \tilde{t} + \tilde{\chi}_1^0) = 1$. For each point on a 25 GeV $\times$ 25 GeV grid in the parameter plane of the gluino and $\tilde{\chi}_1^0$ masses, 50000 events are simulated. The events in the CMSSM and SMS scans are generated using a fast detector simulation [37] rather than the GEANT4 package.

**IV. EVENT SELECTION**

The primary vertex must satisfy a set of quality requirements, including the restriction that the longitudinal and transverse distances of the primary vertex from the nominal interaction point be less than 24 cm and 2 cm, respectively.

Muon candidates [38] are required to have $p_T(\mu) > 20$ GeV and $|\eta| < 2.1$. The reconstructed track of a muon candidate must have an impact parameter less than 0.02 cm in the transverse plane and less than 1 cm along the beam axis, where the impact parameter is the distance of the track trajectory to the primary vertex at the point of closest approach in the transverse plane. To suppress background contributions from muons originating from heavy-flavor quark decays, the muon is required to be isolated within a cone of size $\Delta R = 0.3$, with $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$. The relative combined isolation of the muon is defined as $I_{rel}^{comb} = \sum_{\Delta R < 0.3} (E_T + p_T)/p_T(\mu)$, where the sum is over the transverse energy $E_T$ (as measured in the electromagnetic and hadron calorimeters) and the transverse momentum $p_T$ (as measured in the silicon tracker) of all reconstructed objects within this cone, excluding the track itself. Muons are required to satisfy $I_{rel}^{comb} < 0.1$.

Electron candidates [39] are restricted to $p_T > 20$ GeV and $|\eta| < 2.4$, excluding the barrel-endcap transition region ($1.44 < |\eta| < 1.57$). The reconstructed track of an electron candidate must fulfill the same impact parameter requirements as the muon tracks described above, as well as a set of quality and photon-conversion rejection criteria. The relative combined isolation variable, similar to that defined in the muon case, must satisfy $I_{rel}^{comb} < 0.07$ in the barrel region and $I_{rel}^{comb} < 0.06$ in the endcaps.

Exactly one selected muon or electron is required to be present in the event. Events with a second lepton passing looser selection criteria are rejected.

The reconstruction of jets is based on the CMS particle-flow algorithm [40], which identifies and reconstructs charged hadrons, electrons, muons, photons, and neutral hadrons. Extra energy clustered into jets due to additional, simultaneous $pp$ collisions (“pileup”) is taken into account with an event-by-event correction to the jet four-vectors [41]. Therefore, the pileup does not have a strong influence on this analysis. Jets are reconstructed from particle-flow candidates using the anti-$k_T$ clustering algorithm [42] with distance parameter 0.5. Corrections are applied on the raw jet energy to obtain a uniform response across the detector in $\eta$ and an absolute calibrated response in $p_T$ [43]. Each event is required to contain at least three jets with $p_T > 40$ GeV and $|\eta| < 2.4$ that are spatially separated from a selected muon or electron by $\Delta R > 0.3$ and that satisfy quality criteria in order to suppress noise and spurious calorimeter energy deposits.

The identification of $b$ jets (“$b$ tagging”) [44] is performed with two complementary approaches. In the first approach, the distance between a reconstructed secondary vertex with two or more associated tracks and the primary interaction point, normalized to its uncertainty, is used (simple secondary-vertex algorithm). This algorithm has been shown to be particularly robust against variation in the running conditions and is used for the template method. In the second approach, jets are tagged as $b$ jets if they have at least two tracks with an impact parameter divided by its uncertainty that is greater than 3.3 (track-counting algorithm). This algorithm is highly efficient at high jet $p_T$ and is used for the factorization method. At the chosen operating points, the efficiency to tag $b$ jets is approximately 60%–70%, with a misidentification rate for light-quark or gluon-initiated jets of a few percent. The $b$-tagging efficiencies and mistagging rates (the efficiency of tagging a $c$-quark jet, light-quark jet, or gluon jet as a $b$ jet) have been measured up to jet $p_T$ of 670 GeV for both methods.

The missing transverse energy $\slash{E}_T$ is reconstructed as the magnitude of the sum of the transverse momentum vectors of all particle-flow objects with $|\eta| < 4.7$. The quantity $H_T$, a measure of the total hadronic activity, is calculated as the sum of the transverse momenta of all jets passing the selection. Since SUSY models predict events with large hadronic activity and large amounts of missing energy, the final search regions for the two methods are defined by...
stringent selections on $H_T$ and $\not{E}_T$ and by the number of identified $b$ jets, as described in the following two sections.

These selection steps define a sample that matches the trigger requirements and the expected characteristics of signal events, while retaining a sufficient number of events to allow evaluation of the background.

The trigger and lepton-reconstruction efficiencies are measured from data. The determination of the trigger efficiency is performed separately for each component of the trigger: the leptonic, the $H_T^{\text{trigger}}$, and the $\not{E}_T^{\text{trigger}}$ selection. The leptonic trigger selection is found to be 97%–98% efficient after the offline requirements, for all running periods. The $H_T^{\text{trigger}}$ requirement, and the $\not{E}_T^{\text{trigger}} > 20$ GeV trigger requirement used for the first part of the running period, are both more than 99% efficient. The $\not{E}_T^{\text{trigger}} > 40$ GeV requirement used for latter part of the running period is around 80% efficient for $\not{E}_T$ values of 60 GeV, becoming fully efficient for $\not{E}_T > 80$ GeV.

The offline lepton-reconstruction, identification, and isolation efficiencies are measured with a "tag-and-probe" method [45], using dileptons with invariant mass close to the $Z$ peak. The measured efficiencies have been compared to simulation as a function of $p_T$, $\eta$, and the number of reconstructed primary vertices and jets in the event. The total lepton efficiency in data is described by simulation to a relative accuracy within 3%.

V. THE $\not{E}_T$ TEMPLATE METHOD

For the $\not{E}_T$ template method, we consider overlapping signal regions with lower boundaries in $H_T$ at 750 or 1000 GeV, and with lower boundaries in $\not{E}_T$ at 250, 350, and 450 GeV as shown in Fig. 2. All signal regions are restricted to $H_T < 2.5$ TeV and $\not{E}_T < 2$ TeV since the uncertainties for the prediction increase for very high values of these variables while the additional signal yield is small. In the $\not{E}_T$ template approach, parameters of a model for the true $\not{E}_T$ spectrum are obtained from a fit to a control region in data defined by $350 < H_T < 700$ GeV and $100 < \not{E}_T < 400$ GeV. Separate $\not{E}_T$ models are used for the dominant background processes: $W^- +$ jets, $W^+ +$ jets, and $t\bar{t}$ production. The absolute scale for the prediction is obtained from a normalization region defined by $750 < H_T < 2500$ GeV and $100 < \not{E}_T < 250$ GeV. Figure 3 shows the difference in the $\not{E}_T$ spectra of the simulated background and the two reference SUSY signals LM6 and LM8 in the muon channel at low and high $H_T$. The $\not{E}_T$ shape used for the predictions in the signal regions is obtained from data and does not depend on the simulated distribution. Control and normalization regions have been chosen to provide a sufficiently large range in $\not{E}_T$ for the fit and to limit signal contamination. The method provides background estimates for events with 0, 1, and $\geq 2$ identified $b$ jets in a natural way.

A. Discrimination of $W$ from $t\bar{t}$ using $b$-jet identification

In order to gain sensitivity to the differences between the $\not{E}_T$ shapes in $W +$ jets and $t\bar{t}$ events, we divide the preselected sample into three bins of $b$-jet multiplicity, corresponding to different relative proportions of $t\bar{t}$ and $W +$ jets events. Simulation predicts the 0 $b$-tag bin to contain 76% $W +$ jets and 19% $t\bar{t}$ events, while the $\geq 2$ $b$-tag bin is dominated by $t\bar{t}$ events (3% $W +$ jets versus 90% $t\bar{t}$ events). The 1 $b$-tag bin shows intermediate values (20% $W +$ jets versus 72% $t\bar{t}$ events). The ratio of $W^+ +$ jets to $W^- +$ jets in the sample is predicted to be approximately 3.

The relative fraction of $W +$ jets and $t\bar{t}$ events is estimated from data using a template fit for the event fractions in the three $b$-jet multiplicity bins. The templates are extracted from simulation and corrected for the measured differences in $b$-quark and light-flavor tagging probabilities between data and simulation.

The evolution of the ratios in the 0 $b$-tag and 1 $b$-tag bins as a function of $H_T$ is obtained by dividing the $H_T$ distributions of $W +$ jets and $t\bar{t}$ events, weighted according to the global $W +$ jets-to-$t\bar{t}$ ratio in these bins obtained as described above. The $H_T$ distribution for $t\bar{t}$ events is extracted from the $\geq 2$ $b$-tag bin. The corresponding shape for $W +$ jets events is obtained by subtracting the $t\bar{t}$ contribution from the 0 $b$-tag bin according to the measured $t\bar{t}$ fraction in this bin. The ratios measured in the data exhibit no significant trend with $H_T$.

B. The $\not{E}_T$ model

In the region well above the $W$ mass, namely, $\not{E}_T > 100$ GeV, the true $\not{E}_T$ spectra of the leading backgrounds are characterized by nearly exponential falling shapes. Small differences can be observed as functions of the
production process, W polarization, and rapidity distributions. The functional form \( x \exp(-\alpha x^\beta) \) with \( \beta = 0.5 \) provides a satisfactory parametrization of the inclusive distributions within each category (\( t\bar{t} \), W + jets, and W\(^+\) + jets). The shapes for W\(^+\) + jets and W\(^-\) + jets are distinguished from each other using the lepton charge, and separate models are used for the two lepton flavors in order to take into account differences in the acceptance.

The selection in \( H_T \) leads to a clear bias in the \( \mathcal{E}_T \) distribution due to the correlation between the transverse momentum of the W boson and the hadronic activity balancing this momentum. The shape of the ratio of the \( \mathcal{E}_T \) spectrum after a selection in \( H_T \) to the inclusive spectrum can be well described by error functions, \( \text{erf}(x; b, c) \), with two free parameters: the \( \mathcal{E}_T \) value where the ratio reaches 50%, denoted \( b \), and the width, denoted \( c \). The evolution of the parameters \( b \) and \( c \) can be approximated well by linear functions of \( H_T \): \( b(H_T) = b_0 + b_1 H_T \) and \( c(H_T) = c_0 + c_1 H_T \). The values for \( b_0, b_1, c_0, \) and \( c_1 \) are obtained from simulation and verified with data. A second-order polynomial is used as an alternative parametrization in order to assign a systematic uncertainty to the residual nonlinearity.

The full \( \mathcal{E}_T \) model for a final-state category (W\(^+\) + jets, W\(^-\) + jets, or \( t\bar{t} \)) in a single \( H_T \) bin \( i \) with lower and upper limits \( H_{T,i} \) and \( H_{T,i+1} \) has the form

\[
\mathcal{M}_i(x) \sim x \exp(-\alpha x^{0.5}) \\
\times (1 + \text{erf}(x; b_0 + b_1 H_{T,i}, c_0 + c_1 H_{T,i})) \\
\times (1 - \text{erf}(x; b_0 + b_1 H_{T,i+1}, c_0 + c_1 H_{T,i+1})).
\]

The categories are combined with the weights described above. The results of fits to the parameter \( \alpha \) in bins of \( H_T \) after constraining the parameters \( b \) and \( c \) to linear functions are shown in Fig. 4. They show no significant trend, and a single value is used for each category in the final estimate.

The convolution of the true \( \mathcal{E}_T \) spectrum is empirical, systematic uncertainties due to the choice of the model have been evaluated by varying the parameter \( \beta \) in the exponential form; the parameters \( b \) and \( c \) of the error function; and the evolution of \( \alpha \), \( b \), and \( c \) with \( H_T \). Details are given in Sec. V E.

In order to describe the data, the model for the true \( \mathcal{E}_T \) distribution needs to be modified (“smeared”) to account for the finite detector resolution. The resolution depends on the hadronic activity and on the time-dependent running conditions. The response function for this \( \mathcal{E}_T \) smearing can be obtained from QCD multijet events, which do not have a significant amount of true \( \mathcal{E}_T \) [46]. A sample dominated by these events is selected using a set of triggers based only on \( H_T \), and the response functions are extracted in bins of \( H_T \), jet multiplicity, and b-jet multiplicity. In each \( H_T \) bin the shapes for different jet multiplicities are then combined according to the multiplicity distribution observed in the single-lepton data set.

The convolution of the true \( \mathcal{E}_T \) distribution with the response functions described above assumes that the contribution to \( \mathcal{E}_T \) from missing particles is uncorrelated in direction with the \( \mathcal{E}_T \) contribution arising from jet mismeasurements. Simulation indicates that the correlation coefficient between these two contributions is only 0.13, and ancillary studies confirm that the uncertainty on the prediction incurred by ignoring the correlation is negligible.

C. Estimation of the \( \mathcal{E}_T \) spectrum from data

The full \( \mathcal{E}_T \) model described in the previous subsections is used in a simultaneous fit to \( H_T \) bins in the subsamples
The fitted parameter \( \alpha \) as a function of \( H_T \) for three subsamples of the (left) muon and (right) electron channel: from top to bottom \( t\bar{t} \), \( W^+ + \text{jets} \), and \( W^- + \text{jets} \) are shown. For the parameters of the error functions a linear dependence on \( H_T \) is imposed. The points show the values of \( \alpha \) obtained for individual bins in \( H_T \). The solid lines correspond to fits to constant values of \( \alpha \) in the control regions.

defined by the three \( b \)-jet multiplicities, the two lepton flavors, and the two charges. The bin sizes in \( H_T \) are chosen to ensure adequate data in each bin. The parameters \( \alpha \) resulting from the fits to data and to simulation are summarized in Table I.

The predictions for each of the signal regions are obtained by integrating the \( \mathcal{E}_T \) model in bins of \( H_T \). In each \( H_T \) bin the \( \mathcal{E}_T \) distribution is normalized to the observed number of events at \( 100 < \mathcal{E}_T < 250 \) GeV. The final estimate is obtained by summing over all \( H_T \) bins. The statistical uncertainty on the prediction for each signal region is evaluated by pseudoexperiments, repeating the prediction with values for \( \alpha \) in the different categories sampled according to the central value and covariance matrix provided by the fit.

In Table II the predictions of the fit of the \( \mathcal{E}_T \) model to simulated events are compared to the true values for regions defined by lower limits of 750 and 1000 GeV on \( H_T \), and of 250, 350, and 450 GeV on \( \mathcal{E}_T \). Good agreement is observed. The results from data are summarized in Sec. VII.

### D. Experimental systematic uncertainties

The results can be affected by systematic uncertainties, which arise from detector effects, assumptions made about the shape of the distribution, theoretical uncertainties, and the contamination due to other backgrounds. The impact of these uncertainties on the prediction can be quantified by a relative variation defined as \( \delta \rho = (N_{\text{true}}^{\text{pred}} / N_{\text{true}}^{\text{true}}) - 1 \) where \( N_{\text{true}}^{\text{pred}} (N_{\text{true}}^{\text{true}}) \) is the predicted (true) number of events and the prime denotes the values with the systematic effect included. For those uncertainties that only affect the estimation procedure but not the true number of events in the signal region, this amounts to the relative change in the prediction. For all other sources, \( \delta \rho \) determines the variation in closure estimated with simulation, i.e., how well the prediction follows the change of events in the signal region.

### Table I. Fit results for the parameter \( \alpha \) from the control regions in data and simulation. The quoted uncertainties are statistical.

<table>
<thead>
<tr>
<th></th>
<th>( W^+ + \text{jets} )</th>
<th>( W^- + \text{jets} )</th>
<th>( t\bar{t} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.676 ± 0.014</td>
<td>0.717 ± 0.024</td>
<td>0.818 ± 0.014</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Simulation</td>
<td></td>
</tr>
<tr>
<td>( e )</td>
<td>0.641 ± 0.019</td>
<td>0.709 ± 0.024</td>
<td>0.819 ± 0.013</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Simulation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.655 ± 0.015</td>
<td>0.697 ± 0.026</td>
<td>0.857 ± 0.016</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Simulation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.651 ± 0.013</td>
<td>0.736 ± 0.025</td>
<td>0.806 ± 0.013</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Simulation</td>
<td></td>
</tr>
</tbody>
</table>
Miscalibration of the jet energy scale (JES) leads to a modification of the true number of events in the signal region but is compensated to a large extent by a corresponding change in the predicted number of events. The effect due to the uncertainty on the JES is determined by shifting the energy of jets with $p_T > 10$ GeV and $|\eta| < 4.7$ in simulated events up and down according to $p_T$- and $\eta$-dependent uncertainties that have been measured using dijet and $\gamma/Z +$ jets events [43]. The applied shifts, which are 1%–3% for jets with $p_T > 40$ GeV and $|\eta| < 2.0$ and increase towards lower $p_T$ and higher $|\eta|$, are propagated to the $E_T$ result. The uncertainty on the energy of jets with $p_T < 10$ GeV, referred to as unclustered energy, is assumed to be 10%. This uncertainty is also propagated to the $E_T$ result assuming full correlation with the JES uncertainty. For the muon channel and a signal region inclusive in $b$-jet multiplicity and defined by $H_T > 1000$ GeV and $E_T > 250$ GeV, the variations are +14% and −30%, respectively, while the systematic uncertainty $\delta \rho$ is 6%.

Lepton efficiencies are expected to have a small impact on the background prediction, because an overall change of scale is compensated by a corresponding change in the normalization regions, and the preselection cuts have been chosen to use only kinematic regions with stable trigger and reconstruction efficiencies. Therefore only small changes are expected in the ratios of yields between the signal and the normalization regions. In order to test the impact of a possible nonuniformity, the lepton efficiencies are lowered by 5% in the endcap regions and by a linear variation of −20% to 0% in the low $p_T$ range of 20 to 40 GeV, where any residual effect of the efficiency in the threshold region would have the highest impact.

Over the course of the data collection period, the maximum instantaneous luminosity per bunch crossing and, hence, the average number of simultaneous collisions, changed dramatically. Simulated events are matched to the pileup conditions observed in data using the distribution of the number of reconstructed primary vertices, and the simulation provides a satisfactory description of the dependence of several key observables as a function of the number of simultaneous collisions. Possible residual effects are tested by varying the event weight according to the reconstructed number of primary vertices $n_{\text{vtx}}$ by $\pm 5\% \times (n_{\text{vtx}} - \langle n_{\text{vtx}} \rangle)$ around the mean number $\langle n_{\text{vtx}} \rangle = 7$.

Differences between the efficiencies to tag $b$-quark, $c$-quark, and light-flavor jets in data and simulation are taken into account by applying $p_T$- and $\eta$-dependent scale factors to the simulated events. These scale factors are measured in data using QCD multijet event samples with uncertainties on the order of a few percent [44]. Variations in the efficiency and purity of the $b$-jet identification would move events among the three $b$-tag multiplicity bins and change the fractions of $W +$ jets and $tt$ events in each bin. The size of this effect is estimated by varying efficiencies and mistagging rates within the uncertainties. As expected, the determination of the fractions based on fits to the $b$-jet multiplicity compensates for these changes and the residual effects are small.

### E. Model-related systematic uncertainties for the $E_T$ templates method

The background estimation procedure is designed to provide individual estimates of the $E_T$ distribution of each of the leading backgrounds: $tt$, $W^+ +$ jets, and $W^- +$ jets. The accuracy of the separation between $tt$ and $W +$ jets events is tested by varying the $tt$ and $W +$ jets cross sections individually by one third. Moreover, the sensitivity of the fit results to the $b$-jet multiplicity distribution is
estimated by varying the resulting ratio of $W + \text{jets}$ to $t\bar{t}$ events by its uncertainty. The corresponding effect is small. The impact of other background sources, in particular, of the contribution from dilepton events, is tested by varying the amount of all nonleading backgrounds by $\pm 50\%$.

The uncertainty on the $E_T$ model is tested by varying the $\hat{E}_T$ parameter by $\pm 10\%$ with respect to its nominal value of 0.5. This variation is motivated by the uncertainty from fitting $\hat{E}_T$ in single-lepton events with two jets. As shown in Fig. 4, the parameter $\alpha$ shows no significant dependence on $H_T$. The uncertainty on this assumption is quantified by imposing a slope according to the uncertainties of the linear fits as a function of $H_T$ in the control region. These two model-related effects constitute the dominant systematic uncertainties in the background estimation. For the parameters of the error functions $b$ and $c$, 16 independent variations are considered in the eigenbasis of the parameters of the linear functions describing the evolution in $H_T$, and the model describing this evolution is changed from linear to quadratic. The effect of these variations is rather small, since the prediction for any signal region is a sum of many $H_T$ bins, and the variations of the error function parameters tend to cancel each other.

An additional source of uncertainty is due to the $W$ polarization, which would alter the $E_T$ distribution for a given momentum of the $W$ boson. In order to quantify this uncertainty we modify the generator-level polarization distributions in bins of lepton $p_T$ and rapidity according to varied scenarios. The fit is performed for each of the modified data sets, and the highest $\delta \rho$ is then assigned as a systematic uncertainty.

The systematic uncertainties for the signal region defined by $H_T > 1000 \text{ GeV}$ and $E_T > 250 \text{ GeV}$ are presented in Tables III and IV. Table III contains all contributions that are not directly related to $b$-jet identification. They have been evaluated in a $W + \text{jets}$ and a $t\bar{t}$ dominated subsample, defined as events without or with at least one identified $b$ jet, respectively. Table IV lists the $b$-tagging related systematic effects in the three $b$-jet multiplicity bins.

In simulated event samples, the background estimation procedure produces results that are compatible with the

### Table III

<table>
<thead>
<tr>
<th>Source</th>
<th>$\mu$ channel</th>
<th>$e$ channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$ channel</td>
<td>$e$ channel</td>
</tr>
<tr>
<td></td>
<td>$0 \ b \ tag$</td>
<td>$1 \ b \ tag$</td>
</tr>
<tr>
<td>Jet and $E_T$ scale</td>
<td>6.0%</td>
<td>7.5%</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.4%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>$W$ polarization</td>
<td>0.5%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Nonleading backgrounds</td>
<td>0.7%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Dilepton contribution</td>
<td>0.1%</td>
<td>0.5%</td>
</tr>
<tr>
<td>$\sigma(W + \text{jets})$</td>
<td>1.2%</td>
<td>2.3%</td>
</tr>
<tr>
<td>$\sigma(W + \text{jets})$</td>
<td>1.3%</td>
<td>2.9%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>1.6%</td>
<td>0.2%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>3.5%</td>
<td>4.4%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>0.7%</td>
<td>0.8%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>11.0%</td>
<td>2.4%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>15.9%</td>
<td>20.6%</td>
</tr>
<tr>
<td>$\alpha(W + \text{jets})$</td>
<td>4.9%</td>
<td>8.2%</td>
</tr>
<tr>
<td>Error function parameters</td>
<td>4.1%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Source</th>
<th>$\mu$ channel</th>
<th>$e$ channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$ channel</td>
<td>$e$ channel</td>
</tr>
<tr>
<td></td>
<td>$0 \ b \ tag$</td>
<td>$1 \ b \ tag$</td>
</tr>
<tr>
<td>$W + \text{jets}/t\bar{t}$ ratio</td>
<td>2.9%</td>
<td>2.1%</td>
</tr>
<tr>
<td>$b$-tagging efficiency</td>
<td>2.0%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Mistagging rate</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>$W + \text{jets}/t\bar{t}$ ratio</td>
<td>1.1%</td>
<td>2.4%</td>
</tr>
<tr>
<td>$b$-tagging efficiency</td>
<td>2.2%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Mistagging rate</td>
<td>0.3%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>
simulated rates. Conservatively, a systematic uncertainty using the maximum of the statistical uncertainty of this comparison and of the absolute value of the deviation is assigned. For the signal region mentioned above, this amounts to 5.9%. We also evaluate the effect of possible differences in the $E_T$ distributions between the different $b$-tag bins. In order to test the sensitivity to possible deviations in the low-$H_T$ control region used for the fit, we have evaluated the relative variations in the predictions for the 1 $b$-tag ($\geq 2$ $b$-tag) bin in data by repeating the fit without the $\geq 2$ $b$-tag (1 $b$-tag) bin. The uncertainty in the $\geq 1$ $b$-tag bin was set to the average of the variations in the 1 $b$-tag and $\geq 2$ $b$-tag bins. For the signal region mentioned above, the uncertainties are 2.0%, 4.2%, and 8.5% for the 1 $b$-tag, $\geq 1$ $b$-tag, and $\geq 2$ $b$-tag bins, respectively.

VI. THE FACTORIZATION METHOD

The factorization method is based on the variables $H_T$ and $Y_{\text{MET}}$, which are shown for 600 and 375 GeV and $E_T > 60$ GeV is required together with at least four jets with $p_T > 40$ GeV. For a precise estimation of the number of background events in the signal region, it is essential to have enough events in the control regions. Therefore, the definition of the signal region depends on the number of required $b$ tags. The analysis is performed, and results are presented, in three channels according to the number of $b$ tags: 1, 2, and $\geq 3$ $b$ tags, selected with the track-counting algorithm. In addition we study the 0 $b$-tag bin for cross checks and use a combined $\geq 1$ $b$-tags bin for limit setting in the CMSSM case. The signal region is defined as $H_T > 800$ GeV and $Y_{\text{MET}} > 5.5\sqrt{\text{GeV}}$ for the 1, 2, and the combined $\geq 1$ $b$-tag bins, and $H_T > 600$ GeV and $Y_{\text{MET}} > 6.5\sqrt{\text{GeV}}$ for the 0 and $\geq 3$ $b$-tag bins. These regions are optimized to balance two opposing requirements: a small background contribution to the signal region but nonetheless enough background events in the three control regions that the statistical uncertainties on the background predictions are small.

The signal region is populated with events described by the tails of SM distributions and mismeasurement related to the finite detector resolution. The control regions ($A$, $B$, and $C$) and the signal region ($D$) used for the factorization method with $H_T$ and $Y_{\text{MET}}$ are defined in Table V.

The number of background events $N_D$ in region $D$ is estimated from the three control regions as

$$N_D = \kappa N_B \frac{N_C}{N_A}. \quad (2)$$

Were the two variables completely uncorrelated, the correlation factor $\kappa$ would equal 1. As $Y_{\text{MET}}$ and $H_T$ have a small correlation, the factor $\kappa$ is determined to be

![Graph](image-url)
For the dominant background, due to uncertainty on scaled up and down by 50%, and the corresponding uncertainties, each cross section is from simulation. To account for uncertainties in the cross observed correlation is accounted for by the value of /C20 correlation factor contributions from correlation. Besides these processes we expect only small the correlations are larger than 1, indicating a residual during limit setting.

Signal and the control regions. The signal contamination is observed that the SM events are mainly located in the signal region definitions and different numbers of backgrounds from single-top and W+jets events, as well as for the backgrounds from single-top and W+jets events, the correlations are larger than 1, indicating a residual correlation. Besides these processes we expect only small contributions from Z+jets events. The stability of the correlation factor κ has been tested extensively, and the observed correlation is accounted for by the value of κ from simulation. To account for uncertainties in the cross sections of the main SM processes, each cross section is scaled up and down by 50%, and the corresponding uncertainty on κ is determined.

Except for the E_T requirement, the offline selection criteria are designed to be well above the trigger thresholds, where the efficiency reaches a plateau. For events with E_T < 80 GeV, the efficiency of the triggers with a H_T^{trigger} threshold of 40 GeV can be as low as around 80%. In these cases the prediction is corrected to account for the inefficiencies.

As the studies above are based on simulation, a cross-check is performed with data in the 0 b-tag channel, which can be considered as signal free, since previous analyses have already excluded this part of phase space [36]. From this channel a value of κ = 1.19 ± 0.13 is observed in data, while for the SM simulation a value of 1.25 ± 0.04 is extracted. Although the values are consistent within their statistical uncertainties, a smaller value of κ cannot be excluded. We account for this possibility by including an additional systematic uncertainty of 10% on the value of κ. The uncertainties for the different selections are described in Sec. VD and summarized in Table VII. The statistical uncertainty in simulation is relatively small, as the b tagging is applied in the simulation by event weights. In addition, the simulated jet energy resolution (JER) [43] of jets with p_T > 10 GeV and |η| < 4.7 is globally increased by 10% to provide a more realistic description of the data. The uncertainty on the jet energy resolution is then determined by variation of the corrected simulated JER up and down by ±10%, and propagated to E_T.

### TABLE V. Definition of the different regions used for the factorization method with H_T and Y_MET. Two sets of selections are defined depending on the number of b tags. Region D is expected to be signal dominated.

<table>
<thead>
<tr>
<th>Region</th>
<th>b tags: 1, 2, ≥1</th>
<th>b tags: 0, ≥3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>375–800</td>
<td>600</td>
</tr>
<tr>
<td>B</td>
<td>&gt;800</td>
<td>&gt;600</td>
</tr>
<tr>
<td>C</td>
<td>375–800</td>
<td>375–600</td>
</tr>
<tr>
<td>D</td>
<td>&gt;800</td>
<td>&gt;600</td>
</tr>
</tbody>
</table>

1.20 with an overall uncertainty of about 11%, as discussed in Sec VIA.

The distribution of SM events in the Y_MET-H_T plane after the event selection in the combined muon and electron channel with the requirement of at least one b tag is presented in Fig. 6 (top). The corresponding results for the LM8 SUSY scenario are presented in Fig. 6 (bottom). It is observed that the SM events are mainly located in the control regions, while the signal events are present in the signal and the control regions. The signal contamination is taken into account in the likelihood model for the scans during limit setting.

### A. Systematic uncertainties for the factorization method

As for the E_T template method, many systematic effects result in small uncertainties only, since the background prediction is affected in the same way as the measurements.

Values of κ as defined in Eq. (2) for the main SM background processes are shown in Table VI for both signal region definitions and different numbers of b tags. For the dominant background, due to tt events, as well as for the backgrounds from single-top and W+jets events, the correlations are larger than 1, indicating a residual correlation. Besides these processes we expect only small contributions from Z+jets events. The stability of the correlation factor κ has been tested extensively, and the observed correlation is accounted for by the value of κ from simulation. To account for uncertainties in the cross sections of the main SM processes, each cross section is scaled up and down by 50%, and the corresponding uncertainty on κ is determined.

Except for the E_T requirement, the offline selection criteria are designed to be well above the trigger thresholds, where the efficiency reaches a plateau. For events with E_T < 80 GeV, the efficiency of the triggers with a H_T^{trigger} threshold of 40 GeV can be as low as around 80%. In these cases the prediction is corrected to account for the inefficiencies.

As the studies above are based on simulation, a cross-check is performed with data in the 0 b-tag channel, which can be considered as signal free, since previous analyses have already excluded this part of phase space [36]. From this channel a value of κ = 1.19 ± 0.13 is observed in data, while for the SM simulation a value of 1.25 ± 0.04 is extracted. Although the values are consistent within their statistical uncertainties, a smaller value of κ cannot be excluded. We account for this possibility by including an additional systematic uncertainty of 10% on the value of κ. The uncertainties for the different selections are described in Sec. VD and summarized in Table VII. The statistical uncertainty in simulation is relatively small, as the b tagging is applied in the simulation by event weights. In addition, the simulated jet energy resolution (JER) [43] of jets with p_T > 10 GeV and |η| < 4.7 is globally increased by 10% to provide a more realistic description of the data. The uncertainty on the jet energy resolution is then determined by variation of the corrected simulated JER up and down by ±10%, and propagated to E_T.
The sum of the statistical and systematic uncertainty for each channel is taken from Table VII. The signal regions corresponding to the number of required $b$ tags are as defined in Table V. All systematic uncertainties are added in quadrature. The variations in JES, JER, $p_T^{\text{lepton}}$, and unclustered energy are propagated to the $\vec{E}_T$. The row labeled “0 $b$ tag” addresses the difference between the values of $\kappa$ in data and simulation.

Since the value of $\kappa$ is found to be consistent for all channels within the statistical uncertainties, we use the value $\kappa = 1.20 \pm 0.02$ (stat) found for simulated events with $\geq 1$ $b$-tag to describe all channels. The corresponding systematic uncertainty for each channel is taken from Table VII. The sum of the statistical and systematic uncertainty on $\kappa$ corresponds to the systematic uncertainty for the prediction $\hat{N}_D$.

For the comparison of data with simulation, the absolute uncertainties for the signal and SM background, and the scale factors between data and simulation, need to be taken into account. These scale factors correct for the differences

---

**Table VII.** Overview of the uncertainties on the correlation factor $\kappa$ for the different $b$-tag selections. The signal regions corresponding to the number of required $b$ tags are as defined in Table V. All systematic uncertainties are added in quadrature. The variations in JES, JER, $p_T^{\text{lepton}}$, and unclustered energy are propagated to the $\vec{E}_T$. The row labeled “0 $b$ tag” addresses the difference between the values of $\kappa$ in data and simulation.

<table>
<thead>
<tr>
<th>Variation</th>
<th>$\Delta \kappa$ (0 $b$ tags)</th>
<th>$\Delta \kappa$ (1 $b$ tag)</th>
<th>$\Delta \kappa$ (2 $b$ tags)</th>
<th>$\Delta \kappa$ ($\geq 3$ $b$ tags)</th>
<th>$\Delta \kappa$ ($\geq 1$ $b$ tag)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JES</td>
<td>2.0%</td>
<td>2.7%</td>
<td>1.3%</td>
<td>0.4%</td>
<td>2.0%</td>
</tr>
<tr>
<td>JER</td>
<td>1.1%</td>
<td>2.1%</td>
<td>3.0%</td>
<td>1.5%</td>
<td>2.4%</td>
</tr>
<tr>
<td>$p_T^{\text{lepton}}$</td>
<td>1.2%</td>
<td>1.5%</td>
<td>1.7%</td>
<td>1.2%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Unclustered energy</td>
<td>0.5%</td>
<td>0.5%</td>
<td>1.1%</td>
<td>0.4%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.7%</td>
<td>0.6%</td>
<td>0.8%</td>
<td>1.9%</td>
<td>0.7%</td>
</tr>
<tr>
<td>$b$-tagging scale factor</td>
<td>0.1%</td>
<td>0.2%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>&lt;0.1%</td>
</tr>
<tr>
<td>Mistagging scale factor</td>
<td>0.1%</td>
<td>0.1%</td>
<td>0.2%</td>
<td>0.2%</td>
<td>&lt;0.1%</td>
</tr>
<tr>
<td>Cross section variation</td>
<td>3.4%</td>
<td>1.0%</td>
<td>2.0%</td>
<td>1.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>10.0%</td>
<td>10.0%</td>
<td>10.0%</td>
<td>10.0%</td>
<td>10.0%</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>10.9%</td>
<td>10.7%</td>
<td>10.9%</td>
<td>10.2%</td>
<td>10.7%</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>3.8%</td>
<td>3.7%</td>
<td>2.5%</td>
<td>2.1%</td>
<td>2.3%</td>
</tr>
</tbody>
</table>

---

**Table VIII.** Systematic uncertainties in the signal region for the different selections for the SM simulation, needed for the comparison with data (as in Table X). The signal regions corresponding to the number of required $b$ tags are as defined in Table V. All uncertainties are summed in quadrature. The variations in JES, JER, $p_T^{\text{lepton}}$, and unclustered energy are propagated to the $\vec{E}_T$.

<table>
<thead>
<tr>
<th>Variation</th>
<th>$\Delta N_D$ (0 $b$ tags)</th>
<th>$\Delta N_D$ (1 $b$ tag)</th>
<th>$\Delta N_D$ (2 $b$ tags)</th>
<th>$\Delta N_D$ ($\geq 3$ $b$ tags)</th>
<th>$\Delta N_D$ ($\geq 1$ $b$ tag)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JES</td>
<td>17.8%</td>
<td>16.7%</td>
<td>19.2%</td>
<td>17.3%</td>
<td>17.5%</td>
</tr>
<tr>
<td>JER</td>
<td>17.1%</td>
<td>4.8%</td>
<td>6.2%</td>
<td>5.4%</td>
<td>5.3%</td>
</tr>
<tr>
<td>$p_T^{\text{lepton}}$</td>
<td>0.6%</td>
<td>2.4%</td>
<td>2.1%</td>
<td>2.5%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Unclustered energy</td>
<td>0.1%</td>
<td>0.9%</td>
<td>1.1%</td>
<td>0.5%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Pileup</td>
<td>2.7%</td>
<td>2.2%</td>
<td>0.8%</td>
<td>1.1%</td>
<td>1.6%</td>
</tr>
<tr>
<td>$b$-tagging scale factor</td>
<td>2.6%</td>
<td>1.2%</td>
<td>4.1%</td>
<td>7.8%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Mistagging scale factor</td>
<td>2.0%</td>
<td>0.8%</td>
<td>1.3%</td>
<td>5.9%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Model uncertainty</td>
<td>16.0%</td>
<td>16.0%</td>
<td>16.0%</td>
<td>16.0%</td>
<td>16.0%</td>
</tr>
<tr>
<td>Lepton trigger and ID</td>
<td>3.0%</td>
<td>3.0%</td>
<td>3.0%</td>
<td>3.0%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Luminosity uncertainty</td>
<td>2.2%</td>
<td>2.2%</td>
<td>2.2%</td>
<td>2.2%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>30.0%</td>
<td>26.7%</td>
<td>26.5%</td>
<td>24.4%</td>
<td>24.8%</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>11.0%</td>
<td>8.3%</td>
<td>8.6%</td>
<td>3.4%</td>
<td>5.6%</td>
</tr>
</tbody>
</table>
in the lepton identification efficiency, $b$-tagging efficiency, and pileup as described in Secs. III and V D. The effect of the $b$-tagging efficiency is investigated by scaling the scale factors up and down in simulated events. This is performed separately for the $b$-tagging efficiency scale factor and the mistagging rate scale factor. Since triggers are not used in the simulation, scale factors are applied to account for the trigger efficiencies when the simulation is compared to data. An additional uncertainty of 0.2% accounts for the trigger efficiency correction for the prediction in data. The product of all scale factors differs from one by at most 10%.

Model uncertainties are also taken into account. For the dominant $t\overline{t}$ background, the uncertainties for the inclusive cross section are calculated using the Monte Carlo for femtobarn processes (MCFM 5.8) [47]. The uncertainties associated with scales are determined by separately varying the factorization and matching scales by a factor of 2 up and down. Including parton distribution function (PDF) uncertainties [48], we apply a total uncertainty of 16%.

The uncertainties for SM simulation in signal region $D$, shown in Table VIII, are needed for the comparison of data with the SM simulation (as shown in Sec. VII) but are not used in the limit determination with the scans.

VII. RESULTS

The background estimation methods described in Secs. V and VI are used to predict the SM contribution to the signal regions.

A graphical representation of the $E_T$ spectra estimated with the template method in a background-dominated region at low $H_T$ and the two signal regions at high $H_T$ are shown in Fig. 7. The fit provides a good description of the observed spectrum in the control region, and no excess is observed at high $H_T$. The numerical results for different signal regions are summarized in Table IX, along with the observed event counts and the expectations for the two SUSY benchmark scenarios LM6 and LM8. No events are observed above the common upper boundaries of the signal regions of $H_T < 2.5$ TeV and $E_T < 2$ TeV.

For the factorization method, the number of events in the signal region $N_D$ and the predicted value $\hat{N}_D$ are summarized in Table X, which additionally includes expectations for the SM and for the SM with contributions of the LM6 and LM8 SUSY scenarios added. The measured number of events $N_D$ and the predicted value $\hat{N}_D$ are in agreement and no excess is observed. The reconstructed number of events in region $D$ and the predicted value $\hat{N}_D$ are in agreement also for the SM simulation, showing the validity of the factorization ansatz for the background estimation. For the comparison of data and simulation, several scale factors are taken into account, as described in Sec. VIA. The uncertainty on the number of events $N_D$ for the SM prediction from simulation is larger than that on the prediction $\hat{N}_D$ from data, showing the advantage of this background estimation method.

FIG. 7 (color online). Distribution of $E_T$ in the muon channel: data (points) and fit result of the template method (line) for (top) $350 < H_T < 750$ GeV; data and prediction obtained from the fit for (center) $750 < H_T < 2500$ GeV and for (bottom) $1000 < H_T < 2500$ GeV. The bands around the fit correspond to the statistical uncertainty on the parameter $\alpha$. The systematic uncertainties have been calculated for $E_T > 250$, 350, and 450 GeV and range from 16%–32% (24%–42%) for $H_T > 750(1000)$ GeV as reported in Table IX. The lower panels show the ratio between the fitted model and data.
TABLE IX. Predicted and observed yields from the $E_T$ template method for the different signal regions. The first uncertainties are statistical and the second systematic. The expected yields and statistical uncertainties for the two benchmark points LM6 and LM8 are shown for comparison.

<table>
<thead>
<tr>
<th></th>
<th>Observed</th>
<th>Predicted</th>
<th>Stat.</th>
<th>Sys.</th>
<th>LM6</th>
<th>LM8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$750 &lt; H_T &lt; 2500$ GeV, $250 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>137</td>
<td>146</td>
<td>± 9</td>
<td>± 24</td>
<td>42.2</td>
<td>± 6.5</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>97</td>
<td>99</td>
<td>± 8</td>
<td>± 18</td>
<td>26.3</td>
<td>± 5.1</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>35</td>
<td>34.6</td>
<td>± 2.8</td>
<td>± 7.5</td>
<td>10.7</td>
<td>± 3.3</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>40</td>
<td>47</td>
<td>± 3</td>
<td>± 10</td>
<td>16.0</td>
<td>± 4.0</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>5</td>
<td>12.3</td>
<td>± 1.4</td>
<td>± 2.7</td>
<td>5.2</td>
<td>± 2.3</td>
</tr>
<tr>
<td>$750 &lt; H_T &lt; 2500$ GeV, $350 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>44</td>
<td>54</td>
<td>± 5</td>
<td>± 12</td>
<td>30.7</td>
<td>± 5.5</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>32</td>
<td>38.7</td>
<td>± 3.6</td>
<td>± 9.5</td>
<td>19.9</td>
<td>± 4.5</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>11</td>
<td>11.5</td>
<td>± 1.0</td>
<td>± 3.5</td>
<td>7.5</td>
<td>± 2.7</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>12</td>
<td>14.8</td>
<td>± 1.1</td>
<td>± 4.5</td>
<td>10.9</td>
<td>± 3.3</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>1</td>
<td>3.3</td>
<td>± 0.4</td>
<td>± 1.0</td>
<td>3.3</td>
<td>± 1.8</td>
</tr>
<tr>
<td>$1000 &lt; H_T &lt; 2500$ GeV, $250 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td>19.6</td>
<td>± 2.1</td>
<td>± 6.2</td>
<td>19.6</td>
<td>± 4.4</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>14</td>
<td>14.9</td>
<td>± 1.7</td>
<td>± 5.2</td>
<td>13.3</td>
<td>± 3.7</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>5</td>
<td>3.8</td>
<td>± 0.4</td>
<td>± 1.5</td>
<td>4.5</td>
<td>± 2.1</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>6</td>
<td>4.7</td>
<td>± 0.4</td>
<td>± 1.8</td>
<td>6.3</td>
<td>± 2.5</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>1</td>
<td>0.9</td>
<td>± 0.1</td>
<td>± 0.3</td>
<td>1.8</td>
<td>± 1.3</td>
</tr>
<tr>
<td>$1000 &lt; H_T &lt; 2500$ GeV, $350 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
<td>37.5</td>
<td>± 3.7</td>
<td>± 8.9</td>
<td>18.1</td>
<td>± 4.3</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>30</td>
<td>27.0</td>
<td>± 3.2</td>
<td>± 7.0</td>
<td>10.9</td>
<td>± 3.3</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>5</td>
<td>7.5</td>
<td>± 1.2</td>
<td>± 2.6</td>
<td>4.8</td>
<td>± 2.2</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>6</td>
<td>10.5</td>
<td>± 1.3</td>
<td>± 3.6</td>
<td>7.2</td>
<td>± 2.7</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>1</td>
<td>3.0</td>
<td>± 0.6</td>
<td>± 1.0</td>
<td>2.3</td>
<td>± 1.5</td>
</tr>
<tr>
<td>$1000 &lt; H_T &lt; 2500$ GeV, $350 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>13</td>
<td>15.5</td>
<td>± 1.7</td>
<td>± 4.9</td>
<td>13.0</td>
<td>± 3.6</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>11</td>
<td>11.7</td>
<td>± 1.6</td>
<td>± 4.2</td>
<td>8.1</td>
<td>± 2.8</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>2</td>
<td>2.9</td>
<td>± 0.5</td>
<td>± 1.4</td>
<td>3.4</td>
<td>± 1.9</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>2</td>
<td>3.8</td>
<td>± 0.5</td>
<td>± 1.8</td>
<td>4.9</td>
<td>± 2.2</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>0</td>
<td>1.0</td>
<td>± 0.2</td>
<td>± 0.5</td>
<td>1.5</td>
<td>± 1.2</td>
</tr>
<tr>
<td>$1000 &lt; H_T &lt; 2500$ GeV, $450 &lt; E_T &lt; 2000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>6.6</td>
<td>± 0.9</td>
<td>± 2.8</td>
<td>8.5</td>
<td>± 2.9</td>
</tr>
<tr>
<td>0 $b$ tag</td>
<td>6</td>
<td>5.2</td>
<td>± 0.8</td>
<td>± 2.3</td>
<td>5.5</td>
<td>± 2.3</td>
</tr>
<tr>
<td>1 $b$ tag</td>
<td>1</td>
<td>1.1</td>
<td>± 0.2</td>
<td>± 0.7</td>
<td>2.1</td>
<td>± 1.5</td>
</tr>
<tr>
<td>$\geq 1$ $b$ tag</td>
<td>1</td>
<td>1.4</td>
<td>± 0.2</td>
<td>± 0.9</td>
<td>3.0</td>
<td>± 1.7</td>
</tr>
<tr>
<td>$\geq 2$ $b$ tags</td>
<td>0</td>
<td>0.3</td>
<td>± 0.1</td>
<td>± 0.2</td>
<td>0.8</td>
<td>± 0.9</td>
</tr>
</tbody>
</table>

VIII. INTERPRETATION

Using the results presented in Sec. VII, limits are set on the parameters of several supersymmetric models, including the CMSSM and the simplified model described in Sec. III.

Limits are set using the CL$_{s}$ method [49,50] with a test statistic given by a profile likelihood ratio. The likelihood function includes a Poisson distribution describing the number of observed events in the signal region. Its mean value is $B + \mu S$, where $B$ is the predicted background, $S$ the expected signal yield at the nominal cross section of the model under study, and $\mu$ the signal strength parameter.

For the $E_T$ template method, $B = B_N r/(1 + \mu c)$, where $B_N$ is the background in the normalization region, $r$ the ratio of the background in signal and normalization regions, determined by the $E_T$ model, and $c$ is the relative bias in the background estimation due to signal contamination. The effect of signal contamination is determined by repeating the background estimation on simulated samples combining SM processes and a signal at the nominal cross section. The nuisance parameter $B_N$ is constrained by a second Poisson distribution with mean $B_S$, describing the number of observed events in the normalization region. For the factorization method, $B = \kappa B_B B_C/B_A$. The nuisance parameters $B_f$ describing the estimated background in the three control regions $A$, $B$, and $C$ are constrained by three additional Poisson distributions with mean values
TABLE X. Number of reconstructed ($N_D$) and predicted ($\bar{N}_D$) events in the signal region for the factorization method for the SM, two possible signal scenarios (LM6, LM8), and data. The first uncertainties are statistical and the second systematic. The systematic uncertainty on $\bar{N}_D$ in data is equal to the uncertainty on $\kappa$. The systematic uncertainty in simulation includes the uncertainty on the absolute rate of simulated events, as discussed in the text. The exclusive 0 $b$-tag selection is shown for comparison as well.

<table>
<thead>
<tr>
<th>Signal region</th>
<th>Sample</th>
<th>$N_D$</th>
<th>$\bar{N}_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 $b$-tags $H_T &gt; 600$ GeV $Y_{\text{MET}} &gt; 6.5$ $\sqrt{\text{GeV}}$</td>
<td>$\Sigma$ SM</td>
<td>$182 \pm 22 \pm 55$</td>
<td>$186 \pm 19 \pm 40$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM6</td>
<td>$221 \pm 22 \pm 59$</td>
<td>$191 \pm 19 \pm 40$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM8</td>
<td>$218 \pm 24 \pm 61$</td>
<td>$194 \pm 20 \pm 41$</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>$155$</td>
<td>$162 \pm 11 \pm 18$</td>
</tr>
<tr>
<td>1 $b$-tags $H_T &gt; 800$ GeV $Y_{\text{MET}} &gt; 5.5$ $\sqrt{\text{GeV}}$</td>
<td>$\Sigma$ SM</td>
<td>$74 \pm 5 \pm 18$</td>
<td>$74 \pm 4 \pm 14$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM6</td>
<td>$95 \pm 5 \pm 21$</td>
<td>$77 \pm 4 \pm 14$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM8</td>
<td>$132 \pm 6 \pm 29$</td>
<td>$90 \pm 5 \pm 16$</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>$51$</td>
<td>$53.9 \pm 6.3 \pm 5.9$</td>
</tr>
<tr>
<td>2 $b$-tags $H_T &gt; 800$ GeV $Y_{\text{MET}} &gt; 5.5$ $\sqrt{\text{GeV}}$</td>
<td>$\Sigma$ SM</td>
<td>$50 \pm 3 \pm 13$</td>
<td>$47.5 \pm 2.1 \pm 8.1$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM6</td>
<td>$62 \pm 3 \pm 15$</td>
<td>$49.0 \pm 2.2 \pm 8.2$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM8</td>
<td>$103 \pm 5 \pm 24$</td>
<td>$62.7 \pm 2.7 \pm 9.7$</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>$27$</td>
<td>$36.0 \pm 5.1 \pm 4.0$</td>
</tr>
<tr>
<td>$\geq 3$ $b$-tags $H_T &gt; 600$ GeV $Y_{\text{MET}} &gt; 6.5$ $\sqrt{\text{GeV}}$</td>
<td>$\Sigma$ SM</td>
<td>$22.6 \pm 1.1 \pm 6.0$</td>
<td>$21.3 \pm 0.9 \pm 4.0$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM6</td>
<td>$27.1 \pm 1.1 \pm 6.6$</td>
<td>$21.9 \pm 0.9 \pm 4.1$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM8</td>
<td>$66 \pm 4 \pm 15$</td>
<td>$34.3 \pm 1.8 \pm 4.8$</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>$10$</td>
<td>$13.8 \pm 3.2 \pm 1.5$</td>
</tr>
<tr>
<td>$\geq 1$ $b$-tags $H_T &gt; 800$ GeV $Y_{\text{MET}} &gt; 5.5$ $\sqrt{\text{GeV}}$</td>
<td>$\Sigma$ SM</td>
<td>$136 \pm 6 \pm 34$</td>
<td>$134 \pm 5 \pm 24$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM6</td>
<td>$172 \pm 6 \pm 39$</td>
<td>$139 \pm 5 \pm 24$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ SM + LM8</td>
<td>$280 \pm 8 \pm 63$</td>
<td>$177 \pm 6 \pm 28$</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>$84$</td>
<td>$98 \pm 8 \pm 11$</td>
</tr>
</tbody>
</table>

$B_i + \mu a_i S$, where $i$ is the index of a control region. The second term describes the expected contribution of the signal to the control region and ensures a correct estimate in the presence of signal contamination. The full likelihood function contains additional log-normal terms describing the nuisance parameters affecting the expected signal yields and the parameters $r$ and $\kappa$ for the $E_T$ template and the factorization method, respectively, corresponding to the different sources of systematic uncertainties.

The expected signal yields and systematic uncertainties are evaluated for every signal point in the parameter planes of the two models considered. Sources of experimental uncertainties on the signal selection include the jet energy and $E_T$ scales, $b$-tagging efficiencies, and mistagging rates. These uncertainties are treated as fully correlated with the corresponding variations in the background estimate. Smaller contributions to the signal uncertainty are due to the lepton and trigger selection efficiencies and to the measurement of the luminosity ($2.2\%$). In the likelihood function used for the factorization method, the correlation of uncertainties between the four regions is taken into account.

A. CMSSM

Within the CMSSM, limits are set in the $m_{1/2}$ vs $m_0$ plane with parameters $\tan \beta = 10$, $A_0 = 0$ GeV, and $\mu > 0$. The acceptance and efficiency factors $\epsilon_i \mathcal{A}_i$ are calculated in a scan over the parameters $m_0$ and $m_{1/2}$. This is done with leading order simulation, combined with next-to-leading order (NLO) and next-to-leading log (NLL) $K$ factors [51–55] for each SUSY subprocess separately. The experimental uncertainties on the signal selection efficiency are dominated by the jet and $E_T$ energy scales. In the relevant region of the parameter plane, these variations are smaller than 20% for both methods. The contributions due to the lepton and trigger selection are about 5%.

For the $E_T$ template method, the CMSSM limits are set in a multichannel approach using the 0 $b$-tag, 1 $b$-tag, and $\geq 2$ $b$-tag bins, while for the factorization method at least one $b$ tag is required. In the multichannel approach, the statistical uncertainties on the background estimation due to fluctuations in the normalization regions are treated as uncorrelated. Correlations between $b$-jet multiplicity bins in the $E_T$ template method are evaluated for the uncertainties related to the $E_T$ shape parameters. Variations in the $b$-jet identification efficiencies also lead to correlation between different bins and between signal yields and background predictions. All other systematic effects are treated as fully correlated.

The 95% confidence level (C.L.) limit using the $\text{CL}_s$ technique is presented in Fig. 8, where the region below the black curves is excluded. The regions in $H_T$ and $E_T$ with the highest sensitivity are used: $H_T > 1000$ GeV and $E_T > 250$ GeV for the $E_T$ template method, and $H_T > 800$ GeV, $Y_{\text{MET}} > 5.5 \sqrt{\text{GeV}}$, and $\geq 1$ $b$ tag for the factorization method. Theoretical uncertainties on cross sections, arising from scale and PDF uncertainties, are illustrated by bands...
B. Simplified model interpretation

In simplified models a limited set of hypothetical particles is introduced to produce a given topological signature [23–25]. The final state of the simplified model studied here contains a lepton and $b$ jets as described in Sec. III. The model has no intermediate mass state, so it contains only two free parameters: the mass of the LSP and the mass of the gluino. The signal cross sections are calculated up to NLO + NLL accuracy [51–56]. For each point in the parameter plane, the acceptance times efficiency and a cross section upper limit is calculated. The systematic uncertainties are, as in the CMSSM case, determined for each point. The acceptance times the efficiency is presented in Fig. 9 for both background estimation methods.

For the $E_T$ template method, the best expected limits for this model are obtained in the $\geq 2$ $b$-tag bin. Cross section limits at 95% C.L. are calculated using the statistical framework described above. The signal region defined by the lower boundaries $H_T > 750$ GeV and $E_T > 250$ GeV of the expected and observed limits with these uncertainties added or subtracted [56]. The $E_T$ template method with the simultaneous use of three $b$-jet multiplicity bins provides the best expected limit.

FIG. 8 (color online). The 95% C.L. limit using the CL$_s$ technique for the CMSSM model with $\tan \beta = 10$, $A_0 = 0$ GeV, and $\mu > 0$ (top) for the $E_T$ template method using the multichannel approach and (bottom) for the factorization method requiring at least one $b$ tag. The solid red line corresponds to the median expected limit, including all experimental uncertainties. The area below the solid red line (observed limit) is excluded, with the thin red dashed lines showing the effect of a variation of the signal yields due to theoretical uncertainties. The thick black dashed line shows the expected limit. It is surrounded by a shaded area representing the experimental uncertainties.

FIG. 9 (color online). Acceptance times efficiency for the simplified model shown in Fig. 1 for (top) the $E_T$ template method, where at least two $b$ tags are required, and (bottom) the factorization method with three or more $b$ tags. The diagonal dashed line marks the lower kinematical limit of the LSP mass.
The analyses have also been tested on a simplified model describing direct stop pair production. Despite a higher acceptance times efficiency for this model, no limits can be obtained due to the low cross section of this process.

IX. SUMMARY

A sample of events with a single electron or muon, multiple energetic jets, including identified b jets, and significant missing transverse energy has been used to perform a search for new physics motivated by R-parity conserving supersymmetric models. The study is based on a data sample of proton-proton collision data recorded at \( \sqrt{s} = 7 \) TeV with the CMS detector, corresponding to an integrated luminosity of 4.98 \( \text{fb}^{-1} \). The dominant standard model backgrounds are due to \( t\bar{t} \) and \( W + \text{jets} \) production.

Background contributions to different signal regions have been estimated from data with two complementary approaches. The first approach uses data in a control region at low \( H_T \) to determine templates of the \( E_T \) spectra for each of the main background components. Fits are performed simultaneously for three subsamples with 0, 1, and 2 identified b jets to determine the templates. Based on the templates and the observed number of events in a normalization region at low \( E_T \), predictions are made for several signal regions at high \( H_T \) and \( E_T \). The second approach uses the low correlation between \( H_T \) and \( Y_{\text{MET}} = E_T / \sqrt{H_T} \). The standard model background in signal regions at high values of \( H_T \) and \( Y_{\text{MET}} \) is estimated based on the observed yields in three control regions. The two background estimation methods are complementary, as they have only small overlap in their control and signal regions, both in the standard model and in the signal scenarios.

No excess has been observed, and the results have been used to set 95% C.L. exclusion limits for several models. In the context of the constrained minimal supersymmetric extension of the standard model with parameters \( \tan \beta = 10, A_0 = 0 \text{ GeV}, \) and \( \mu > 0 \), the template method with the simultaneous use of the 0, 1, and 2 b-jet bins shows the highest sensitivity. Values of \( m_{1/2} \) below about 450 GeV are excluded for \( m_0 \) in the range of about 200 GeV to about 800 GeV.

Limits have also been set in the parameter plane of the gluino and LSP masses of a simplified model that features four top quarks in the final state. Because of the high number of b quarks in the final state, the factorization method, which provides a background estimate for events with at least three identified b jets, has the highest sensitivity. Using the SUSY production cross section as a reference, the exclusion reaches to gluino masses of about 870 GeV. At a gluino mass of 750 GeV, LSP masses below 240 GeV are excluded. This is the first CMS analysis of this scenario in the final state with a single lepton and b-tagged jets. A similar mass range is excluded by other CMS analyses based on 2011 data [14–16]. Direct stop pair

is used. This choice results in high signal efficiencies also for low gluino masses and small mass differences between the gluino and the LSP. The limit with the factorization method is set requiring \( \geq 3 \) b tags. In this case the signal region is defined as \( H_T > 600 \text{ GeV} \) and \( Y_{\text{MET}} > 6.5 \sqrt{\text{GeV}} \).

The effect of signal contamination on the background estimation is found to be higher than in the CMSSM case, with values up to 30%. This bias is taken into account in the calculation of the limits, which are shown in Fig. 10.
production cannot yet be excluded with this analysis due to its low cross section.
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