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We compute the contribution to the conductivity from holographic Fermi surfaces obtained from probe fermions in an AdS charged black hole. This requires calculating a certain part of the one-loop correction to a vector propagator on the charged black hole geometry. We find that the current dissipation is as efficient as possible and the transport lifetime coincides with the single-particle lifetime. In particular, in the case where the spectral density is that of a marginal Fermi liquid, the resistivity is linear in temperature.
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I. INTRODUCTION

For over fifty years our understanding of the low-temperature properties of metals has been based on Landaau’s theory of Fermi liquids. In Fermi liquid theory, the ground state of an interacting fermionic system is characterized by a Fermi surface in momentum space, and the low energy excitations are weakly interacting fermionic quasiparticles near the Fermi surface. This picture of well-defined quasiparticles close to the Fermi surface provides a powerful tool for obtaining low temperature properties of the system and has been very successful in explaining most metallic states observed in nature, from liquid 3He to heavy fermion behavior in rare earth compounds.

Since the mid 1980s, however, there has been an accumulation of metallic materials whose thermodynamic and transport properties differ significantly from those predicted by Fermi liquid theory [1,2]. A prime example of these so-called non-Fermi liquids is the strange metal phase of the high $T_c$ cuprates, a funnel-shaped region in the phase diagram emanating from optimal doping at $T = 0$, the understanding of which is believed to be essential for deciphering the mechanism for high $T_c$ superconductivity. The anomalous behavior of the strange metal—perhaps most prominently the simple and robust linear temperature dependence of the resistivity—has resisted a satisfactory theoretical explanation for more than 20 years (see [3] for a recent attempt). While photoemission experiments in the strange metal phase do reveal a sharp Fermi surface in momentum space, various anomalous behaviors, including the “marginal Fermi liquid” [4] form of the spectral function and the linear-$T$ resistivity, imply that quasiparticle description breaks down for the low energy excitations near the Fermi surface [4–6]. Other non-Fermi liquids include heavy fermion systems near a quantum phase transition [7,8], where similar anomalous behavior to the strange metal has also been observed.

The strange metal behavior of high $T_c$ cuprates and heavy fermion systems challenges us to formulate a low energy theory of an interacting fermionic system with a sharp Fermi surface but without quasiparticles (see also [9,10]).

Recently, techniques from the AdS/CFT correspondence [11] have been used to find a class of non-Fermi liquids [12–17] (for a review see [18]). The low energy behavior of these non-Fermi liquids was shown to be governed by a nontrivial infrared (IR) fixed point which exhibits non-analytic scaling behavior only in the time direction. In particular, the nature of low energy excitations around the Fermi surface is found to be governed by the scaling dimension $\nu$ of the fermionic operator in the IR fixed point. For $\nu > \frac{1}{2}$ one finds a Fermi surface with long-lived quasiparticles while the scaling of the self-energy is in general different from that of the Fermi liquid. For $\nu \leq \frac{1}{2}$ one instead finds a Fermi surface without quasiparticles. At $\nu = \frac{1}{2}$ one recovers the “marginal Fermi liquid” (MFL) which has been used to describe the strange metal phase of cuprates.

In this paper we extend the analysis of [12–15] to address the question of charge transport. We compute the contribution to low temperature optical and DC conductivities from such a non-Fermi liquid. We find that the optical and DC conductivities have a scaling form which is again characterized by the scaling dimension $\nu$ of the fermionic operators in the IR. The behavior of optical conductivity gives an independent confirmation of the absence of quasiparticles near the Fermi surface. In particular we find for $\nu = \frac{1}{2}$, which corresponds to MFL, the linear-$T$ resistivity is recovered. A summary of the qualitative scaling behavior has been presented earlier in [16]. Here we provide a
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systematic exposition of the rather intricate calculation behind them and also give the numerical prefactors.

There is one surprise in the numerical results for the prefactors: for certain parameters of the bulk model (co-dimension 1 in parameter space), the leading contribution to the DC and optical conductivities vanishes; i.e. the actual conductivities are higher order in temperature than that presented [16]. This happens because the effective vertex determining the coupling between the fermionic operator and the external DC gauge field vanishes at leading order. The calculation of the leading nonvanishing order for that parameter subspace is complicated and will not be attempted here.

While the underlying UV theories in which our models are embedded most likely have no relation with the UV description of the electronic system underlying the strange metal behavior of cuprates or a heavy fermion system, it is tantalizing that they share striking similarities in terms of infrared phenomena associated with a Fermi surface without quasiparticles. This points to a certain “universality” underlying the low energy behavior of these systems. The emergence of an infrared fixed point and the associated scaling phenomena, which dictate the electron scattering rates and transport, could provide important hints in formulating a low energy theory describing interacting fermionic systems with a sharp surface but no quasiparticles.

A. Setup of the calculation

In the rest of this introduction, we describe the setup of our calculation. Consider a $d$-dimensional conformal field theory (CFT) with a global $U(1)$ symmetry that has an AdS gravity dual (for reviews of applied holography see e.g. [19–22]). Examples of such theories include the $\mathcal{N} = 4$ super-Yang-Mills theory in $d = 4$, maximally superconformal gauge theory in $d = 3$ [23–25], and many others with less supersymmetry. These theories essentially consist of elementary bosons and fermions interacting with non-Abelian gauge fields. The rank $N$ of the gauge group is mapped to the gravitational constant $G_N$ of the bulk gravity such that $1/G_N \propto N^2$. A typical theory may also contain another coupling constant which is related to the ratio of the curvature radius and the string scale. The classical gravity approximation in the bulk corresponds to the large-$N$ and strong coupling limits in the boundary theory. The spirit of the discussion of this paper will be similar to that of [13,14]; we will not restrict to any specific theory. Since Einstein gravity coupled to matter fields captures universal features of a large class of field theories with a gravity dual, we will simply work with this universal sector, essentially scanning many possible CFTs. This analysis does involve an important assumption about the spectrum of charged operators in these CFTs, as we elaborate below.

One can put such a system at a finite density by turning on a chemical potential $\mu$ for the $U(1)$ global symmetry. On the gravity side, such a finite density system is described by a charged black hole in $d + 1$-dimensional anti-de Sitter spacetime (AdS$_{d+1}$) [26,27]. The conserved current $J_\mu$ of the boundary global $U(1)$ is mapped to a bulk $U(1)$ gauge field $A_\mu$. The black hole is charged under this gauge field, resulting in a nonzero classical background for the electrostatic potential $A_\mu(r)$. As we review further in the next subsection, in the limit of zero temperature, the near-horizon geometry of this black hole is of the form $\text{AdS}_2 \times \mathbb{R}^{d-1}$, exhibiting an emergent scaling symmetry which acts on time but not on space.

The non-Fermi liquids discovered in [13,14] were found by calculating the fermionic response functions in the finite density state. This is done by solving Dirac equation for a probe fermionic field in the black hole geometry (2.2). The Fermi surface has a size of order $O(N^0)$ and various arguments in [13,14] indicate that the fermionic charge density associated with a Fermi surface should also be of order $O(N^0)$. In contrast, the charge density carried by the black hole is given by the classical geometry, giving rise to a boundary theory density of order $\rho_0 \sim O(G_N^{-1}) \sim O(N^2)$. Thus in the large-$N$ limit, we will be studying a small part of a large system, with the background $O(N^2)$ charge density essentially providing a bath for the much smaller $O(N^0)$ fermionic system we are interested in. This ensures that we will obtain a well-defined conductivity despite the translation symmetry. See Appendix A for further elaboration on this point.

The optical conductivity of the system can be obtained from the Kubo formula

$$\sigma(\Omega) = \frac{1}{i\Omega} \langle J_y(\Omega) J_y(-\Omega) \rangle_{\text{ret}} = \frac{1}{i\Omega} G_{yy}^{\text{IR}}$$

where $J_y$ is the current density for the global $U(1)$ in the $y$ direction at zero spatial momentum. The DC conductivity is given by

$$\sigma_{\text{DC}} = \lim_{\Omega \to 0} \sigma(\Omega).$$

The right-hand side of (1.1) can be computed on the gravity side from the propagator of the gauge field $A_y$ with end points on the boundary, as in Fig. 1. In a $1/N^2$ expansion, the leading contribution—of $O(N^2)$—comes from the background black hole geometry. This reflects the presence of the charged bath, and not the fermionic subsystem in which we are interested. Since these fermions have a density of $O(N^0)$, they will give a contribution to $\sigma$ of order $O(N^0)$. Thus to isolate their contribution we must perform a one-loop calculation on the gravity side as indicated in Fig. 1. Higher loop diagrams can be ignored since they are suppressed by higher powers in $1/N^2$.

The one-loop contribution to (1.1) from gravity contains many contributions and we are only interested in the part
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$^1$Note that we are considering a time-reversal invariant system which satisfies $\sigma(\Omega) = \sigma^*(-\Omega)$. Thus the definition below is guaranteed to be real.
orders in classical gravity, these contributions appear at different
ture. In the large-density, which however depends analytically on tempera-
tion from a loop of fermionic quanta. The contribution from
in (1.1) can be obtained from the propagator of the gauge field $A_{\nu}$ with end points on the boundary. Wavy lines correspond to gauge field propagators and the dark line denotes the bulk propagator for the probe fermionic field. The left diagram is the tree-level propagator for $A_{\nu}$, while the right diagram includes the contribution from a loop of fermionic quanta. The contribution from the Fermi surface associated with corresponding boundary fermionic operator can be extracted from the diagram on the right.

coming from the Fermi surface, which can be unambigu-
ously extracted. This is possible because conductivity from independent channels is additive, and, as we will see, the contribution of the Fermi surface is nonanalytic in temperature $T$ as $T \to 0$. We emphasize that the behavior of interest to us is not the conductivity that one could measure most easily if one had an experimental instantiation of this system and could hook up a battery to it. The bit of interest is swamped by the contribution from the $O(N^2)$ charge density, which however depends analytically on temperature. In the large-$N$ limit which is well described by classical gravity, these contributions appear at different orders in $N$ and can be clearly distinguished. In cases where there are multiple Fermi surfaces, we will see that the “primary” Fermi surface (this term was used in [14] to denote the one with the largest $k_F$) makes the dominant contribution to the conductivity.

Calculations of one-loop Lorentzian processes in a black hole geometry are notoriously subtle. Should one integrate the interaction vertices over the full black hole geometry or only the region outside the black hole? How should one treat the horizon? How should one treat diagrams (such as that in Fig. 2) in which a loop is cut in half by the horizon? One standard strategy is to compute the corresponding correlation function in Euclidean signature, where these issues do not arise, and then obtain the Lorentzian expression using analytic continuation (for $\Omega_I > 0$)

$$G_E^{\gamma\gamma}(i\Omega_I) = G_E^{\gamma\gamma}(i\Omega_I = \Omega + i\epsilon). \quad (1.3)$$

This, however, requires precise knowledge of the Euclidean correlation function which is not available, given the complexity of the problem. We will adopt a hybrid approach. We first write down an integral expression for the two-point current correlation function $G_E^{\gamma\gamma}(i\Omega_I)$ in Euclidean signature. We then perform analytic continuation (1.3) to Lorentzian signature inside the integral. This gives an intrinsic Lorentzian expression for the conductivity. The procedure can be considered as the generalization of the procedure discussed in [28] for tree-level amplitudes to one-loop. After analytic continuation, the kind of diagrams indicated in Fig. 2 are included unambiguously. In fact they are the dominant contribution to the dissipative part of the current correlation function, which gives resistivity.

Typical one-loop processes in gravity also contain UV divergences, which in Fig. 1 happen when the two bulk vertices come together. We are, however, interested in the leading contributions to the conductivity from excitations around the Fermi surface, which are insensitive to short distance physics in the bulk. Thus we are computing a UV-safe quantity, and short distance issues will not be relevant. This aspect is similar to other one-loop applied holography calculations [29,30].

The plan of the paper is follows. In Sec. II, we first briefly review the physics of the finite density state and discuss the leading $O(N^2)$ conductivity which represents a foreground to our quantity of interest. Section III outlines the structure of the one-loop calculation. Section IV derives a general formula for the DC and optical conductivity respectively in terms of the boundary fermionic spectral function and an effective vertex which can in turn be obtained from an integral over bulk on-shell quantities. Section V discusses in detail the leading low temperature behavior of the effective vertices for the DC and optical conductivities. In Sec. VI we first derive the scaling behavior of DC and optical conductivities and then present numerical results for the prefactors. Section VII concludes with some further discussion of the main results.

\[\text{FIG. 1 (color online). Conductivity from gravity. The horizontal solid line denotes the boundary spacetime, and the vertical axis denotes the radial direction of the black hole, which is the direction extra to the boundary spacetime. The dashed line denotes the black hole horizon. The black hole spacetime asymptotes to that of AdS_4 near the boundary and factorizes into AdS_2 \times \mathbb{R}^2 near the horizon. The current-current correlator in (1.1) can be obtained from the propagator of the gauge field } A_{\nu} \text{ with end points on the boundary. Wavy lines correspond to gauge field propagators and the dark line denotes the bulk propagator for the probe fermionic field. The left diagram is the tree-level propagator for } A_{\nu}, \text{ while the right diagram includes the contribution from a loop of fermionic quanta. The contribution from the Fermi surface associated with corresponding boundary fermionic operator can be extracted from the diagram on the right.}\]

\[\text{FIG. 2 (color online). The imaginary part of the current-current correlator (1.1) receives its dominant contribution from diagrams in which the fermion loop goes into the horizon. This also gives an intuitive picture that the dissipation of current is controlled by the decay of the particles running in the loop, which in the bulk occurs by falling into the black hole.}\]

\[\text{For such a contribution the two vertices are always far apart along boundary directions.}\]
A number of appendices contain additional background material and fine details.

II. BLACK HOLE GEOMETRY AND O(N^2) CONDUCTIVITY

In this section we first give a quick review of the AdS charged black hole geometry and then consider the leading $O(N^2)$ contribution to the conductivity.\(^3\) Our motivation is twofold. Firstly, this represents a “background” from which we need to extract the Fermi surface contribution; we will show that this contribution to the conductivity is analytic in $T$, unlike the Fermi surface contribution. Secondly, the bulk-to-boundary propagators which determine this answer are building blocks of the one-loop calculation required for the Fermi surface contribution.

A. Geometry of a charged black hole

We consider a finite density state for CFT\(_d\) by turning on a chemical potential $\mu$ for a $U(1)$ global symmetry. On the gravity side, in the absence of other bulk matter fields to take up the charge density, such a finite density system is described by a charged black hole in $d + 1$-dimensional anti-de Sitter spacetime (AdS\(_{d+1}\)) \(^4\). The conserved current $J_\mu$ of the boundary global $U(1)$ is mapped to a bulk $U(1)$ gauge field $A_\mu$. The black hole is charged under this gauge field, resulting in a nonzero classical background for the electrostatic potential $A_\mu(r)$. For definiteness we take the charge of the black hole to be positive. The action for a vector field $A_\mu$ coupled to AdS\(_{d+1}\) gravity can be written

$$S = \frac{1}{2\kappa^2} \int d^{d+1}x \sqrt{-g} \left[ R + \frac{d(d - 1)}{R^2} - \frac{R^2}{g_F^2} F_{\mu\nu} F^{\mu\nu} \right]$$

(2.1)

with the black hole geometry given by \(^{[26,27]}\)

$$ds^2 = -g_{tt} dt^2 + g_{rr} dr^2 + g_{\phi\phi} r^2 d\phi^2$$

$$= \frac{r^2}{h^2} \left( -dt^2 + d\tilde{x}^2 \right) + \frac{R^2}{r^2} \frac{dr^2}{h}$$

(2.2)

with

$$h = 1 + \frac{Q^2}{r^{d-2}} - \frac{M}{\rho^d}, \quad A_t = \mu \left( 1 - \frac{r_0^{d-2}}{r^{d-2}} \right)$$

(2.3)

Note that here we define $g_{tt}$ and $g^{\phi\phi}$ with a positive sign. $r_0$ is the horizon radius determined by the largest positive root of the redshift factor

$$h(r_0) = 0, \quad M = r_0^d + \frac{Q^2}{r_0^{d-2}}$$

(2.4)

\(^3\)This was also considered in \(^{[31–33]}\).

\(^4\)For other finite density states (with various bulk matter contents, corresponding to various operator contents of the dual CFT), see e.g. \(^{[34–49]}\) for an overview.

and

$$\mu = \frac{g_F Q}{c_d R^2 r_0^{d-2}}, \quad c_d = \sqrt{\frac{2(d-2)}{d-1}}$$

(2.5)

It is useful to parametrize the charge of the black hole by a length scale $r_*$, defined by

$$Q = \sqrt{\frac{d}{d-2}} r_*^{d-1}.$$  

(2.6)

In terms of $r_*$, the density, chemical potential and temperature of the boundary theory are

$$\rho = \frac{1}{\kappa^2} \left( \frac{r_*}{R} \right)^{d-1} \frac{1}{e_d},$$

(2.7)

$$\mu = \frac{d(d-1)}{d-2} \frac{r_*}{R^2} \left( \frac{r_0}{r_*} \right)^{d-2} e_d,$$

(2.8)

$$T = \frac{dr_0}{4\pi R^2} \left( 1 - \frac{r_*^{d-2}}{r_0^{d-2}} \right)$$

(2.9)

where we have introduced

$$e_d = \frac{g_F}{\sqrt{2d(d-1)}}.$$

(2.10)

In the extremal limit $T = 0$, $r_0 = r_*$ and the geometry near the horizon (i.e. for $r - r_* \ll 1$) is AdS\(_2\) \times $\mathbb{R}^{d-1}$:

$$ds^2 = \frac{R^2}{\xi^2} \left( -dt^2 + d\xi^2 \right) + \frac{r_*^2}{R^2} d\tilde{x}^2$$

(2.11)

with $R_2$ is the curvature of AdS\(_2\), and

$$R_2 = \frac{1}{\sqrt{2d(d-1)}}, \quad \xi = \frac{R^2}{r - r_*}, \quad A_t = \frac{e_d}{\xi}$$

(2.12)

In the extremal limit the chemical potential and energy density are given by

$$\mu = \frac{d(d-1)}{d-2} \frac{r_*}{R^2} e_d, \quad \epsilon = \frac{R^{d-1}}{\kappa^2} \left( \frac{1}{d-2} \frac{R^2}{r_0} \right)^d$$

(2.13)

with charge density still given by (2.7).

At a finite temperature $T \ll \mu$, $\frac{r_*}{r_0} \ll 1$ and the near-horizon metric becomes that of a black hole in AdS\(_2\) times $\mathbb{R}^{d-1}$:

$$ds^2 = \frac{R^2}{\xi^2} \left( -dt^2 + \frac{d\xi^2}{1 - \frac{\xi}{\xi_0}} \right) + \frac{r_*^2}{R^2} d\tilde{x}^2$$

(2.14)

with

$$A_t = \frac{e_d}{\xi} \left( 1 - \frac{\xi}{\xi_0} \right), \quad \xi_0 = \frac{R^2}{r_0 - r_*}$$

(2.15)

and the temperature
\[ T = \frac{1}{2\pi \xi_0}. \quad (2.16) \]

In this paper we will be interested in extracting the leading temperature dependence in the limit \( T \to 0 \) (but with \( T \neq 0 \)) of various physical quantities. For this purpose it will be convenient to introduce dimensionless variables

\[ \xi = T \xi = \frac{TR^2}{r-r_s}, \quad \xi_0 = T \xi_0 = \frac{1}{2\pi}, \quad \tau = T t \quad (2.17) \]
after which (2.14) becomes

\[ ds^2 = \frac{R^2}{\xi^2} \left( 1 - \frac{\xi^2}{\xi_0} \right) d\tau^2 + \frac{d\xi^2}{1 - \frac{\xi^2}{\xi_0}} + \frac{r^2}{R^2} d\vec{x}^2 \quad (2.18) \]

with

\[ A_\tau = \frac{\xi_0}{\xi} \left( 1 - \frac{\xi^2}{\xi_0} \right). \quad (2.19) \]

Equation (2.18) can also be directly obtained from (2.2) via a formal decoupling limit with

\[ \xi, \tau = \text{finite,} \quad T \to 0. \quad (2.20) \]

Note that in this limit the system is still at a nonzero temperature as \( \xi_0 = \frac{1}{2\pi} \) remains finite. An advantage of (2.18) and (2.19) is that in terms of these dimensionless variables, \( T \) completely drops out of the metric.

**B. Vector boundary to bulk propagator**

We now calculate the conductivity of the finite density state described by (2.2) using the Kubo formula (1.1), to leading order in \( T \) in the limit

\[ T \to 0, \quad s = \frac{\Omega}{T} = \text{fixed}. \quad (2.21) \]

To calculate the two-point function of the boundary current \( J_y \), we need to consider small fluctuations of the gauge field \( \delta A_y = a_y \), which is dual to \( J_y \) with a nonzero frequency \( \Omega \) and \( k = 0 \). In the background of a charged black hole, such fluctuations of \( a_y \) mix with the vector fluctuations \( h_y \) of the metric, as we discuss in detail in Appendix B. This mixing has a simple boundary interpretation; acting on a system with net charges with an electric field causes momentum flows in addition to charge flows.

After eliminating \( h_y \) from the equations for \( a_y \), we find that (see Appendix B for details)

\[ \partial_s (\sqrt{-g} g^{\mu\nu} \partial_s a_y) - \sqrt{-g} g^{\nu\mu} (m_{\text{eff}}^2 - g^{\mu\nu} \Omega^2) a_y = 0 \quad (2.22) \]

where \( a_y \) acquires an \( r \)-dependent mass given by

\[ m_{\text{eff}}^2 R_2^2 = 2 \left( \frac{r_c}{r} \right)^{2d-2}. \quad (2.23) \]

The small frequency and small temperature limit of the solution to Eq. (2.22) can be obtained by the matching technique of [14]; the calculation parallels closely that of [14], and was also performed in [31]. The idea is to divide the geometry into two regions in each of which the equation can be solved approximately; at small frequency, these regions overlap and the approximate solutions can be matched. For this purpose, we introduce a crossover radius \( r_c \), which satisfies

\[ \frac{r_c - r_s}{r_s} \ll 1, \quad \xi_c = \frac{TR^2}{r_c - r_s} \ll 1, \quad (2.24) \]

and will refer to the region \( r > r_c \) as the outer (or UV) region and the region \( r_0 < r < r_c \) as the inner (or IR) region. In particular, in the \( T \to 0 \) limit (2.20), \( r_c \) should satisfy

\[ r_c - r_s \to 0, \quad \xi_c \to 0. \quad (2.25) \]

To leading order in \( T \) in the limit of (2.21), the inner region is simply described by the near-horizon metric (2.18) with \( s \) as the frequency conjugate to \( \tau \). In (2.22), \( g_{yy} \) becomes a constant, and the \( r \)-dependent effective mass term in (2.23) goes to a constant value

\[ m_{\text{eff}}^2 R_2^2 = 2, \quad r \to r_c. \quad (2.26) \]

As a result the IR region differential equation becomes the same as that of a neutral scalar field in AdS \( 3 \) with this mass. Thus at \( k = 0 \), the CFT mode \( J_y \) to which the gauge field couples flows to a scalar operator in the IR. It then follows that the IR scaling dimension of \( J_y \) is given by [see (56) of [14]]

\[ \Delta_{\text{IR}} = \frac{1}{2} + \nu = 2 \quad (2.27) \]

Using current conservation this translates into that \( \Delta_{\text{IR}}(J^y) = 1; \) i.e. \( J^y \) is a marginal operator in the IR, which is expected as we are considering a compressible system.\(^5\)

Near the boundary of the inner region (i.e. \( \xi \to 0 \)), the solutions of (2.22) behave as \( a_y \sim \xi^{\frac{d-2}{2}} \sim \xi^{\frac{1}{2} \pm \frac{1}{2}} \). We will choose a basis of solutions which are specified as (which also fixes their normalization)

\[ \eta_{\pm}(\xi; s) \sim \left( \frac{r - r_s}{TR^2} \right)^{-\frac{1}{2} \pm 1} = \xi^{\frac{1}{2} \pm 2}, \quad \xi \to 0. \quad (2.28) \]

Note that since the metric (2.18) has no explicit \( T \) dependence, as a function of \( s \) (2.21), \( \eta_{\pm}(s, \xi) \) also have no
explicit $T$ dependence. This will be important for our discussion in Sec. V.

The retarded solution (i.e. $a_r$ is infalling at the horizon) for the inner region can be written as [14]

$$a^\text{ret}_r(\xi; s) = \eta^+_r + G_s(s)\eta^-_r,$$  

(2.29)

where $G_s$ is the retarded function for $a_r$ in the AdS$_3$ region, which can be obtained by setting $\nu = \frac{3}{2}$ and $q = 0$ in Eq. (D27) of Appendix D of [14].

$$G_s(s) = \frac{is}{3}(s^2 + (2\pi)^2).$$  

(2.31)

In the outer region we can expand the solutions to (2.22) in terms of analytic series in $\Omega$ and $T$. In particular, the zeroth order equation is obtained by setting in (2.22) $\Omega = 0$ and $T = 0$ (i.e. the background metric becomes that of the extremal black hole). Examining the behavior near $r = r_*$, one finds that $a_r \sim (r - r_*)^{-\frac{3}{2}}$, which matches with those of the inner region in the crossover region (2.25). It is convenient to use the basis of the zeroth order solutions $\eta^{(0)}(r)$ which are specified by the boundary condition.

$$\eta^{(0)}(r) \rightarrow \left(\frac{r - r_*}{R_*}\right)^{-\frac{3}{2}}; \quad r \rightarrow r_*.$$  

(2.32)

Note that in this normalization in the overlapping region we have the matching.

$$\eta^{(0)}_\pm \leftrightarrow T\eta^+_\pm, \quad \eta^{(0)}_\pm \leftrightarrow T^{-2}\eta^-_\pm.$$

(2.33)

Near the AdS$_{d+1}$ boundary, $\eta^{(0)}_\pm$ can be expanded as

$$\eta^{(0)}_\pm \rightarrow \alpha^{(0)}_\pm + b^{(0)}_\pm r^{2-d}$$

(2.34)

with $\alpha^{(0)}_\pm, b^{(0)}_\pm$ some functions of $k$ (and does not depend $\Omega, T$). We can now construct the bulk-to-boundary (retarded) propagator to leading order in the limit (2.21), which we will denote as $K_A(r; \Omega)$ with boundary condition $K_A(r; \Omega) \rightarrow 1$ at the AdS$_{d+1}$ boundary ($r \rightarrow \infty$). From (2.29), the matching (2.33) and (2.34), we thus find the full bulk-to-boundary propagator is then

$$K_A(r; \Omega) = \begin{cases} 
\frac{\eta^{(0)}_\pm(r) + G_s(s)\eta^{(0)}_\pm(r)}{a^{\pm}_\pm + G_s(s)a^{\pm}_\pm} & \text{outer region} \\
\frac{T\eta^+_\pm + G_s(s)\eta^-_\pm}{a^+_\pm + G_s(s)a^-_\pm} & \text{inner region}
\end{cases}.$$  

(2.35)

---

We copy it here for convenience:

$$G_s(s) = (4\pi)^2\Gamma(-2\nu)(\frac{1}{2} + \nu - \frac{i\nu}{2} + i\nu e_d)\Gamma(\frac{1}{2} + \nu - \frac{i\nu}{2} + i\nu e_d)\Gamma(\frac{1}{2} - \nu + \frac{i\nu}{2} + i\nu e_d)\Gamma(\frac{1}{2} - \nu + \frac{i\nu}{2} + i\nu e_d).$$  

(2.30)

Note that the above equation differs from that of Appendix D of [14] by a factor of $T^{2\nu}$ due to normalization difference in (2.28).

Note that in the above expression all the $T$ dependence is made manifest.

The leading order solutions $\eta^{(0)}_\pm$ in the outer region can be determined analytically [31]; with

$$\eta^{(0)}_+(r) = \frac{r_*}{(d - 2)R_*^2} \left(1 - \left(\frac{r_*}{r}\right)^{d-2}\right)$$  

(2.36)

and thus

$$\alpha^{(0)}_+ = \frac{r_*}{(d - 2)R_*^2}, \quad \frac{b^{(0)}_+}{\alpha^{(0)}_+} = -r_*^{d-2}. $$  

(2.37)

Useful relations among $\alpha^{(0)}_+, b^{(0)}_+$ can be obtained from the constancy in $r$ of the Wronskian $W[a_1, a_2] = a_1\sqrt{g^{yy}g^{rr}}\partial_ry_2 - a_2\sqrt{g^{yy}g^{rr}}\partial_ry_1$ (2.38)

where $a_{1,2}$ are solutions to (2.22). In particular, equating $W[\eta^{(0)}_+, \eta^{(0)}_-]$ at boundary and horizon gives

$$b^{(0)}_+\alpha^{(0)}_- - a^{(0)}_+b^{(0)}_- = \frac{2\nu}{d-2}r_*^{d-3}R_*^2 = \frac{3}{d-2}r_*^{d-3}R_*^2.$$  

(2.39)

Note that this equation assumes the normalization of the gauge field specified in (2.32).

C. Tree-level conductivity

We now proceed to study the low frequency and low temperature conductivity at tree level in the charged black hole, using the boundary to bulk propagator just discussed.

The $O(N^2)$ conductivity is given by the boundary value of the canonical momentum conjugate to $a_r$ (in terms of $r$ foliation) evaluated at the solution (2.35)

$$\sigma(\Omega) = -\lim_{r \rightarrow \infty} \frac{2R^2}{g^{yy}K^2} \sqrt{-g^{yy}g^{rr}}\partial_r K_A$$  

(2.40)

which gives

$$\sigma(\Omega) = (d - 2)\frac{2R^{3-d}}{g^{yy}K^2} \frac{1}{i\Omega} \frac{b^{(0)}_+ + G_s(s)b^{(0)}_-}{\alpha^{(0)}_+ + G_s(s)\alpha^{(0)}_-}. $$  

(2.41)

We thus find

$$\sigma(\Omega) = (d - 2)\frac{2R^{3-d}}{g^{yy}K^2} \frac{1}{i\Omega} \times \left(\frac{b^{(0)}_+ + G_s(s)b^{(0)}_-}{\alpha^{(0)}_+ + G_s(s)\alpha^{(0)}_-}\right) \frac{\partial_r}{\partial_r} \left(\frac{d-2}{d(d-1)}\left(\frac{\mu}{e_d}\right)^{d-5}(\Omega^2 + (2\pi T)^2)^{d-5}\right)$$  

(2.42)

$$= \mathcal{K}(d - 2)\left(\frac{r_*}{R_*}\right)^{d-2} i\Omega \left(\frac{d-2}{d(d-1)}\right)^{d-5}(\Omega^2 + (2\pi T)^2)^{d-5}\right)$$  

(2.43)

where we have used (2.37) and (2.39) as well as (2.13) and introduced $\mathcal{K} = \frac{2\nu}{g^{yy}K^2}$. $\mathcal{K}$, which also appears in the
vacuum two-point function, specifies the normalization of the boundary current and scales as $O(N^2)$.

Using (2.13) and (2.7), the first term in (2.43) can also be written as

$$\sigma(\Omega) = \frac{\rho^2}{\epsilon + P \Omega} + \cdots$$  \hfill (2.44)

where $P = \frac{e}{\alpha}$ is the pressure. When supplied with the standard $ie$ prescription, this term gives rise to a contribution proportional to $\delta(\Omega)$ in the real part of $\sigma(\Omega)$. This delta function follows entirely from kinematics and represents a ballistic contribution to the conductivity for a clean charged system with translational and boost invariance, as we review in Appendix A. It is also interesting to note that from the bulk perspective the delta function in the conductivity is a direct result of the fact that the fluctuations of the bulk field $a_\mu$ are massive, as is clear from the perturbation equation (2.22). This is not a breakdown of gauge invariance; rather the gauge field acquired a mass through its mixing with the graviton. In the absence of such a mass term the radial equation of motion is trivial in the hydrodynamic limit (as was shown in [51]) and there is no such delta function.

In (2.43), the important dynamical part is the second term, which gives the dissipative part of the conductivity. This part, being proportional to $\Omega^2 + (2\pi T)^2$, is analytic in both $T$ and $\Omega$ and the DC conductivity goes to zero in the $T \to 0$ limit. This has a simple physical interpretation; the dissipation of the current arises from the neutral component of the system, whose density goes to zero in the $T \to 0$ limit, leaving us with only the ballistic part (2.44) for a clean charged system. We also note that for a clean system such as this, there is no nontrivial heat conductivity or thermoelectric coefficient at $k = 0$, independent of the charge conduction. This is because momentum conservation is exact, and just as in the discussion of Appendix A, there can therefore be no dissipative part of these transport coefficients.

III. OUTLINE OF COMPUTATION OF $O(1)$ CONDUCTIVITY

As explained in the introduction, in order to obtain the contribution of a Fermi surface to the conductivity, we need to extend the tree-level gravity calculation of the previous section to the one-loop level with the corresponding bulk spinor field running in the loop. This one-loop calculation is rather complicated and is spelled out in detail in the next section. In this section we outline the main ingredients of the computation suppressing the technical details.

A. Cartoon description

In this subsection we will describe a toy version of the one-loop conductivity. We will assume that the boundary

theory retarded Green’s function of a fermionic operator has a Fermi surface-like pole at $\omega = 0$ and $k = k_F$ of the kind described in [13,14]. We will neglect many “complications,” including spinor indices, matrix structures, gauge-graviton mixing, and a host of other important details, which turn out to be inessential in understanding the structure of the calculation.

The important bulk Feynman diagram is depicted in Fig. 3. Note that it is structurally very similar to the particle-hole bubble which contributes to the Fermi liquid conductivity (see e.g. [52,53]): an external current source creates a fermion-antifermion pair, which then recombines. The calculation differs from the standard Fermi liquid calculation in two important ways. The first, obvious difference is that the gravity amplitude involves integrals over the extra radial dimension of the bulk geometry. It turns out, however, that these integrals can be packaged into factors in the amplitude (called $\Lambda$ below) that play the role of an effective vertex. The second main difference is that actual vertex correction diagrams in the bulk are suppressed by further powers of $N^2$ and are therefore negligible, at least in the large-$N$ limit in which we work.

We now proceed to outline the computation. While it is more convenient to perform the tree-level calculation of the last section in the Lorentzian signature, for the one-loop calculation it is far simpler to work in Euclidean signature, where one avoids thorny conceptual issues regarding the choice of vacuum and whether interaction vertices should be integrated through the horizon or not. Our strategy is to first write down an integral expression for the Euclidean two-point function $G_k^\omega(i\Omega)$ and then analytically continue to Lorentzian signature inside the integral (for $\Omega / l > 0$)

$$G_k^\omega(\Omega) = G_k^\omega(i\Omega) = \Omega + i\epsilon$$  \hfill (3.1)

which will then give us the conductivity via the Kubo formula (1.1) and (1.2).

---

7We put the $i$ in the argument of all Euclidean correlation functions to eventually make the analytic continuation to Lorentzian signature more natural.
We now turn to the evaluation of the diagram in Fig. 3, which works out to have the structure
\begin{equation}
G_E^{(3)}(i\Omega_l) \sim T\sum_{\omega_m} \int d\tilde{k} dr_2 dr_1 D_E(r_1, r_2; i\omega_m, \tilde{k}) \\
\times K_A(r_1; i\Omega_l)D_E(r_2, r_1; i\omega_m, \tilde{k})K_A(r_2; -i\Omega_l).
\end{equation}
(3.2)
The ingredients here require further explanation. \(D_E(r_1, r_2; i\omega_m, \tilde{k})\) is the spinor propagator in Euclidean space. \(K_A(r; i\Omega_l)\) is the boundary-to-bulk propagator for the gauge field [i.e. Euclidean analytic continuation of (2.35)]; it takes a gauge field source localized at the boundary and propagates it inward, computing its strength at a bulk radius \(r\). The vertices have a great deal of matrix structure that we have suppressed, and the actual derivation of this expression from the fundamental formulas of AdS/CFT requires a little bit of manipulation that is discussed in the next section, but its structure should appear plausible. The radial integrals \(dr\) should be understood as including the relevant metric factors to make the expression covariant, and \(d\tilde{k}\) denotes integration over spatial momentum along boundary directions.

We would now like to perform the Euclidean frequency sum. This is conveniently done using the spectral representation of the Euclidean Green’s function for the spinor,
\begin{equation}
D_E(r_1, r_2; i\omega_m, \tilde{k}) = \int \frac{d\omega}{(2\pi)} \rho(r_1, r_2; \omega, \tilde{k})i\omega_m - \omega, \quad (3.3)
\end{equation}
where \(\rho(r_1, r_2; \omega, \tilde{k})\) is the bulk-to-bulk spectral density. As we discuss in detail in Appendix C, \(\rho(r_1, r_2; \omega, \tilde{k})\) can be further written in terms of boundary theory spectral density \(\rho_B(\omega, \tilde{k})\) as (again schematically, suppressing all indices)
\begin{equation}
\rho(r, r'; \omega, \tilde{k}) = \psi(r; \omega, \tilde{k})\rho_B(\omega, \tilde{k})\psi^*(r'; \omega, \tilde{k}),
\end{equation}
(3.4)
where \(\psi(r)\) is the normalizeable spinor wave function\(^8\) to the Dirac equation in the Lorentzian black hole geometry. Equation (3.4) can be somewhat surprising to some readers and we now pause to discuss it. The bulk-to-bulk spectral density factorizes in the radial direction; thus in some sense the density of states is largely determined by the analytic structure of the boundary theory spectral density \(\rho_B(\omega, \tilde{k})\).

We will see that this means that despite the presence of the extra radial direction in the bulk, the essential form of one-loop calculations in this framework will be determined by the boundary theory excitation spectrum, with all radial integrals simply determining the structure of interaction vertices that appear very similar to those in field theory.

We now turn to the evaluation of the expression (3.2).

\(^8\)As discussed in Appendix C, up to normalization, there is a unique normalizable solution with given \(\omega, \tilde{k}\).
FIG. 4 (color online). Final formula for conductivity; radial integrals only determine the effective vertex $\Lambda$, with exact propagator for boundary theory fermion running in loop.

constant. Thus if one is interested in extracting low temperature DC and optical conductivities in the low frequency regime, the evaluation of (3.9) reduces to a familiar one as that in a Fermi liquid (without vertex corrections).

IV. CONDUCTIVITY FROM A SPINOR FIELD

In this section we describe in detail the calculation leading to (3.9), paying attention to all subtleties. For readers who want to skip the detailed derivation, the final results for the optical and DC conductivities are given by (4.49) and (4.50), with the relevant vertices given by (for $d = 3$) (4.53)–(4.56).

Before going into details, it is worth mentioning some important complications which we ignored in the last section:

1. As already discussed in Sec. II B, the gauge field perturbations on the black hole geometry mix with the graviton perturbations; a boundary source for the bulk gauge field will also lead to perturbations in metric, and as a result the propagator $K_A$ in (3.2) should be supplemented by a graviton component. Thus the effective vertex $\Lambda$ is rather more involved than the schematic form given in (3.8).

2. Another side effect of the mixing with graviton is that, in addition to Fig. 3, the conductivity also receives a contribution from the “seagull” diagram of Fig. 5, coming from quartic vertices involving terms quadratic in metric perturbations (given in Appendix E). We will show in Appendix F that such contributions give only subleading corrections in the low temperature limit and will be omitted.

3. The careful treatment of spinor fields and associated indices will require some care.

A. A general formula

We consider a free spinor field in (2.2) with an action

$$S = - \int d^{d+1}x \sqrt{-g} i (\bar{\psi} \Gamma^M D_M \psi - m \bar{\psi} \psi)$$

(4.1)

where $\bar{\psi} = \psi^\dagger \Gamma^z$ and

$$D_M = \partial_M + \frac{1}{4} \omega_{abM} \Gamma^{ab} - iq A_M.$$  

(4.2)

The abstract spacetime indices are $M, N \ldots$ and the abstract tangent space indices are $a, b, \ldots$. The index with an underline denotes that in tangent space. Thus $\Gamma^a$ denotes gamma matrices in the tangent frame and $\Gamma^M$ those in curved coordinates. According to this convention, for example,

$$\Gamma^M = \Gamma^a e^a_M, \quad \Gamma^r = \sqrt{g^{rr}} \Gamma_z.$$  

(4.3)

We will make our discussion slightly more general, applicable to a background metric given by the first line of (2.2) with $g^M_N$ depending on $r$ only. Also for notational simplicity we will denote

$$\int_k = \int \frac{d^{d-1}k}{(2\pi)^{d-1}}.$$  

(4.4)

We are interested in computing the one-loop correction to the retarded two-point function of the boundary vector current due to a bulk spinor field. In the presence of a background gauge field profile, the fluctuations of the bulk gauge field mix with those of the metric. Consider small perturbations in $a_j = \delta A_j$ and $h^i_j = \delta g^i_j$. In Appendix E we find that the corrections to the Dirac action are given at cubic order by

$$\delta S_3[a_j, h^i, \psi] = -i \int \sum_j d^{d+1}x \sqrt{-g} \bar{\psi}$$

$$\times \left( - h^i_j \Gamma^r \partial_j + \frac{1}{8} g^{ij} \partial_i h^j, \Gamma^{r\ell} - i q a_j \Gamma^j \right) \psi$$

(4.5)

where $\Gamma^{r\ell} \equiv \Gamma^r \Gamma^\ell$. Note that in the above equation and below the summations over boundary spatial indices will be indicated explicitly (with no summation associated with repeated indices). There are also quartic corrections (involving terms quadratic in bosonic fluctuations) which are given in Appendix E. These terms give only subleading corrections, as we discuss in Appendix F.
Now we go to Euclidean signature via
\[ t \to -i t_E \quad \omega \to i \omega_E \quad A_t \to i A_t \quad i S \to -S_E. \] (4.6)

It is helpful to keep in mind that \( \psi \) and \( \psi^\dagger \) do not change under the continuation, and we do not change \( \Gamma^\Box \). The Euclidean spinor action can then be written as
\[ S_E = i \int d^{d+1}x \sqrt{-g} \bar{\psi} (\Gamma^M D_M^{(0)} - m) \psi + \delta S_3 + \cdots \] (4.7)
where \( \delta S_3 \) can be written in momentum space as
\[ \delta S_3 = -T^2 \sum_{\omega_m} \sum_{\omega_j} \int d\Omega_1 \int d\Omega_2 \sqrt{-g} \tilde{\psi}(r; i \omega_m + i \Omega_1, \tilde{k}) B(r; i \Omega_1, \tilde{k}) \psi(r; i \omega_m, \tilde{k}). \] (4.8)

Here the kernel \( B(r; i \Omega_1, \tilde{k}) \) contains all dependence on the gauge and metric fluctuations, which we have also Fourier expanded:
\[ B(r; i \Omega_1, \tilde{k}) = -i \sum_j \left( -ik_j h_j^I(r; i \Omega_1) \Gamma^I + \frac{g_{j j}}{8} \partial_r h_j^I(r; i \Omega_1) \Gamma^{R j I} \right) - i q a_j(r; i \Omega_1) \Gamma^I. \] (4.9)

Note that since we are only interested in calculating the conductivity at zero spatial momentum, we have taken \( a_j \) and \( h_j^I \) to have zero spatial momentum.

We now evaluate the one-loop determinant by integrating out the fermion field. We seek the quadratic dependence on the gauge and graviton fields; the relevant term in the effective action is given by the Feynman diagram in Fig. 3 and is
\[ \Gamma[a_j, h_j^I] = -\frac{T^2}{2} \sum_{\omega_m i \Omega_1} \int \int d\Omega_1 \int d\Omega_2 \sqrt{-g(r_1)} \sqrt{-g(r_2)} \times \text{tr}(D_E(r_1, r_2; i \omega_m + i \Omega_1, \tilde{k}) B(r_2; i \Omega_1, \tilde{k})) \times D_E(r_2, r_1; i \omega_m + i \Omega_1, \tilde{k}) B(r_1; -i \Omega_1, \tilde{k})) \] (4.10)
where the \( \text{tr} \) denotes the trace in the bulk spinor indices and \( D_E(r_1, r_2; i \omega_m, \tilde{k}) \) denotes the bulk spinor propagator in the Euclidean signature. As always we suppress bulk spinor indices. The bulk spinor propagator is discussed in some detail in Appendix C. The single most important property that we use is its spectral decomposition
\[ D_E(r_1, r_2; i \omega_m, \tilde{k}) = \int \frac{d\omega}{2\pi} \frac{\rho(r_1, r_2; \omega, \tilde{k})}{i \omega_m - \omega}, \] (4.11)
where \( \rho(r_1, r_2; \omega, \tilde{k}) \) is the bulk spectral function. As is shown in (C53) of Appendix C, the bulk spectral function can be written in terms of that of the boundary theory as
\[ \rho(r, r'; \omega, \tilde{k}) = \psi_\alpha(r) \rho_B^{\alpha \gamma}(\omega, \tilde{k}) \bar{\psi}_\gamma(r'). \] (4.12)

where the boundary spectral function \( \rho_B \) is Hermitian and \( \psi \) is the normalizable Lorentzian wave function for the free Dirac equation in the black hole geometry.\(^9\) \( \rho_B(\omega, \tilde{k}) \) is the boundary theory spectral density of the holographic non-Fermi liquid, and was discussed in detail in [14] (see Appendix D for a review). Note that in (4.12) bulk spinor indices are suppressed and \( \alpha, \gamma \) in \( \psi \) label independent normalizable solutions and as discussed in Appendix C can be interpreted as the boundary spinor indices.

Now we introduce various momentum space Euclidean boundary-to-bulk propagators for the gauge field and graviton:
\[ a_j(r; i \Omega_1) = K_A(r; i \Omega_1) A_j(i \Omega_1), \] (4.13)
\[ h_j^I(r; i \Omega_1) = K_h(r; i \Omega_1) A_j(i \Omega_1) \]
where \( A_j(i \Omega_1) \) is the source for the boundary conserved current in Euclidean signature. These are objects which propagate a gauge field source at the boundary to a gauge field or a metric fluctuation in the interior, and so should perhaps be called \( K_A^j \) and \( K_h^j \); we drop the second \( A \) label since we will never insert metric sources in this paper.

\( K_A(r; i \Omega_1) \) and \( K_h(r; i \Omega_1) \) go to zero (for any nonzero \( \Omega_1 \)) at the horizon and they do not depend on the index \( j \) due to rotational symmetry. \( K_h \) and \( K_A \) are not independent; in Appendix B we show that
\[ \partial_\Omega K_h = -C \sqrt{g_{r r} g_{i i}} \frac{d d^2}{d^2} K_A, \] (4.14)
with
\[ C = 2\kappa^2 \rho \] (4.15)
where \( \rho \) is the background charge density (2.7).

Now using the definition of the propagators (4.13) we can write the kernel \( B(r; i \Omega_1, \tilde{k}) \) in (4.9) in terms of a new object \( Q^I(r, i \Omega_1, \tilde{k}) \) that has the source explicitly extracted:
\[ B(r; i \Omega_1, \tilde{k}) = \sum_j Q^I(r; i \Omega_1, \tilde{k}) A_j(i \Omega_1) \] (4.16)
with
\[ Q^I(r; i \Omega_1, \tilde{k}) = -i \left( -ik_j K_h(r; i \Omega_1) \Gamma^I + \frac{g_{j j}}{8} \partial_r K_h(r; i \Omega_1) \Gamma^{R j I} \right) - i q A_j(r; i \Omega_1) \Gamma^I. \] (4.17)

Plugging (4.16) into (4.10), we can now express the entire expression in terms of the boundary gauge field source \( A_j(i \Omega_1) \). Taking two functional derivatives of this expression with respect to \( A_j \), we find that the boundary Euclidean current correlator can now be written as

\(^9\)For a precise definition of the normalizable Lorentzian wave function, see again Appendix C. In this section, to avoid clutter, we will use the boldface font to denote the normalizable solution. The non-normalizable solution will not appear.
Note that all objects in here are entirely well defined and self-contained; we now need only evaluate this expression.

To begin this process we first plug (4.11) into (4.18) and then perform the sum over $\omega_m$ using the techniques that were outlined earlier in (3.5)–(3.7). We find that Eq. (4.18) can be further written as

$$G^{ij}_E(i\Omega_i) = -\sum_{\omega_m} \int dr_1 \sqrt{g(r_1)} dr_2 \sqrt{g(r_2)} \text{tr}(D_{E}(r_1, r_2; i\omega_m + i\Omega_i, \tilde{k})) Q^j(r_2; i\Omega_i, \tilde{k}) D_E(r_1, r_1; i\omega_m, \tilde{k}) Q^i(r_1; -i\Omega_i, \tilde{k}).$$

(4.18)

Now plugging (4.12) into (4.19) we find that

$$G^{ij}_E(i\Omega_i) = -\int_k \int \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \int dr_1 \sqrt{g(r_1)} dr_2 \sqrt{g(r_2)} \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - i\Omega_i - \omega_2} \times \text{tr}(\rho(r_1, r_2; \omega_1, \tilde{k}) Q^j(r_2; i\Omega_i, \tilde{k}) \rho(r_2, r_1; \omega_2, \tilde{k}) Q^i(r_1; -i\Omega_i, \tilde{k})).$$

(4.19)

with

$$\Lambda^{ij}_{\beta\gamma}(\omega_1, \omega_2, i\Omega_i, \tilde{k}) = \int dr \sqrt{g} \psi_\beta(r; \omega_1, \tilde{k}) Q^i(r; i\Omega_i, \tilde{k}) \psi_\gamma(r; \omega_2, \tilde{k}).$$

(4.21)

Let us now pause for a moment to examine this expression. In the last series of manipulations we replaced the interior frequency sum with an integral over real Lorentzian frequencies; however by doing this we exploited the fact that the spectral density factorizes in $r$. This allowed us to absorb all radial integrals into $\Lambda$, which should be thought of as an effective vertex for the virtual spinor fluctuations. Now only the boundary theory spectral density $\rho_B$ appears explicitly in the expression. This form for the expression is perhaps not surprising from a field-theoretical point of view; however it is interesting that we have an exact expression for the vertex, found by evaluating radial integrals over normalizable wave functions.

We now obtain the retarded Green’s function for the currents by starting with $G^{ij}_E(i\Omega_i)$ for $\Omega_i > 0$ and analytically continuing $G^{ij}_E(i\Omega_i)$ to Lorentzian signature via

$$G^{ij}_R(\Omega) = G^{ij}_E(i\Omega_i = \Omega + i\epsilon).$$

(4.22)

We will suppress the $i\epsilon$ in equations below for notational simplicity but it is crucial to keep it in mind. For simplicity of notations we will denote the Lorentzian analytic continuation of various quantities only by their argument, e.g.

$$K_h(r; i\Omega_i)|_{i\Omega_i=0} \to K_h(r; \Omega).$$

(4.23)

We also make the analogous replacements for $K_h$, $Q^i$ and $\Lambda^{\alpha\beta}_{\gamma\delta}$. Note that $K_h(r; \Omega)$ and $K_h(r; \Omega)$ have now become retarded functions which are falling at the horizon and satisfy

$$K^*_A(r, \Omega) = K_A(r, -\Omega), \quad K^*_h(r, \Omega) = K_h(r, -\Omega).$$

(4.24)

We thus find that the retarded Green’s function for the currents can be written as

$$G^{ij}_R(\Omega) = -\int_k \int \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - \omega_2 - i\epsilon} \times \rho^{\alpha\beta}_B(\omega_1, \tilde{k}) \Lambda^{\gamma\delta}_{\beta\gamma}(\omega_1, \omega_2, \Omega, \tilde{k}) \rho^{\gamma\delta}_B(\omega_2, \tilde{k})$$

$$\times \Lambda^{i\alpha}_{\beta\gamma}(\omega_2, \omega_1, \Omega, \tilde{k})$$

(4.25)

where

$$\Lambda^{i\alpha}_{\beta\gamma}(\omega_1, \omega_2, \Omega, \tilde{k}) = \int dr \sqrt{g} \psi_\beta(r; \omega_1, \tilde{k}) Q^i(r; \Omega, \tilde{k}) \psi_\gamma(r; \omega_2, \tilde{k}).$$

(4.26)

We note that in (4.20) both $\Lambda^{i\alpha}(\omega_1, \omega_2, \pm \Omega, \tilde{k})$ analytically continue to $\Lambda^{i\alpha}(\omega_1, \omega_2, \Omega, \tilde{k}).$ 10

The complex, frequency-dependent conductivity is

$$\sigma^{ij}(\Omega) = \frac{G^{ij}_R(\Omega)}{i\Omega}$$

(4.28)

which through (4.25) is expressed in terms of intrinsic boundary quantities; $\Lambda$ can be interpreted as an effective vertex. Note that from (4.24) one can readily check that

$$(Q^i(r; \Omega, \tilde{k}))^\dagger = \Gamma^\dagger Q^i(r; -\Omega, \tilde{k}) \Gamma^\gamma i$$

(4.29)

which implies that

$$\Lambda^{i\alpha}_{\beta\gamma}(\omega_1, \omega_2, \Omega, \tilde{k}) = \Lambda^{i\alpha}_{\gamma\beta}(\omega_2, \omega_1, -\Omega, \tilde{k}).$$

(4.30)
We now make a further manipulation on the expression for the effective vertex (4.26) to rewrite the first term there in terms of $\partial_c K_0$, which can then be related simply to $K_\alpha$ via (4.14). To proceed note that the wave function $\psi$ satisfies the Dirac equation \((4.2)\), which implies that\(^{11}\) (see Appendix C 1 for details)

\[
\overline{\psi}_\mu(r; \omega_1) \Gamma_\nu \psi_{\gamma}(r; \omega_2) = \frac{i}{\omega_1 - \omega_2} \sqrt{g} \overline{\psi}_\mu(r; \omega_1) \Gamma_\nu \psi_{\gamma}(r; \omega_2).
\]

We now use this identity in the first term of $Q^i$ in (4.27) and integrate by parts. We can drop both boundary terms: the term at infinity vanishes since the $\psi$ are normalizable, and the term at the horizon vanishes because the graviton wave function $h^i_\mu$ (and thus $K_\mu$) vanishes there.\(^{12}\) We then find that (4.27) can be rewritten as

\[
Q^i(r; \Omega, \vec{k}) = -\left( -\frac{\omega_1 - \omega_2}{\omega_1 - \omega_2} \partial_c K_0(r; \Omega) \Gamma^\nu + \frac{g_{\mu \nu}}{8} \partial_c K_0(r; \Omega) \Gamma^{\nu j} - i q K_0(r; \Omega) \Gamma^\nu \right).
\]

where it is important to note that this expression makes sense only when sandwiched between the two on-shell spinors in $\Lambda$. This manipulation replaced the $K_\alpha$ with its radial derivative $\partial_r K_\alpha$, and one can now use the relation between gauge and graviton propagators (4.14) to eliminate $\partial_r K_\mu$ in favor of $K_A$, leaving us with

\[
Q^i(r; \Omega, \vec{k}) = K_A(r; \Omega) \left( Y_1 \Gamma^j + \frac{i Y_2 k_j}{\omega_1 - \omega_2} \Gamma^\nu + i Y_3 \Gamma^{\nu j} \right)
\]

where

\[
Y_1 = -\frac{1}{8} g^{\nu j}, \quad Y_2 = -\zeta g^{\nu j}, \quad Y_3 = \frac{1}{8} g^{\nu j} C.
\]

This is the form of $Q^i$ that will be used in the remainder of this calculation. In (4.33), the $C$-dependent terms [C was given in (4.15)] can be interpreted as giving a “charge renormalization” resulting from mixing between the gauge field and graviton.

B. Angular integration

We will now use the spherical symmetry of the underlying system to perform the angular integration in (4.25).

\(^{11}\)For $\omega_1 = \omega_2$ the equation below reduces to the conservation of fermionic number.

\(^{12}\)This is analogous to the well-known statement that $A_\mu$ vanishes at black hole horizons, and is similarly most transparent in Euclidean signature, where a nonzero $h^i_\mu$ at the shrinking time cycle indicates a delta-function contribution to the Einstein tensor.

For this purpose we choose a reference direction, say, with $k_\mu = |\vec{k}|$ and all other spatial components of $\vec{k}$ vanishing. We will denote this direction symbolically as $\theta = 0$ below. Then from the transformation properties of spinors it is easy to see that

\[
\rho_B(\vec{k}) = U(\theta) \rho_B(k, \theta = 0) U^\dagger(\theta),
\]

\[
\Lambda_i(\vec{k}) = R_{ij}(\theta) U(\theta) \Lambda_j(k, \theta = 0) U^\dagger(\theta)
\]

where $R_{ij}(\theta)$ is the orthogonal matrix which rotates a vector $\vec{k}$ to $\theta = 0$ and $U$ is the unitary matrix which does the same rotation on a spinor (i.e. in $\alpha, \beta$ space). The angular integral in (4.25) is reduced to

\[
\frac{1}{(2\pi)^{d-1}} \int d^{d-2}\theta \delta_{ij} \sigma(\Omega)
\]

where $C$ is a normalization constant and $d^{d-2}\theta$ denotes the measure for angular integration. Note that $C = \frac{1}{4\pi}$ for $d = 3$ and $C = \frac{1}{12\pi^2}$ for $d = 4$. The conductivity can now be written as

\[
\sigma^{ij}(\Omega) = \delta^{ij} \sigma(\Omega)
\]

with

\[
\sigma(\Omega) = -\frac{C}{i\Omega} \int_0^\infty dk \int \frac{d\omega_1 d\omega_2}{2\pi} \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - \Omega - \omega_2 - i\epsilon} \times \delta^{ij} (\rho_B(\omega, k) \Lambda_\alpha^{ij}(\omega, \Omega, k) \rho_B^{\dagger}(\omega, k) \Lambda_{i\alpha}(\omega, \Omega, k))
\]

where (there is no summation over $\alpha, \gamma$ below)

\[
M^i_{\alpha \gamma}(\omega, \omega_2, \Omega, k) = \sum_i \Lambda^i_{\alpha \gamma}(\omega_1, \omega_2, \Omega, k) \Lambda^{\gamma j}_{i\alpha}(\omega_2, \Omega, k)
\]

with $\Lambda^i$ given by (4.26). From (4.30) we also have

\[
M^\ast_{\alpha \gamma}(\omega_1, \omega_2, \Omega, k) = M_{\alpha \gamma}(\omega_1, \omega_2, -\Omega, k)
\]

The DC conductivity can now be obtained by taking the $\Omega \to 0$ limit in (4.39), which can be written as
\[
\sigma_{\text{DC}} = -\frac{C}{2} \sum_{\alpha,\gamma} \int_0^\infty dk k^{d-2} \int \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial \omega} \\
\times \rho^\alpha_B(\omega, k) \mathcal{M}_{\alpha\gamma}(\omega, k) \rho^\gamma_B(\omega, k) + S
\] (4.42)

where
\[
\mathcal{M}_{\alpha\gamma}(\omega, k) = \lim_{\Omega \to 0} M_{\alpha\gamma}(\omega + \Omega, \omega, \Omega, k)
\] (4.43)
is real [from (4.41)]. Note that the term written explicitly in (4.42) is obtained by taking the imaginary part of \(\frac{1}{\omega_1 - \omega_2 - i\epsilon}\) in (3.39). The rest, i.e. the part proportional to the real part of \(\frac{1}{\omega_1 - \omega_2 - i\epsilon}\), is collectively denoted as \(S\).

We will see in Sec. VI.B that such contribution vanishes in the low temperature limit, so we will neglect it from now on.

Let us now look at the \(\Omega \to 0\) limit of (4.43), for which the \(\frac{1}{\omega_1 - \omega_2}\) term in (4.33) has to be treated with some care. Naively, it appears divergent; however, note that
\[
\lim_{\Omega \to 0} \frac{1}{\omega - \Omega, \omega, k} \Gamma^\alpha \psi^\alpha(r, \omega, \bar{k})
\]
\[
= - \frac{1}{\omega - \Omega, \omega, k} \Gamma^\alpha \partial_\omega \psi^\alpha(r, \omega, \bar{k})
\] (4.44)
is finite because [see Eq. (C39) of Appendix C]
\[
\bar{\psi}_\beta(r, \omega, \bar{k}) \Gamma^\alpha \psi^\alpha(r, \omega, \bar{k}) = 0.
\] (4.45)

Introducing
\[
\lambda^i_{\beta\gamma}(\omega, k) = \lim_{\Omega \to 0} \Lambda^i_{\beta\gamma}(\omega \pm \Omega, \omega, \Omega, k)
\] (4.46)
we thus have
\[
\mathcal{M}_{\alpha\gamma}(\omega, k) = \sum_i \lambda^i_{\alpha\gamma}(\omega, k) \lambda^i_{\gamma\alpha}(\omega, k)
\] (4.47)
and from (4.44) and (4.43)
\[
\lambda^i_{\beta\gamma}(\omega, k) = \int dr \sqrt{-g} K_A(r; \Omega = 0) \bar{\psi}_\beta(r, \omega, \bar{k})
\]
\[
\times (Y_1 \Gamma^\beta_i + i Y_3 \Gamma^{i\gamma} \partial_\omega) \psi^\gamma(r, \omega, \bar{k}).
\] (4.48)

The above expressions (4.39) and (4.42) are very general, but we can simplify them slightly by using some explicit properties of the expression for \(\rho_B\). We seek singular low-temperature behavior in the conductivity, which will essentially arise from low frequency singularities in \(\rho_B\). At the holographic Fermi surfaces described in [14], at discrete momenta \(k = k_F\), only one of the eigenvalues of \(\rho_B\), say \(\rho^1_B\), develops singular behavior. We can extract the leading singularities in the \(T \to 0\) limit by simply taking the term in (4.39) proportional to \((\rho^1_B)^2\). Thus (4.39) simplifies to
\[
\sigma(\Omega) = -\frac{C}{i\Omega} \int_0^\infty dk k^{d-2} \int \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial \omega} \\
\times \rho^1_B(\omega_1, \omega) M_{11}(\omega_1, \omega_2, \Omega, k) \rho^1_B(\omega_2, k)
\] (4.49)
and we will only need to calculate \(M_{11}\). Similarly, for the one-loop DC conductivity,
\[
\sigma_{\text{DC}} = -\frac{C}{2} \int_0^\infty dk k^{d-2} \int \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial \omega} \\
\times \rho^1_B(\omega_1, k) M_{11}(\omega_1, \omega_2, \Omega, k) \rho^1_B(\omega_2, k)
\] (4.50)

\[C. \ M_{11} \text{ in } d = 3\]

For definiteness, let us now focus on \(d = 3\) and choose the following basis of gamma matrices:
\[
\Gamma^\alpha = \begin{pmatrix} -\sigma^3 & 0 \\ 0 & -\sigma^3 \end{pmatrix}, \quad \Gamma^\beta = \begin{pmatrix} i\sigma^1 & 0 \\ 0 & i\sigma^1 \end{pmatrix},
\]
\[
\Gamma^\gamma = \begin{pmatrix} -\sigma^2 & 0 \\ 0 & \sigma^2 \end{pmatrix}.
\] (4.51)

Now we write
\[
\psi_1 = (-g g^{\alpha\beta})^{-1/2} \Phi_1, \quad \psi_2 = (-g g^{\alpha\beta})^{-1/2} \Phi_2
\] (4.52)
where \(\Phi_{1,2}\) are two-component bulk spinors. As discussed in Appendix D, in the basis (4.51), the fermion spectral function is diagonal and the subscripts 1, 2 in (4.52) can be interpreted as the boundary spinor indices. Also note that in this basis the Dirac equation is real in momentum space and \(\Phi_{1,2}\) can be chosen to be real.

It then can be checked that \(\Lambda^\alpha\) (evaluated at \(\theta = 0\)) only has diagonal components while \(\Lambda^\gamma\) only has off-diagonal components. From (4.40), we then find that
\[
M_{11} = \Lambda^1_{11}(\omega_1, \omega_2, \Omega, k) \Lambda^1_{11}(\omega_2, \omega_1, \Omega, k),
\] (4.53)
where
\[
\Lambda^1_{11}(\omega_1, \omega_2, \Omega, k) = \int dr \sqrt{-g} K_A(r; \Omega = 0) \times \Phi^\dagger_1(\omega_1, k)
\]
\[
\times \left( Y_1 \sigma^3 - \frac{iy_2}{\omega_1 - \omega_2} \sigma^2 + Y_3 \sigma^1 \right) \times \Phi_1(\omega_2, k).
\] (4.54)

Similarly, for the DC conductivity,
\[
\mathcal{M}_{11} = \lambda^1_{11}(\omega, k) \lambda^1_{11}(\omega, k)
\] (4.55)
with
\[
\lambda^1_{11}(\omega, k) = \int dr \sqrt{-g} K_A(r; \Omega = 0) \times \Phi^\dagger_1(\omega, k)
\]
\[
\times (Y_1 \sigma^3 + Y_3 \sigma_1 + i k Y_2 \sigma^2 \partial_\omega) \Phi_1(\omega, k).
\] (4.56)
Equations (4.53)–(4.56) are a set of complete and self-contained expressions that can be evaluated numerically if the wave functions $\Phi_{1,2}$ are known. $Y_{1,2,3}$ were introduced here in (4.34).

As this was a somewhat lengthy exposition, let us briefly recap: after a great deal of calculation, we find the optical and DC conductivities are given by (4.49) and (4.50), with (for $d = 3$) $M_{11}$ given by (4.53) and (4.54) and $\mathcal{M}_{11}$ given by (4.55) and (4.56).

V. EFFECTIVE VERTICES

In this section we study in detail the analytic properties of the effective vertices (4.53)–(4.56) appearing respectively in the expressions for optical and DC conductivities (4.49) and (4.50) in the regime of low frequencies and temperatures. We will restrict to $d = 3$.

For simplicity of notations, from now on we will suppress various superscripts and subscripts in $M_{11}$, $\Lambda_{11}$, $\mathcal{M}_{11}$, $\Lambda_{11}^s$ and $\Phi_1$, and denote them simply as $M$, $\Lambda$, $\mathcal{M}$, $\lambda$ and $\Phi$. Recall that under complex conjugation

$$\Lambda^* (\omega_1, \omega_2, \Omega, k) = \Lambda (\omega_2, \omega_1, -\Omega, k) \quad (5.1)$$

$$M^* (\omega_1, \omega_2, \Omega, k) = M (\omega_1, \omega_2, -\Omega, k) \quad (5.2)$$

and both $\lambda (\omega, k)$ and $\mathcal{M} (\omega, k)$ are real. Introducing scaling variables

$$w_1 = \frac{\omega_1}{T}, \quad w_2 = \frac{\omega_2}{T}, \quad s = \frac{\Omega}{T} \quad (5.3)$$

we will be interested in the regime

$$w_1, w_2, s = \text{fixed}, \quad T \rightarrow 0. \quad (5.4)$$

A. Some preparations

As in the discussion of Sec. II B it is convenient to separate the radial integral in (4.54) into two parts, coming from IR and UV regions respectively, i.e.

$$\Lambda = \Lambda_{\text{IR}} + \Lambda_{\text{UV}} \quad (5.5)$$

with

$$\Lambda_{\text{UV}} = \int_{r_c}^{\infty} dr \sqrt{g_{rr}} \ldots, \quad \Lambda_{\text{IR}} = \int_{r_0}^{r_c} dr \sqrt{g_{rr}} \ldots \quad (5.6)$$

where $r_0$ is the horizon at a finite temperature and $r_c$ is the crossover radius specified in (2.24) and (2.25). In the inner (IR) region it is convenient to use coordinate $\xi$ introduced in (2.17), and then

$$\Lambda_{\text{IR}} = \int_{\xi_c}^{\xi_0} d\xi \sqrt{g_{\xi\xi}} \ldots \quad (5.7)$$

In the limit (5.3), as discussed around (2.25), we can take $r_c \rightarrow r_*$ and $\xi_c \rightarrow 0$ in the integrations of (5.6) and (5.7). Note, however, this limit can only be straightforwardly taken provided that the integrals of (5.6) are convergent as $r_c \rightarrow r_*$. Below we will see in some parameter range this is not so and the limit should be treated with care.

Now let us look at the integrand of the vertex (4.54) in the limit (5.3). For this purpose let us first review the behavior of the vector propagator $K_A$ and spinor wave function $\Phi$ in the IR and UV regions, which are discussed respectively in some detail in Sec. II B and Appendix D (please refer to these sections for definitions of various notations below):

1. From Eq. (2.35), we find in the outer region

$$K_A (\Omega) = \frac{\eta_+^{(0)}}{\alpha_+^{(0)}} + iO(T^3)$$

$$= \left( 1 - \frac{r-r_*}{r} \right) + O(T) + iO(T^3) \quad (5.8)$$

with the leading term independent of $\Omega$ and $T$ and real. In the above we have also indicated the leading temperature dependence of the imaginary part [from (2.31)]. In the inner region from the second line of Eq. (2.35) we have

$$K_A (\Omega) = T \eta_+ (s, \xi) + O(T^4) \cdots \quad (5.9)$$

where

$$K_A (s, \xi) = \frac{1}{\alpha_+^{(0)}} (\eta_+ + g(s) \eta_-) \quad (5.10)$$

has no explicit $T$ dependence.

2. In the outer region, to lowest order in $T$, the normalizable spinor wave function $\Phi$ can be expanded in $\omega$ as

$$\Phi = \Phi^{(0)} + \omega \Phi^{(1)} + \cdots \quad (5.11)$$

where $\Phi^{(0)}$ and $\Phi^{(1)}$ are defined respectively in (D32) and (D33) and are $T$-independent. In the inner region, to leading order, $\Phi$ can be written as [from (D35)]

$$\Phi (\xi, w) = \frac{a_+^{(0)}}{W} T^{-\nu_s} \Psi_+ \cdots \quad (5.12)$$

where $a_+^{(0)}$ and $W_0$ are some $k$-dependent constants (but independent of $\omega$ and $T$), and $\Psi_+ (\xi, w)$ do not have any explicit dependence on $T$. The above expression, however, does not apply near a Fermi surface $k = k_F$ where $a_+^{(0)} (k_F)$ is zero. Near a Fermi surface we have instead [see discussion in Appendix D around (D38)]

$$\Phi (\xi; w, T) = \frac{1}{W} [a_+ (k, \omega, T) T^{-\nu_s} \Psi_+ (\xi; w)$$

$$- a_-^{(0)} (k_F) T^{\nu_s} \Psi_- (\xi, w)] \quad (5.13)$$

where
with real coefficients $c_1$, $c_2$, $c_3$. Again in (5.13) all the $T$ dependence has been made manifest. Here we have also introduced a “generalized” Fermi momentum $k_F(\omega, T)$ defined by

$$k_F(\omega, T) = k_F + \frac{1}{v_F} \omega - \frac{c_3}{c_1} T + \cdots$$

(5.15)

with $v_F = \frac{\omega}{c_1}$.

(3) We now collect the asymptotic behavior of various functions appearing in the effective vertices (4.54) and (4.56):

(a) For $r \to \infty$,

$$\Phi \sim r^{-mR}, \quad K_A(\Omega) \sim O(1) \quad \sqrt{g_{rr}} \sim \frac{1}{r},$$

$$Y_1 \sim \frac{1}{r}, \quad Y_{2,3} \sim \frac{1}{\rho^2}$$

(5.16)

and thus the UV part of the integrals are always convergent as $r \to \infty$. Note that in our convention $mR > -\frac{1}{2}$ with the negative mass corresponding to the alternative quantization.

(b) For $r \to r_*$, in the outer region,

$$\sqrt{g_{rr}} \sim \frac{1}{r - r_*}, \quad Y_1, Y_3 \sim O(1), \quad Y_2 \sim r - r_*.$$  

(5.17)

From (5.8), $K_A(\Omega) \sim r - r_*$. From (D32) and (D33),

$$\Phi^{(0)} = \frac{1}{W} (a_+^{(0)} \Psi^{(0)} - a_-^{(0)} \Psi^{(0)}_+),$$

(5.18)

and

$$\Phi^{(1)} = \frac{1}{W} (a_+^{(1)} \Psi^{(0)} - a_-^{(0)} \Psi^{(1)}_+ - a_-^{(1)} \Psi^{(1)}_+ - a_+^{(0)} \Psi^{(1)}),$$

(5.19)

where

$$\Psi^{(n)}_\pm \sim (r - r_*)^{\pm n - n}, \quad r \to r_*.$$  

(5.20)

(c) Near the event horizon $\xi \to \xi_0$,

$$K_A(s, \xi) = (\xi_0 - \xi)\hat{\pi} (1 + \cdots),$$

(5.21)

and

$$\Psi^{\pm}_\xi (w, \xi) \sim c_\pm (\xi_0 - \xi)^{n \mp} + c^{\pm}_\xi (\xi_0 - \xi)^{-n \mp}$$

(5.22)

where $c_\pm$ are some $\xi$-independent constant spinors (which depend on $w$ and $k$). Also note

$$g_{\xi\xi} \sim \frac{1}{\xi - \xi}, \quad Y_{1,3} \sim O(1), \quad Y_2 \sim (\xi_0 - \xi)^2.$$  

(5.23)

One can then check that the integrals for the IR part (5.7) are always convergent near the horizon $\xi_0$.

**B. Low temperature behavior**

With the preparations of the last subsection, we will now proceed to work out the low temperature behavior of the effective vertices (4.54) and (4.56), which in turn will play an essential role in our discussion of the low temperature behavior of the DC and optical conductivities in Sec. VI. The stories for (4.54) and (4.56) are rather similar. For illustration we will mainly focus on (4.56) and only point out the differences for (4.54). The qualitative behavior of the vertices will turn out to depend on the value of $\nu_k$. We will thus treat different cases separately.

1. $\nu_k < \frac{1}{2}$

Let us first look at the inner region contribution. Equations (5.9) and (5.12) give the leading order temperature dependence as

$$\lambda \sim (a_+^{(0)})^2 T^{1-2\nu_k} + \cdots$$

(5.24)

where we have also used that $\sqrt{g_{rr}} \sim T$. The outer region contribution $\lambda_{UV}$ starts with order $O(T^0)$ and we can thus ignore (5.24) at leading order. The full vertex can be written as

$$\lambda(\omega, k) = \lambda_0(k) + O(T^{1-2\nu_k})$$

(5.25)

where $\lambda_0(k)$ is given by the zeroth order term of $\lambda_{UV}$ and can be written as

$$\lambda_0(k) = \int_{r_0}^{\infty} dr \sqrt{g_{rr}} \left[ \Phi^{(0)} r^2 \left( \frac{gR}{r} + \frac{C R^3}{8 r^{3/2} \sigma_1} \right) \Phi^{(0)} - ikC \sqrt{\frac{R^3}{r^3}} \Phi^{(0)} r^2 \Phi^{(1)} \right]$$

(5.26)

where we have taken $r_e \to r_*$ in the lower limit of the integral [as commented below (5.7)], and have plugged in the explicit form of $Y_{1,2,3}$. From (5.16)–(5.20) it can also be readily checked that the integral is convergent on both ends. Note that $\lambda_0(k)$ is *independent of both $T$ and $\omega$ and real.*

Similarly for (4.54), one has

$$\Lambda(\omega_1, \omega_2, \Omega; k) = \Lambda_0(w_1, w_2, s; k) + O(T^{1-2\nu_k})$$

(5.27)

with the leading term $\Lambda_0$ given by

$$\Lambda_0(w_1, w_2, s; k) = \lambda_0(k).$$

(5.28)
2. $\nu_k \geq \frac{1}{2}$

When $\nu_k \geq \frac{1}{2}$, the inner region contribution (5.24) is no longer negligible for generic region momentum. Closely related to this, the leading outer region contribution, which is given by (5.26), now becomes divergent at the lower end (near $r_s$). More explicitly, from Eqs. (5.17)–(5.20) we find that as $r \to r_s$, the integrand of (5.26) behaves schematically as

$$\langle a_+^{(0)}(a_-(k, \omega, T))^2 T^{-1-2\nu_k} + \cdots \rangle. \quad (5.29)$$

The divergence is of course due to our artificial separation of the whole integral into the IR and UV regions and there should be a corresponding divergence in $\lambda_{\text{IR}}$ in the limit $\xi \to 0$ to cancel the one from (5.26). What the divergence signals is that the leading contribution to the full effective vertex now comes from the IR region, as the UV region integral is also dominated by the IR end. Thus for a generic momentum $k$, the effective vertex $\lambda$ has the leading behavior

$$\lambda(\omega, k) \sim (a_+^{(0)})^2 T^{1-2\nu_k} + \cdots. \quad (5.30)$$

A slightly tricky case is $\nu_k = \frac{1}{2}$, for which $\lambda_0$ has a logarithmic divergence and could lead to a log $T$ contribution once the divergence is canceled. We have not checked its existence carefully, as it will not affect the leading behavior of the DC and optical conductivities (as will be clear in the discussion of the next section). Thus in what follows, it should be understood that for $\nu_k = \frac{1}{2}$, the $O(T^0)$ behavior in (5.30) could be log $T$.

It can also be readily checked that for generic $k$, the effective vertex $\Lambda$ has the same temperature scaling as $\lambda$.

At a Fermi surface $k = k_F$, $a_+^{(0)}(k_F) = 0$ [14], for which the leading order term in (5.30) vanishes. Thus near a Fermi surface, which is the main interest of this paper, we need only to examine subleading terms. Plugging (5.13) into the expression (4.56) for the vertex, we find that near $k_F$ the temperature dependence of $\Lambda$ (including both IR and UV contributions) can be written as

$$\Lambda(\omega, k) = B(\omega, k) (a_+(k, \omega, T))^2 T^{1-2\nu_k} + \lambda_{\text{finite}} + O(T) \quad (5.31)$$

where $B(k, \omega)$ is a smooth function of $k$ and nonvanishing near $k_F$. At low temperatures it scales with temperature as $O(T^0)$. $\lambda_{\text{finite}}$ denotes the finite part of (5.26), which is again $\omega$ and $T$-independent, and a smooth function of $k$ (also at $k_F$). For $k \leq k_F$, we can further write (5.31) as

$$\Lambda(\omega, k) = B(\omega, k_F) c_1^2 (k - k_F(\omega, T))^2 T^{1-2\nu_k} + \lambda_0(k_F) + \cdots \quad (5.32)$$

where $k_F(\omega, T)$ was the “generalized Fermi momentum” introduced in (5.15). In (5.32) we have also used

$$\lambda_{\text{finite}}(k_F) = \lambda_0(k_F) \quad (5.33)$$

as from (5.29) $\lambda_0$ is finite at $k_F$. Note that expression (5.32) applies to all $\nu_k$, including $\nu_k < \frac{1}{2}$.

From (5.32), note that at the Fermi surface $k = k_F$,

$$\Lambda(\omega, k_F) \sim \begin{cases} O(T^0) & \nu_k < \frac{1}{2} \\ O(T^{3-2\nu_k}) & \nu_k \geq \frac{1}{2} \end{cases} \quad (5.34)$$

and the vertex develops singular temperature dependence for $\nu_k \geq \frac{1}{2}$. However, at the generalized Fermi momentum $k_F(\omega, T)$, the singular contribution is suppressed. This structure will be important below in understanding the low temperature behavior of the DC and optical conductivities.

Similarly the vertex (4.54) can be written for $k \leq k_F \leq O(T)$ as

$$\Lambda(\omega_1, \omega_2, \Omega, k) = \tilde{B}(\omega_1, \omega_2, \Omega, k_F) c_1^2 (k - k_F(\omega_1, T)) \times (k - k_F(\omega_2, T)) T^{1-2\nu_k} + \lambda_0(k_F) + \cdots \quad (5.35)$$

where $\tilde{B}(\omega_1, \omega_2, \Omega, k)$ is a smooth function of $k$, which scales with temperature as $O(T^0)$, and we have used (5.28).

To summarize the main results of this section:

1. For $\nu_k < \frac{1}{2}$, the effective vertices are $O(T^0)$ for all momenta. For both the DC and optical conductivities they are given by $\lambda_0(k)$ of (5.26), which is a smooth function of $k$.

2. For $\nu_k \geq \frac{1}{2}$, the vertices develop singular temperature dependence for generic momenta as $T^{1-2\nu_k}$. But near the Fermi surface [more precisely at the generalized Fermi momentum $k_F(\omega, T)$] the singular contribution is suppressed.

3. For all values of $\nu_k$, the vertices for the DC and optical conductivities are given by (5.32) and (5.35) respectively.

VI. EVALUATION OF CONDUCTIVITIES

With the behavior of the effective vertices in hand we can now finally turn to the main goal of the paper: the leading low temperature behavior of the DC and optical conductivities. We will first present the leading temperature scaling and then calculate the numerical prefactors in the last subsection. In the discussion below we will only consider a real $\nu_k$. Depending on the values of $q$ and $m$, there could be regions in momentum space where $\nu_k$ is imaginary, referred to as oscillatory regions in [13,14]. We consider the contribution from an oscillatory region in Appendix F. We will continue to follow the notations introduced in (5.3) with below $w = \frac{1}{2}$ and $f(w) = \frac{1}{e^{w+1}}$. 

---

\[ \text{FAULKNER et al.} \]

\[ \text{PHYSICAL REVIEW} \text{D} \text{88}, \text{045016} (2013) \]
A. DC conductivity

Let us first consider the leading low temperature dependence of the DC conductivity (4.50) which we copy here for convenience

$$\sigma_{\text{DC}} = -\int dw \frac{\partial f(w)}{\partial w} I(w, T)$$

(6.1)

with \( w = \frac{y}{T} \) and (dropping all the super- and subscripts)

$$I(w, T) = \frac{C}{2} \int_0^\infty dk k^{d-2} \rho_B^2(w, k, T) \lambda^2(w, k, T).$$

(6.2)

Note that as a function \( w \), the Fermi function \( f(w) \) is independent of \( T \); thus all the \( T \) dependence of \( \sigma_{\text{DC}} \) is contained in the momentum integral \( I(w, T) \).

As discussed in [14] (and reviewed in Appendix D), for generic momentum, the spinor spectral function \( \rho_B \) has leading low temperature dependence

$$\rho_B \sim T^{2\nu_f}. \quad (6.3)$$

Using (6.3), (5.25), and (5.30), we find that for a generic momentum (up to possible logarithmic corrections)

$$\rho_B^2 \lambda^2 \sim \left\{ \begin{array}{ll} T^{2\nu_f} & \nu_k < \frac{1}{2} \\ T^2 & \nu_k \geq \frac{1}{2} \end{array} \right. \quad (6.4)$$

where the leading contribution of the first line (for \( \nu_k < \frac{1}{2} \)) comes from the UV part of the vertex, while for the second line the leading contribution comes from the IR part of the vertex.

Near a Fermi surface as reviewed at the end of Appendix D

$$\rho_B = \frac{2h_I \text{Im} \Sigma}{(k - k_F(\omega, T) - \text{Re} \Sigma)^2 + (\text{Im} \Sigma)^2}.$$

(6.5)

where \( h_I \) is a positive constant, \( k_F(\omega, T) \) is given by (5.15) and

$$\Sigma = T^{2\nu_f}g(w).$$

(6.6)

g(w) is a \( T \)-independent scaling function (depending on \( k_F / \mu \)) which can be obtained from the retarded function in AdS\(_2\) evaluated at \( k_F \) [see (D43)–(D47) for explicit expressions].

Now let us consider the momentum integral (6.2) near a Fermi surface. For this purpose it is convenient to introduce a new integration variable

$$y = k - k_F(\omega, T) \quad (6.7)$$

in terms of which (6.2) can be written to leading order as

$$I(w, T)_{\text{FS}} = 2Ch_I^2k_F^{d-2} \int_{-\infty}^{\infty} dy \left( \frac{\text{Im} \Sigma}{(y - \text{Re} \Sigma)^2 + (\text{Im} \Sigma)^2} \right)^2 \times (B(k_F)c^2y^2T^{1-2\nu_f} + \lambda_0(k_F))^2 + \cdots$$

(6.8)

where we have used (5.32). Now the key is that since \( \Sigma \sim T^{2\nu_f} \), by scaling \( y \to T^{2\nu_f} \), the term proportional to \( A \) in the last parenthesis becomes proportional to \( T^{1+2\nu_f} \) and can be ignored. Now the integral can be straightforwardly evaluated and we find that

$$I(w, T)_{\text{FS}} = \frac{C}{2\text{Im}g(w)} T^{-2\nu_f}. \quad (6.9)$$

where

$$C = 2\pi Ch_I^2k_F^{d-2}\lambda_0^2(k_F). \quad (6.10)$$

Clearly (6.9) dominates over the contribution from regions of momentum space away from a Fermi surface which from (6.4) can at most be \( O(T^0). \)

Plugging (6.9) into (6.1), we then find that for all \( \nu_k \) the DC conductivity has the following leading low temperature behavior:

$$\sigma_{\text{DC}} = \alpha T^{-2\nu_f} \quad (6.11)$$

where \( \alpha \) is a numerical prefactor given by

$$\alpha = -\frac{C}{2} \int dw \frac{\partial f(w)}{\partial w} \frac{1}{\text{Im}g(w)}. \quad (6.12)$$

We will discuss the numerical evaluation of \( \alpha \) in Sec. VI C. Note that since both \( -\frac{\partial f}{\partial w} \) and \( \text{Im}g(w) \) are positive and even, the integral in the above expression is manifestly positive.

We emphasize that in the above derivation it is crucial that the same \( k - k_F(\omega, T) \) appears in both the spectral function (6.5) and the effective vertex (5.32). As a result the leading contribution to the DC conductivity is dominated by the UV part of the effective vertex due to suppression at \( k_F(\omega, T) \), despite the fact that for \( \nu_k > \frac{1}{2} \) the vertex is generically dominated by the IR part.

Finally note that in writing down (6.11) we have assumed there is a single Fermi surface. In the presence of multiple Fermi surfaces, the contribution from each of them can be simply added together and the one with the largest \( \nu_k \) dominates.

B. Optical conductivity

Let us now look at the optical conductivity, which from (4.49) can be written as

$$\sigma(\Omega) = \frac{-C}{i\Omega} \int \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \times \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - \Omega - \omega_2 - ie} I(\omega_1, \omega_2, \Omega, T) \quad (6.13)$$

where

\[ ^{14}\text{See Appendix F 2 for a discussion of the contribution from oscillatory regions which is again at most of order } O(T^0). \]
\[
I(\omega_1, \omega_2, \Omega, k) = \int_0^\infty dk k^{d-2} \frac{d\Omega d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \frac{d_k^{d-2}}{\Im \Sigma_1 (\omega_1 - \omega_2)} + \frac{d\Omega d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \frac{d_k^{d-2}}{\Im \Sigma_2 (\omega_1 - \omega_2)} \times (b_1 y + \delta) T^{1-2\nu_f} + \lambda_0 (k_F))
\times (b_2 y + \delta) T^{1-2\nu_f} + \lambda_0 (k_F))
\times \frac{\rho_B(\omega_1, k) \rho_B(\omega_2, k)}{\omega_1 - \omega_2 - i\epsilon}
\]

where
\[
\delta = \frac{1}{v_f} (\omega_1 - \omega_2),
\]

\[\Sigma_{1,2} = \Sigma (\omega_{1,2}), \text{ and } b_{1,2} \text{ are some } y \text{-dependent functions of } \omega_1, \omega_2, \Omega \text{ which scale with temperature as } O(T^0). \]

For \( y \sim O(T^0) \) (i.e. away from the Fermi surface) the integrand scales as (6.17). Near the Fermi surface, i.e. in the range \( y \leq O(T) \), as in the analysis of (6.8), due to the fact that \( \Sigma_{1,2} \sim T^{2\nu_f} \), the dominant contribution in the \( y \)-integral comes from the region \( y \sim O(T^{2\nu_f}) \). One then finds a simple scaling that the term proportional to \( \lambda_0^2 (k_F) \) (i.e. the UV part of the vertex) is dominating. The corresponding temperature scaling of (6.19) depends on the range of \( \delta \). For \( \delta \sim O(T^{2\nu_f}) \), one has
\[
I(\omega_1, \omega_2, \Omega, k)|_{FS} \sim \delta \sim O(T^{2\nu_f}) \]

while for \( \delta \sim O(T) \), one finds
\[
I(\omega_1, \omega_2, \Omega, k)|_{FS} \sim \left\{ \begin{array}{l}
\lambda_0^2 (k_F) \nu_k < \frac{1}{2} \\
\lambda_0^2 T^{2\nu_f} \nu_k \geq \frac{1}{2}
\end{array} \right.
\]

To summarize, the contribution from near the Fermi surface is given by
\[
\sigma(\Omega) = -\frac{C \lambda_0^2 (k_F) k_F^{d-2}}{i\Omega} \int \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \rho_B(\omega_1, k) \rho_B(\omega_2, k) \times \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - \omega_2 - i\epsilon}
\]

which is of the form of that for a Fermi liquid in the absence of vortex corrections.

2. Contribution from Fermi surface

Now let us look at the contribution from the Fermi surface in detail and work out the explicit frequency dependence. As discussed above we only need include the UV part of the effective vertex, which gives
\[
f^{(FS)}(\omega_1, \omega_2, \Omega, T) = \lambda_0^2 (k_F) k_F^{d-2} \int \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} \rho_B(\omega_1, k) \rho_B(\omega_2, k).
\]

The latter integral can be done straightforwardly (see Appendix G 2 for details) and gives
\[
f^{(FS)}(\omega_1, \omega_2, \Omega, T) = 2\pi h_1 \lambda_0^2 (k_F) k_F^{d-2} \rho_B(\omega_2, K_2)
\]

\[
= 2\pi h_1 \lambda_0^2 (k_F) k_F^{d-2} \rho_B(\omega_1, K_1)
\]

where \( K_2 = k_F(\omega_1, T) + \Sigma^*(\omega_1) \) and \( K_1 = k_F(\omega_2, T) + \Sigma^*(\omega_2) \). We now plug (6.25) into (6.13) and evaluate one of the frequency integral as follows. Split the integrand into two terms; in the one with the \( f(\omega_2) \), we use the second line of (6.25) and do the \( \omega_1 \) integral, which can be written as
\[
\int \frac{d\omega_1}{2\pi} \frac{\rho_B(\omega_1, K_1)}{\omega_1 - \Omega - \omega_2 - i\epsilon} = G^R(\omega_2, \Omega, K_1)
\]

\[
= \frac{h_1}{\frac{\Omega}{v_f} + \Sigma^*(\omega_2) - \Sigma(\omega_2 + \Omega)}
\]

where in the first line we used the spectral decomposition of the boundary fermionic retarded function \( G^R \) and the second line used (D39). Similarly for the term with \( f(\omega_1) \)
we can use the first line of (6.25) and do the $\omega_2$ integral, which gives
\[
\int \frac{d\omega_2}{2\pi} \rho_p(\omega_2, K_2) \frac{2}{\omega_1 - \Omega - \omega_2 - i\epsilon} = \frac{h_1}{v_F + \Sigma(\omega_1) - \Sigma^*(\omega_1 - \Omega)}.
\]
(6.27)

Combining them together we thus find that
\[
\sigma(\Omega) = C' \int \frac{d\omega}{2\pi} \frac{f(\omega) - f(\omega + \Omega)}{-\omega + v_F + \Sigma(\omega) - \Sigma^*(\omega + \Omega)}
\]
(6.28)

where $C'$ was introduced before in (6.10). It is now manifest from the above equation that in the $\Omega \to 0$, we recover (6.11). This confirms the claim below (4.43) that $S$ in (4.42) vanishes at leading order at low temperatures.

We now work out the qualitative $\Omega$ dependence of (6.28) which has a rich structure depending on the value of $\nu_{k_F}$. As stated earlier we work in the low temperature limit $T \to 0$ with $s = \frac{\Omega}{T}$ fixed.

1. $\nu_{k_F} < \frac{1}{2}$: In this case, we can use the first line of (6.25) and do the $\omega_2$ integral, which gives
\[
\int \frac{d\omega_2}{2\pi} \rho_p(\omega_2, K_2) \frac{2}{\omega_1 - \Omega - \omega_2 - i\epsilon} = \frac{h_1}{v_F + \Sigma(\omega_1) - \Sigma^*(\omega_1 - \Omega)}.
\]
(6.27)

behavior (6.29) and (6.31) are indicative of a system without a scale and with no quasiparticles.

2. $\nu_{k_F} > \frac{1}{2}$: In this case there are two regimes:
   (a) with $u = \frac{\Omega}{T v_F} = \text{fixed}$ and $s = u T^{2\nu_{k_F} - 1} \to 0$, we find (6.28) becomes
\[
\sigma(\Omega) = T^{-2\nu_{k_F}} F_2(u)
\]
(6.33)

with
\[
F_2(u) = \frac{C'}{2\pi i} \int dw \frac{\partial f(w)}{\partial w} \frac{1}{\frac{u}{v_F} + 2i\text{Im}(0)}
\]
(6.34)

Since $\frac{\partial f}{\partial w}$ is peaked around $w = 0$, we can approximate the above expression by setting $g(w)$ to its value at $w = 0$, leading to a Drude form
\[
\sigma(\Omega) \approx \frac{iC'T^{-2\nu_{k_F}}}{2\pi} \frac{1}{\frac{u}{v_F} + 2i\text{Im}(0)} = \frac{\omega_p^2}{\tau - i\Omega}
\]
(6.35)

with
\[
\omega_p^2 = v_F C' \frac{\tau}{2}, \quad \frac{1}{\tau} = 2\text{Im}(0)\nu_{k_F} T^{2\nu_{k_F}}.
\]
(6.36)

This behavior is consistent with charge transport from quasiparticles with a transport scattering rate given by $\tau \propto T^{-2\nu_{k_F}}$. Furthermore, we could interpret $C'$ as proportional to the quasiparticle density. Indeed from (6.10) it is proportional to the area of the Fermi surface. Note that $\lambda_0(k_F)$ in $C'$ can be interpreted as the effective charge of the quasiparticles.

(b) For $s = \frac{\Omega}{T} = \text{fixed}$, the two $\Sigma$ terms in the downstairs of the integrand of (6.28) are much smaller than the $\Omega$ term, and we can then expand in power series of $\Sigma$, with the lowest two terms given by
\[
\sigma(\Omega) = \frac{i\omega_p^2}{\Omega} (1 + T^{2\nu_{k_F} - 1} k(s) + \cdots)
\]
(6.37)

with
\[
k(s) = \frac{v_F}{s} \int dw (f(w) - f(w + s)) \times (g^*(w) - g(w + s)).
\]
(6.38)

In the large $s$ limit using (D46) we find
\[
k(s) \to -a(-2is)^{2\nu_{k_F} - 1}, \quad a = \frac{4v_F h_2 \text{Im}(k_F)}{2\nu_{k_F} + 1}
\]
(6.39)
in which case $\sigma(\Omega)$ (i.e. for $T \ll \Omega \ll \mu$) can be written as

\footnote{Note that in our setup $\mu$ is a UV cutoff scale; thus we always assume $\Omega \ll \mu$.}
\[ \sigma(\Omega) = \frac{i\omega_p^2}{\Omega} - 2a\omega_p^2(-2i\Omega)\nu_f - \cdots. \]  
(6.40)

The leading \(1/\Omega\) piece in (6.37) gives rise to a term proportional to \(\delta(\Omega)\) with a weight consistent with (6.35). The subleading scaling behavior may be interpreted as contribution from the leading irrelevant operator.

Note that in both regimes discussed above the temperature scalings are consistent with those identified earlier in (6.21) and (6.22). For real part of \(\sigma(\Omega)\) we have \(\delta \approx \omega_1 - \omega_2 \approx \Omega\) as constrained by the delta function resulting from the imaginary part of \(1/(\omega_1-\Omega+i\epsilon)\) in (6.23), while for the imaginary part of \(\sigma(\Omega)\) the dominant term (i.e. the term proportional to \(1/\Omega\)) comes from the region \(\omega_1 - \omega_2 \sim O(T^{2\nu_f})\).

(3) \(\nu_f = \frac{1}{2}\): For the marginal Fermi liquid, the \(\Omega\) term in the downstairs of (6.28) is of the same order as \(\Sigma\), and we have

\[ \sigma(\Omega) = T^{-1}F_3 \left( \frac{\Omega}{T}, \log \frac{T}{\mu} \right) \]  
(6.41)

where \(F_2\) can be written as

\[ F_3 = C' \int \frac{dw}{2\pi} \frac{f(w+s) - f(w)}{is} \times \frac{1}{\frac{\omega_f}{v_F} + g(w+s) - g^*(w)} \]  
(6.42)

with \(g(w)\) now given by (D47). Due to time reversal symmetry the real part \(\sigma_1(\Omega)\) of \(\sigma(\Omega)\) is an even function in \(\Omega\) and thus for \(\Omega/T < 1\), one can again approximate \(\sigma(\Omega)\) by a Drude form with the transport scattering time \(\tau \approx \frac{1}{\nu_f}\). For \(\Omega \gg T\), using (D48) we find that

\[ \sigma(\Omega) = \frac{1}{\Omega} \cdot \frac{C'}{2\pi i c_1} \left( \frac{1}{\log \frac{\Omega}{T}} + \frac{1}{(\log \frac{\Omega}{T})^2} \left( \frac{1+i\pi}{2} + \frac{1}{\nu_f c_1} \right) \right) \]

+ \cdots  
(6.43)

which is analogous to (6.31), but with logarithmic modifications. Recall that there are no logarithmic corrections for the DC conductivity (6.11).

C. Numerical coefficients

In this section, we discuss the numerical computation of the conductivities in \(2 + 1\) boundary dimension \((d = 3)\).

1. Optical conductivity

The optical conductivity is given by (6.28) that we copy here for convenience:

\[ \sigma(\Omega) = \frac{C'}{i\Omega} \int \frac{dw}{2\pi} \frac{f(\omega) - f(\omega + \Omega)}{\frac{\omega_f}{v_F} + \Sigma'(\omega) - \Sigma(\omega + \Omega)} \]  
(6.44)

where \(C' = 2\pi \Gamma_0^2 k_F d^{-2} \lambda_0^2(k_F)\). The formula implicitly depends on the bulk fermion mass \(m\) and charge \(q\). We are using this version since it only contains one \(\omega\) integral and it is easier to evaluate than (4.39). In order to compute \(\sigma(\Omega)\) for a fixed \(m\) and \(q\), we need the following quantities:

(i) Fermi momentum: \(k_F(m, q)\).

At \(T = 0\), \(\text{Re}G^{-1}(k, \omega = 0)\) changes its sign at the Fermi momentum. We determine the location of this sign change using the Newton method (up to 40 iterations). The algorithm needs an initial \(k\) value where the search starts. This initial value was set by empirical linear fits on \(k_F(m, q)\). When there were multiple Fermi surfaces, we picked the primary Fermi surface (the one with the largest \(k_F\)).

Computing \(G^{-1}\) involves solving the Dirac equation in the bulk. We used Mathematica’s NDsolve to solve the differential equation using AccuracyGoal/PrecisionGoal = 12...22, and WorkingPrecision = 70. Typical IR and UV cutoffs are \(10^{-12} \ldots 10^{-20} \ldots 10^{-25} \ldots 10^{-40}\), respectively. The resulting \(k_F\) values are typically accurate to the 10th digit.

(ii) Numerator of the Green’s function: \(h_1(m, q)\).

The numerator of the fermionic Green’s function is determined by fitting a parabola on six data points of \(G^{-1}(k, \omega = 0)\) near the Fermi surface (i.e. \(k = k_F - 10^{-5} \ldots k_F + 10^{-5}\)), and then taking the derivative of the parabola at \(k = k_F\). The computation of redundant data points makes the resulting \(h_1\) value somewhat more accurate, but its main function is to monitor the stability of the numerics: whenever the six points are not forming an approximately straight line, we know that the \(k_F\) finding algorithm has failed. In this case, we need to go back and “manually” obtain the value of the Fermi momentum.

(iii) Self-energies: \(\Sigma(\omega; m, q, T)\).

Let \(\tilde{\Sigma}(\omega)\) denote the self-energy at the Fermi surface with the linear \(\frac{\omega_f}{v_F}\) term included. Then,

\[ G_R(\omega, k) = \frac{h_1}{(k - k_F) - \tilde{\Sigma}(\omega)}. \]  
(6.45)

Since we already know \(h_1\) and \(k_F\), we determine \(\tilde{\Sigma}\) by computing the fermionic Green’s function at \(k = k_F\). Computing both \(\tilde{\Sigma}(\omega; m, q, T)\) and \(\tilde{\Sigma}(\omega + \Omega; m, q, T)\) then gives the denominator of (6.44).

(iv) Effective vertex: \(\Lambda(\omega_1, \omega_2, \Omega, k; m, q)\).

The numerical code computed the frequency-dependent \(\Lambda_{\alpha\beta}(\omega_1, \omega_2, \Omega; k; m, q)\) [see (4.26) for an explicit formula] instead of the simpler \(\lambda_0(k_F)\).
We determine $\Lambda(\omega_1, \omega_2, \Omega, k)$ by first numerically computing $K_A(r, \Omega)$, which is the bulk-to-boundary gauge field propagator with ingoing boundary conditions at the horizon. (Note that at $\Omega = 0$ this may be done analytically.) We then compute the spinor propagator with normalizable UV boundary conditions at both $\omega_1$ and $\omega_2$ and also compute the $\Lambda$ integral using a single NDSolve call. The integration proceeds towards the horizon where it oscillates somewhat before converging.

By using the above quantities, we compute the conductivity at a fixed $\Omega$ and $T$ by performing the integral over $\omega$ in \eqref{eq:10}. The Fermi functions suppress the integral exponentially outside a certain window set by the parameters; see Fig. 6. The size of this window can be determined and is used to automatically set the integration limits. The integrand is computed at $15 \ldots 30$ points. We used Mathematica’s parallel computing capabilities in order to compute three data points at the same time.

Figure 7 show the scaling functions $F_{1,2}$ defined in the previous section for $n_{k_F} < \frac{1}{3}$ and $n_{k_F} > \frac{1}{3}$. The behavior in limiting cases agrees with the analysis above.

\section{2. DC conductivity}

The DC conductivity can be computed using \eqref{eq:11}:

\begin{equation}
\sigma_{DC}(T) = -\frac{k_F C}{2} \int d\omega \frac{\partial f(\frac{\omega}{2})}{\partial \omega} h_1^2 \lambda^2(\omega; T) \frac{1}{\text{Im}\Sigma(\omega, k_F, T)}. \tag{6.46}
\end{equation}

The computation of $k_F$, $h_1$ and $\Sigma$ was detailed in the previous subsection. The $\omega$ derivative inside $\lambda(\omega; T)$ is computed by taking the difference of the wave functions with $\Delta \omega = 10^{-6} \ldots 10^{-8}$. The numerical AC conductivity in the zero frequency limit matched the output of the DC conductivity code.

For a given pair $(m, q)$, the DC conductivity is computed at different temperatures between $T = 10^{-4} \ldots 10^{-8}$. Then, the temperature-independent $\alpha$ coefficient is computed by a fit using $\alpha(m, q) = \sigma_{DC}(m, q, T)T^{2\nu_{k_F}}$. In the $m-q$ space, the resolution was $45 \times 45$ with a computation time of approximately 22 hours. The results are seen in Fig. 8. The plot shows log $\sigma_{DC}(T)$ using a color code.

The numerically unstable areas (with error larger than 3%) are colored gray in the figure. For $n_{k_F} > 1.1$ (in the $G_2$ component) the numerical inaccuracies became too large. For $q < 0.3$, the automated $k_F$ finding algorithm typically failed and we had to determine $k_F$ manually.

Note the deep blue line in the $G_1$ spinor component. At these points, the effective vertex $\lambda_0(k_F)$ changes sign and therefore the leading contribution to the DC conductivity vanishes (so does the leading contribution to the optical conductivity since it is also proportional to $\lambda_0$). Since the DC effective vertex is real, this happens along a
codimension 1 line in the \( m-q \) plane. This “bad metal” line crosses the \( \nu_{k_f} = 1/2 \) line at around \( m \sim 0.18 \) and \( q \sim 3.4 \) (not in the figure).

VII. DISCUSSION AND CONCLUSIONS

Despite the complexity of the intermediate steps, the result that we find for the DC conductivity is very simple. One can package all radial integrals into effective vertices in a way that makes it manifest that the actual conductivity is completely determined by the lifetime of the one-particle excitations, as is clear from the formula (6.23).

We should stress that from a field-theoretical point of view this conclusion is not a priori obvious, as the single-particle lifetime measures the time needed for the particle to decay, whereas the conductivity is sensitive to the way in which it decays. For example, if the Fermi quasiparticles are coupled to a gapless boson (as is the case in many field-theoretical constructions of non-Fermi liquids; see e.g. [1,54–70] and references therein), small-momentum scattering is strongly preferred because of the larger phase space available to the gapless boson at smaller momenta. However, this small-momentum scattering does not degrade the current and so contributes differently to the conductivity than it does to the single-particle lifetime, meaning that the resistivity grows with temperature with a higher power than the single-particle scattering rate [64]. Such systems are therefore better metals than one would have guessed from the single-particle lifetime.

In our calculation, the current dissipation is more efficient. To understand why, note that in our gravity treatment the role played by the gapless boson in the above example is instead filled by the \( \text{AdS}_2 \) region. From a field theoretical point of view, our system can be described by a low energy effective action [14,71,72] in which fermionic excitations \( \Psi \) around a free fermion Fermi surface hybridize with those of a strongly coupled sector, which can be considered as the field theory dual of the \( \text{AdS}_2 \) region and was referred to as a semilocal quantum liquid (SLQL) in [73]. See Fig. 9. The SLQL provides a set of fermionic gapless modes to which the excitations around the Fermi surface can decay. In our bulk treatment this process has a nice geometric interpretation in terms of the fermion falling into the black hole, as in Fig. 2. The crucial point is that because of the semilocal nature of the SLQL—as exhibited by the self-energy (6.6)—there are gapless fermionic modes for any momentum.\(^\text{16}\) Thus the phase space for scattering is not sensitive to the momentum transfer, and the conductivity is determined by the one-particle lifetime.

We find that the conductivity at the marginal Fermi liquid point \( \nu_{k_f} = 1/2 \) (when the single-particle spectral
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\(\text{FIG. 8 (color online). The plots show the coefficient log } \alpha(m, q) \text{ for the primary Fermi surface for both spinor components. In the white regions there is no Fermi surface. Black lines indicate half-integer } \nu_{k_f}(m, q). \text{ In the two gray regions in } G_2 \text{ the numerical computations were unreliable (with error greater than 3%).}\)

\(\text{FIG. 9 (color online). The system can be described by a low energy effective action where fermionic excitations } \Psi \text{ around a free fermion Fermi surface hybridize with those in a strongly coupled sector (labeled as SLQL in the figure) described on the gravity side by the } \text{AdS}_2 \text{ region [14,71,72] (see [18] for a more extensive review).}\)

\(\text{\(^\text{16}\)This is similar to that postulated for the bosonic fluctuation spectrum in the MFL description of the cuprates [4]. But an important distinction is that here the gapless modes are fermionic.}\)
function takes the MFL form is consistent with a linear resistivity, just as is observed in the strange metals. The correlation between the single-particle spectral function and the collective behavior and transport properties is a strong and robust prediction of our framework. While it is fascinating that this set of results is self-consistent, we do stress that the marginal $\nu_{k_f} = \frac{1}{2}$ point is not special from our gravity treatment, and more work needs to be done to understand if there is a way to single it out in holography.$^{17}$
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**APPENDIX A: RESISTIVITY IN CLEAN SYSTEMS**

In a translation-invariant and boost-invariant system at finite charge density (without disorder or any other mechanism by which the charge carriers can give away their momentum), the DC resistivity is zero. An applied electric field will accelerate the charges. This statement is well known but we feel that some clarification will be useful. It can be understood as follows. Start with a uniform charge density at rest and in equilibrium, in a frame where

$$j^i = \rho \neq 0, \quad \pi^i = \epsilon \neq 0, \quad T^{ii} = P,$$

$$j^i = 0, \quad \pi^i = T^{ii} = 0;$$

$\epsilon$ is the energy density and $P$ is the pressure. Boost$^{18}$ by a velocity $u^i$ to a frame where

\[ j^i = u^i \rho, \quad \pi^i = u^i (\epsilon + P). \quad (A2) \]

This gives

\[ j^i = \frac{\rho}{\epsilon + P} \pi^i, \quad (A3) \]

which is effectively a constitutive relation. In a nonrelativistic system, the enthalpy $\epsilon + P$ reduces to the mass of the particles. Combining this with conservation of momentum (Newton’s law)

\[ \partial_t \pi^i = \rho E^i \quad (A4) \]

and Fourier transforming gives

\[ j^i(\Omega) = \frac{i \rho^2}{\Omega (\epsilon + P)} E^i(\Omega) \quad (A5) \]

and hence

\[ \Re \sigma(\Omega) = \frac{\pi \rho^2}{\epsilon + P} \delta(\Omega) \quad (A6) \]

plus, in general, dissipative contributions. Note that in systems where the relation $\tilde{J} = \frac{\rho}{\epsilon + P} \tilde{\pi}$ is an operator equation, momentum conservation implies that there are no dissipative contributions, and the conductivity is exactly given by (A6). This is indeed consistent with the leading term we obtained in (2.44).

The Fermi surface contribution which is the main result of the paper does not contain a delta function in $\Omega$, as the Fermi surface current can dissipate via interactions with the $O(N^2)$ bath. Although the total momentum (of the Fermi surface plus bath) is conserved, the time it takes the bath to return momentum given to it by the Fermi surface degrees of freedom is parametrically large in $N$, as in probe-brane conductivity calculations [75]. The DC conductivity we obtain is averaged over a long time that is of $O(N^0)$.

Our discussion here is somewhat heuristic, but a more careful hydrodynamic analysis that also takes into account the leading frequency dependence was performed e.g. in [76], where it was explicitly shown that the presence of impurities broadens this delta function into a Drude peak.

**APPENDIX B: MIXING BETWEEN GRAVITON AND VECTOR FIELD**

In this section we construct the tree-level equations of motion for the coupled vector-graviton fluctuations about the charged black brane background. The action can be written in the usual form,

\[ S = \frac{1}{2 \kappa^2} \int d^{d+1}x \sqrt{-g} \left[ R - 2 \Lambda - \frac{R^2}{2 g_F^2} F_{\mu\nu} F^{\mu\nu} \right]. \quad (B1) \]

with background metric given by

\[ ds^2 = -g_{tt} dt^2 + g_{rr} dr^2 + g_{ij} dx_i^2 \quad (B2) \]
We will denote the r-independent quantity
\[
Q = -E_r\sqrt{-gg''g'''} = \kappa^2\rho \frac{g}{2R^2}
\]
where we have used (2.7).

Now consider small fluctuations
\[
A_M \rightarrow A_0\delta a \rightarrow a_M, \quad g_{MN} \rightarrow g_{MN} + h_{MN}
\]
We seek to determine the equations of motion for these fluctuations; we first use our gauge freedom to set
\[
h_r = a_r = 0.
\]

At quadratic level in fluctuations the Maxwell action can now be written as
\[
S_{EM} = -C_1 \int d^{d+1}x \left[ 1 - \frac{1}{4}\sqrt{-g} f_{MN} f^{MN} \right.
\]
\[
- \frac{1}{2} F_r(\sqrt{-g} g'' g''')_r E_r
\]
\[
- E_r(g'' g''')_r f_{0r} - Q(h_i f_{ir} + h_i f_{ri}) \] (B7)
with
\[
C_1 = \frac{2R^2}{g f R^2}, \quad f_{MN} = \partial_M a_N - \partial_N a_M.
\]
The canonical momentum for \(a_\mu\) is then given by
\[
\pi^i = \frac{1}{C_1} \frac{\delta S}{\delta \partial_t a_i} = -\sqrt{-gg'} g'' f_{0r} - Q h_i
\]
(B9)
\[
\pi^r = -\sqrt{-gg'} g'' f_{0r} + (\sqrt{-gg'} g''')_r E_r.
\]
(B10)
The equation for \(a_r\) is essentially the Gauss law constraint in the bulk and leads to the conservation of this canonical momentum,
\[
\partial_\mu \pi^\mu = 0.
\]
(B11)
Finally, the dynamical equations for \(a_i\) are
\[
- \partial_r \pi^r + \sqrt{-g} \partial_v \pi^r = 0.
\]
(B12)

We turn now to the gravitational fluctuations. At this point it is helpful to specialize to the zero momentum limit; i.e. all fluctuations depend only on \(t\) and \(r\). Now all spatial directions are the same, and so we pick one direction (calling it \(y\)) and focus only on \(h_y\), with \(\alpha = (t, r)\), and where the indices are raised by the background metric. We will then find a set of coupled equations for \(a_y\) and \(h_y\) (and \(a_r\) and \(h_y\), which will be set to zero in the end). The relevant equations then become

\[
\partial_\mu \pi^\mu = 0.
\]

**APPENDIX C: SPINOR BULK-TO-BULK PROPAGATOR**

In this appendix we derive the spinor bulk-to-bulk propagator. For simplicity of exposition we focus on the case when the dimension \(d\) of the boundary theory is odd; the correspondence between bulk and boundary spinors is different when \(d\) is even, and though a parallel treatment can be done we shall not perform it here. We denote by \(N\) the dimension of the bulk spinor representation; in the case that \(d\) is odd we have \(N = 2^{d-1}\). Our treatment will essentially apply to any asymptotically AdS spacetime with planar slicing and a horizon in the interior; the criterion of asymptotically AdS is important only in the precise choice of UV boundary conditions and can be easily modified if necessary.

**1. Spinor equations**

We begin with the bulk spinor action:
\[
S = -i \int d^{d+1}x \sqrt{-g} \bar{\psi} (\gamma^M D_M - m) \psi
\]
(C1)
where \( \tilde{\psi} \equiv \psi^{\dagger} \Gamma^{\gamma} \). From here we can derive the usual Dirac equation,

\[
(\Gamma^{M} D_{M} - m)\psi = 0, \tag{C2}
\]

where the derivative \( D_{M} \) is understood to include both the spin connection and couplings to background gauge fields

\[
D_{M} = \partial_{M} + \frac{1}{4} \omega_{abM} \Gamma^{ab} - i q A_{M}. \tag{C3}
\]

The abstract spacetime indices are \( M, N \ldots \) and the abstract tangent space indices are \( a, b, \ldots \). The index with an underline denotes that in tangent space. Thus \( \Gamma^{a} \) denotes gamma matrices in the tangent frame and \( \Gamma^{M} \) those in curved coordinates. Note that

\[
\Gamma^{M} = \Gamma^{a} e_{a}^{M}. \tag{C4}
\]

The nonzero spin connections for (2.2) and (2.3) are given by

\[
\omega_{\underline{\alpha} \underline{\beta}} = -\frac{1}{2} g_{\underline{\alpha} \underline{\beta}}^{(t)} \sqrt{g^{rr}} e^{r}, \quad \omega_{\underline{\alpha} \underline{\beta}} = \frac{1}{2} g_{\underline{\alpha} \underline{\beta}}^{(t)} \sqrt{g^{rr}} e^{r}, \tag{C5}
\]

with

\[
e^{r} = \frac{1}{2} g_{\underline{t} \underline{t}}^{(t)} dt, \quad e^{r} = \frac{1}{2} g_{\underline{t} \underline{t}}^{(t)} dx^{l}. \tag{C6}
\]

From the above one finds that

\[
\frac{1}{4} \omega_{abM} \Gamma^{ab} = \frac{\gamma^{r}}{4} \partial_{r} \log (-g^{rr}) \equiv U(r) \gamma^{r}. \tag{C7}
\]

In momentum space the Dirac equation (C2) can then be written explicitly as

\[
[-i(\omega + q A_{t}) \Gamma^{r} + ik \gamma^{r} + \Gamma^{r}(\partial_{r} + U) - m] \psi(\omega, \vec{k}, r) = 0 \tag{C8}
\]

whose conjugate can be written as

\[
\tilde{\psi}[-i(\omega + q A_{t}) \Gamma^{r} + ik \gamma^{r} + (\partial_{r} - U) \Gamma^{r} - m] = 0. \tag{C9}
\]

Applying (C8) and (C9) to \( \psi_{\gamma} \) and \( \tilde{\psi}_{\gamma} \) in (4.31) respectively and using (C7), one can readily derive (4.31).

2. Green’s functions

We define the retarded and advanced bulk-to-bulk propagator as

\[
D_{R}(t, \vec{x}; r, r') = i \theta(t)\langle \{ \psi(t, \vec{x}, r), \tilde{\psi}(0, r') \} \rangle \tag{C10}
\]

\[
D_{A}(t, \vec{x}; r, r') = -i \theta(-t)\langle \{ \psi(t, \vec{x}, r), \tilde{\psi}(0, r') \} \rangle \tag{C11}
\]

whose Fourier transform along boundary directions satisfy the equation

\[
(\Gamma^{M} D_{M} - m)D_{R,A}(r, r'; \omega, \vec{k}) = -\frac{i}{\sqrt{-g}} \delta(r - r'). \tag{C12}
\]

In the above equations we have suppressed the bulk spinor indices which we will do throughout the paper. The spectral function \( \rho(r_{1}, r_{2}; \omega, \vec{k}) \) is defined by

\[
\rho(r, r', \omega, \vec{k}) = -i D_{R}(r, r', \omega, \vec{k}) - D_{A}(r, r', \omega, \vec{k}). \tag{C13}
\]

The Euclidean two-point function is related to \( D_{R} \) by the standard analytic continuation

\[
D_{E}(r, r'; i\omega_{m}, \vec{k}) = D_{R}(r, r'; \omega = i\omega_{m}, \vec{k}) \tag{C14}
\]

and satisfies the spectral decomposition

\[
D_{E}(r, r'; i\omega_{m}, \vec{k}) = \int \frac{d\omega}{2\pi} \frac{\rho(r, r'; \omega, \vec{k})}{i\omega_{m} - \omega}. \tag{C15}
\]

We define the corresponding boundary retarded and advanced Green’s functions as follows:

\[
G_{R}^{a}(t, \vec{x}) = i \theta(t)\langle \{ O_{a}(t, \vec{x}), O_{b}^{\dagger}(0) \} \rangle \tag{C16}
\]

\[
G_{A}^{a}(t, \vec{x}) = -i \theta(-t)\langle \{ O_{a}(t, \vec{x}), O_{b}^{\dagger}(0) \} \rangle \tag{C17}
\]

where \( O \) is the boundary operator dual to the bulk field \( \psi \) and \( a, \beta \) are boundary spinor indices. The boundary spectral function \( \rho_{B} \) is defined by

\[
G^{R}(\omega, \vec{k}) - G^{A}(\omega, \vec{k}) = i \rho_{B}(\omega, \vec{k}), \tag{C18}
\]

and is Hermitian:

\[
\rho_{B}^{\dagger} = \rho_{B}. \tag{C19}
\]

From (C16) the linear response relation is

\[
\langle O(k) \rangle = G^{R}(k) \gamma^{\gamma} \chi(k) \tag{C20}
\]

where \( \chi \) denotes a source, \( \gamma^{\gamma} \) is the boundary gamma matrix, and we have suppressed the spinor indices.

Our convention for bulk Gamma matrices is that

\[
(\Gamma^{\gamma})^{\dagger} = \Gamma^{\gamma} \Gamma^{3}, \quad (\Gamma^{3})^{2} = -1 \tag{C21}
\]

and for boundary ones

\[
(\gamma^{\gamma})^{2} = -1, \quad (\gamma^{\gamma})^{\dagger} = -\gamma^{\gamma}. \tag{C22}
\]

As mentioned earlier we will focus on odd \( d \), for which case, there is also a \( \Gamma^{3} \) in the bulk which anticommutes with all the \( \Gamma^{a} \)’s and satisfies

\[
(\Gamma^{5})^{\dagger} = \Gamma^{5}, \quad (\Gamma^{5})^{2} = 1. \tag{C23}
\]

3. Bulk solutions

We begin by recalling how to obtain the boundary retarded Green’s function and some properties of the solutions to the Dirac equation (C2) (see also [28]).

Near the horizon \( r_{0} \), it is convenient to choose the infalling and outgoing solutions as the basis of wave functions
where $\sigma (r) \equiv - \int d \sqrt{g(r)} \sqrt{g''}$, and $\xi_a$ are constant basis spinors, which satisfy the constraint
\begin{equation}
(1 \mp \Gamma \Gamma^*) \xi_a^{\text{in}, \text{out}} = 0.
\end{equation}
The index $a$ labels different independent solutions. From the above equation clearly we have $a \in \{ 1 \ldots N \}$. Equation (C25) also implies that for any $a, b$
\begin{equation}
\tilde{\psi}_a^\text{in} \Gamma \mathbf{r} \psi^\text{out}_b = 0.
\end{equation}
We will normalize
\begin{equation}
\xi_a^{\text{in}} \xi_b^{\text{in}} = \delta_{ab}, \quad \xi_a^{\text{out}} \xi_b^{\text{out}} = \delta_{ab}.
\end{equation}

Near the boundary $r \to \infty$ it is convenient to consider purely normalizable $\psi$ and purely non-normalizable $\gamma$ solutions defined respectively by
\begin{equation}
\psi_\alpha (r \to \infty) \to \xi_{\alpha}^- r^{-mR-d/2}
\end{equation}
\begin{equation}
\gamma_\alpha (r \to \infty) \to \xi_{\alpha}^+ r^m R-d/2
\end{equation}
where $\xi_{\alpha}^\pm$ are constant spinors which satisfy
\begin{equation}
(1 \mp \Gamma^*) \xi_{\alpha}^\pm = 0.
\end{equation}
Again index $\alpha$ labels different solutions and runs from 1 to $N$ (as the two different eigenspaces of $\Gamma^*$ span the full spinor space). Since the normalizable and non-normalizable solutions correspond to boundary operator and source respectively, $\alpha$ can be interpreted as the boundary theory spinor index. We choose the normalization
\begin{equation}
\xi_{\alpha}^{\text{in}, \text{out}} = \delta_{\alpha \beta}
\end{equation}
and have the following completeness relation:
\begin{equation}
\sum_a \xi_a^{\pm} \xi_a^{\pm} = \frac{1}{2} \left( 1 \mp \Gamma^* \right).
\end{equation}
It is also convenient to choose
\begin{equation}
\xi_{\alpha}^+ = \Gamma^3 \xi_{\alpha}^-
\end{equation}
where $\Gamma^3$ was introduced earlier around (C23). The boundary gamma matrices can then be defined as
\begin{equation}
\gamma_{\alpha \beta}^\mu = - i (\xi_{\alpha}^+) \Gamma^a \xi_{\beta}^a
\end{equation}
Now expand the infalling solutions in terms of $\psi_\alpha$ and the $\gamma_\alpha$
\begin{equation}
\gamma_\alpha^{\text{in}} = \gamma_\alpha A_{\alpha a} + \psi_\alpha B_{\alpha a}
\end{equation}
where $A$ and $B$ are both $N \times N$ matrices that connect the infalling and boundary solutions. Identifying $A$ with the source $\chi$ (C20), with $\gamma'$ defined as in (C34), one can then check$^{19}$ that $B$ can be identified precisely with $(\bar{O})$. It then follows that the boundary theory spinor retarded Green’s function $G_R$ can be written as
\begin{equation}
(G_R \gamma')_{\alpha \beta} = (BA^{-1})_{\alpha \beta}
\end{equation}
with $\gamma'$ the boundary theory gamma matrix. This is the covariant generalization of expressions given previously for the boundary fermion Green’s function$^{[28]}$, and will be useful in what follows. One can find the advanced boundary theory correlator by using outgoing solutions and their corresponding outgoing expansion coefficient matrices $B$, $A$ in (C36).

We now compute some Wronskians that we will need later. Note first that by using the Dirac equation (C2) we can show that for any two radial solutions $\psi_1 (r), \psi_2 (r)$ evaluated at the same frequency and momentum, the Wronskian $W[ \psi_1, \psi_2 ]$ defined as
\begin{equation}
W[ \psi_1, \psi_2 ] \equiv \sqrt{-g} g^{\mu \nu} \Gamma^\nu \psi_1 (\omega, k) \Gamma^\mu \psi_2 (\omega, k)
\end{equation}
is a radial invariant, i.e. $\partial_r W = 0$. Using (C28) and (C29) at $r = \infty$ one then finds that
\begin{equation}
W[ \psi_\alpha, \gamma_\beta ] = \bar{\xi}_{\alpha}^+ \Gamma^\mu \xi_{\beta}^a = \bar{\xi}_{\alpha}^a \xi_{\beta}^+ = i \gamma^a_{\alpha \beta}
\end{equation}
\begin{equation}
W[ \gamma_\alpha, \psi_\beta ] = - W[ \gamma_\alpha, \psi_\beta ].
\end{equation}
where we have used (C34). It can also be readily checked that
\begin{equation}
W[ \psi_\alpha, \psi_\beta ] = W[ \gamma_\alpha, \gamma_\beta ] = 0
\end{equation}
and
\begin{equation}
W[ \psi_\alpha, \psi_\beta ] = 0.
\end{equation}

Also note that
\begin{equation}
W[ \psi_\alpha, \psi_\beta ] = i (\gamma' A)_{\alpha a}, \quad W[ \gamma_\alpha, \psi_\beta ] = - i (\gamma' B)_{\alpha a}.
\end{equation}

We can also expand the outgoing solutions as
\begin{equation}
\psi^\text{out}_a = \gamma_\alpha \tilde{A}_{aa} + \psi_\alpha \tilde{B}_{aa},
\end{equation}
with
\begin{equation}
W[ \psi_\alpha, \psi^\text{out}_a ] = i (\gamma' \tilde{A})_{\alpha a},
\end{equation}
\begin{equation}
W[ \gamma_\alpha, \psi^\text{out}_a ] = - i (\gamma' \tilde{B})_{\alpha a}.
\end{equation}

Using the above Wronskians we can also write
\begin{equation}
\psi_\alpha = i \psi^{\text{in}}_\alpha (A^+ \gamma')_{\alpha a} - i \psi^\text{out}_\alpha (\bar{A}^+ \gamma')_{\alpha a}.
\end{equation}

4. Constructing the propagator

We are now ready to construct the bulk-to-bulk retarded propagator $D_k$ which satisfies Eq. (C12) together with the boundary conditions that as either argument $r$ or $r' \to r_0$ the propagator should behave like an infalling wave in (C24), and similarly as $r$ or $r' \to \infty$ the propagator should

---

$^{19}$As discussed e.g. in [28], $(\bar{O})$ should be identified with the boundary value of the canonical momentum conjugate to $\psi$. 
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be normalizable as in (C28). Note that the Dirac operator in (C12) above acts only on the left index of the propagator (which is a matrix in spinor space) and on the argument \( r \); if we can demonstrate that the propagator indeed satisfies this equation then it will also satisfy the corresponding equation with the differential operator acting from the right and as a function of \( r' \), by the equality of left and right inverses. Thus we will only explicitly show that the operator satisfies the equation in \( r \). For the advanced propagator \( D_A \), the only difference is that the propagator should behave like an outgoing wave at the horizon.

With the benefit of hindsight, we now simply write down the answer for the bulk-to-bulk retarded and advanced propagator

\[
D_{RA}(r, r' ; \omega, k) = \psi_\alpha(r) G^R_{\alpha \beta}(\omega, k) \overline{\psi}_\beta(r')
\]

(C45)

where in the first equality we have used (C38). This is then consistent with (C50). Similarly contracting (C50) to the left with \( \overline{\psi}_\sigma \) we find

\[
- i W[\psi_\sigma, \gamma_\alpha] \gamma^\alpha_{\alpha \beta} \overline{\psi}_\beta = - (\gamma^\alpha_{\alpha \beta}) \overline{\psi}_\beta = \overline{\psi}_\sigma,
\]

(C51)

which is again satisfied. Note that since \( \psi_\sigma \) and \( \gamma_\alpha \) altogether form a complete basis, we have now verified the full matrix equation (C50), and thus the propagator proposed in (C45) is indeed correct.

Now given (C45), taking the difference between \( D_R \) and \( D_A \), from (C13) and (C18) we thus find that

\[
\rho(r, r' ; \omega, k) = \psi_\alpha(r) \rho^\alpha_{\alpha \beta}(\omega, k) \overline{\psi}_\beta(r')
\]

(C53)

which \( \rho \) and \( \rho_B \) are respectively the bulk and boundary spectral density. This is the expression used in (4.12).

**APPENDIX D: BOUNDARY SPINOR SPECTRAL FUNCTIONS**

In this appendix we specialize the discussion of the previous appendix to \( d = 3 \) in an explicit basis and review the boundary retarded Green’s function derived in [14].

We choose the following basis of bulk Gamma matrices:

\[
\Gamma^\alpha = \begin{pmatrix} -\sigma^3 & 0 \\ 0 & -\sigma^3 \end{pmatrix}, \quad \Gamma^\alpha_i = \begin{pmatrix} i\sigma^1 & 0 \\ 0 & i\sigma^1 \end{pmatrix}, \quad \Gamma^\alpha_a = \begin{pmatrix} 0 & \sigma^2 \\ -i\sigma^2 & 0 \end{pmatrix}
\]

(D1)

with

\[
\Gamma^5 = \begin{pmatrix} 0 & i\sigma^2 \\ -i\sigma^2 & 0 \end{pmatrix}
\]

(D2)

Writing

\[
\psi = -(g g^r)^{-1} e^{-i\omega t + ik_x x} \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix}
\]

(D3)

and choosing the momentum to be along the \( x \)-direction with \( k_x = k \), the corresponding Dirac equation (C2) can be written as

\[
(i \sqrt{g} \sigma^a \partial_r + m \sigma^3) \Psi_a = (i \sqrt{g} \sigma^a \partial_r u + (1/2) \sqrt{g} k \sigma^a) \Psi_a
\]

(D4)

with \( u = \omega + qA \), and \( \alpha = 1, 2 \). Note that (D1) is chosen so that \( \Psi_{1,2} \) decouple from each other and Eq. (D4) is real for real \( \omega, k \).

The infalling solutions \( \psi_\alpha^{in} \) can be written in terms of those of (D4),
\[ \psi_1^{in} = (-g^{rr})^{-\frac{i}{2}} e^{-i\omega t + ik_x} \left( \begin{array}{c} \Psi_1^{in} \\ 0 \end{array} \right), \]
\[ \psi_2^{in} = (-g^{rr})^{-\frac{i}{2}} e^{-i\omega t + ik_x} \left( \begin{array}{c} 0 \\ \Psi_2^{in} \end{array} \right), \]
and \( \Psi_\alpha^{in} \) can in turn be expanded near the boundary as
\[ \Psi_\alpha^{in} \xrightarrow{r \to \infty} A_\alpha r^m R \]
\[ \left( \begin{array}{c} 0 \\ 1 \end{array} \right) + B_\alpha r^{-m} R \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \quad \alpha = 1, 2. \]
We choose the constant spinors in (C28) and (C29) to satisfy (C33)
\[ \xi^-_1 = \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array} \right), \quad \xi^-_2 = \left( \begin{array}{c} 0 \\ 1 \\ 0 \\ 0 \end{array} \right), \]
\[ \xi^+_1 = \left( \begin{array}{c} 0 \\ 0 \\ 1 \\ 0 \end{array} \right), \quad \xi^+_2 = \left( \begin{array}{c} 0 \\ 0 \\ 0 \\ 1 \end{array} \right), \]
and the corresponding boundary Gamma matrices (C34) are given by
\[ \gamma^i = -i\sigma^2, \quad \gamma^1 = -\sigma^1, \quad \gamma^i = -\sigma^3. \]
The matrices \( A \) and \( B \) introduced in (C35) are then given by
\[ A = \left( \begin{array}{cc} 0 & A_2 \\ -A_1 & 0 \end{array} \right), \quad B = \left( \begin{array}{cc} B_1 & 0 \\ 0 & B_2 \end{array} \right) \]
and from (C36) the boundary retarded function is diagonal with components given by
\[ G_R^{\alpha\alpha}(\omega, k) = \frac{B_\alpha}{A_\alpha}, \quad \alpha = 1, 2. \]
The set of normalizable and non-normalizable solutions introduced in (C28) and (C29) can be written more explicitly as
\[ \psi_1 = (-g^{rr})^{-\frac{i}{2}} \left( \begin{array}{c} \Phi_1 \\ 0 \end{array} \right), \quad \psi_2 = (-g^{rr})^{-\frac{i}{2}} \left( \begin{array}{c} 0 \\ \Phi_2 \end{array} \right) \]
and
\[ \Phi_1 = (-g^{rr})^{-\frac{i}{2}} \left( \begin{array}{c} \phi_1 \\ 0 \end{array} \right), \quad \Phi_2 = (-g^{rr})^{-\frac{i}{2}} \left( \begin{array}{c} 0 \\ \phi_2 \end{array} \right) \]
where \( \Phi_{1,2} \) and \( \phi_{1,2} \) are two-component bulk spinors defined by
\[ \Phi_\alpha(r \to \infty) \xrightarrow{r \to \infty} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) r^{-m} R \]
\[ \phi_\alpha(r \to \infty) \xrightarrow{r \to \infty} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) r^{-m} R. \]
Let us now briefly summarize the low temperature and frequency behavior of \( \Psi_\alpha \) and \( G_R^\alpha \) [14] which are needed for understanding the scaling behavior of the effective vertex and conductivities. The regime we are interested in is
\[ T \to 0, \quad \omega = \frac{\omega}{T} \text{ fixed.} \]
The discussion proceeds by dividing the radial direction into inner and outer regions, which is rather similar to that of the vector field in Sec. II B. For definiteness below we will consider \( \alpha = 1 \) in (D4) and drop the subscript 1.

### 1. Boundary retarded function
To leading order in \( T \) in the limit of (D15), the Dirac equation (D4) in the inner region reduces to that in the near-horizon metric (2.18) with \( w \) as the frequency conjugate to \( \tau \). In particular, the spinor operator develops an IR scaling dimension given by
\[ \nu_k = \sqrt{m_k^2 R^2 - e_1^2 q^2 - i\epsilon}, \quad m_k^2 = m^2 + \frac{k^2 R^2}{r_s}. \]
Near the boundary of the inner region (i.e. \( \xi \to 0 \)), the solutions to (D4) behave as \( \xi^{\pm \nu_k} \) and we can choose the basis of solutions specified by their behavior near \( \xi \to 0 \) (which also fixes their normalization)
\[ \Psi^-_I \rightarrow v_+ (\frac{TR_2}{r_r})^{\nu_k} \xi^{\nu_k}, \quad \xi \to 0. \]
where \( v_\pm \) are some constant spinors (independent of \( \xi \) and \( \omega \)). The retarded solution for the inner region can be written as [14]
\[ \Psi_I^\text{ret}(\xi, w) = \Psi_I^+ + G_k(w) \Psi_I^- . \]
where \( G_k(w) \) is the retarded function for the spinor in the AdS_2 region [14] and will be reviewed at the end of this section.\(^\text{20}\)
In the outer region we can expand the solutions to (D4) in terms of analytic series in \( \omega \) and \( T \). In particular, the zeroth order equation is obtained by setting \( \omega = 0 \) and \( T = 0 \) (i.e. the background metric becomes that of the extremal black hole). Examining the behavior the resulting equation near \( r = r_+ \), one finds that \( \Psi \sim (r - r_+)^{\nu_k} \), which matches with those of the inner region in the cross-over region (2.25). It is convenient to use the basis which is specified by the boundary condition

\(^{20}\)Note that due to normalization difference \( G_k(w) \) defined here differs from (D28) of [14] by a factor \( T^{2\nu_k} \).
\(\Psi^{(0)}_{\pm} \rightarrow v_{\pm} \left( \frac{r - r_e}{R^2} \right)^{\pm \nu_s} \quad r \rightarrow r_e. \) (D19)

Once the zeroth order solutions are specified, higher order solutions \(\Psi^{(n)}_{\pm}(r)\) can then be determined uniquely from \(\Psi^{(0)}_{\pm}\) using perturbation theory, and the two linearly independent solutions \(\Psi_{\pm}\) can be written as,

\[
\Psi_{\pm}(r) = \sum_{n=0}^{\infty} \omega^n \Psi^{(n)}_{\pm}(r) \quad \text{(D20)}
\]

where for economy of notation, we have left implicit the expansion in \(T\). Comparing (D17) and (D19), in the overlapping region we have the matching

\[
\Psi_{\pm} = T^{\nu_s} \Psi_{T}^{\pm}. \quad \text{(D21)}
\]

\(\Psi_{\pm}\) can be expressed in terms of the set of normalizable and non-normalizable solutions introduced in (D13) and (D14) (recall that all quantities here refer to \(\alpha = 1\))

\[
\Psi_{\pm} = b_{\pm} \Phi + a_{\pm} \phi \quad \text{(D22)}
\]

where from (D20), \(a_{\pm}, b_{\pm}\) can be expanded in perturbative series in \(\omega\) and \(T\), with the zeroth order expressions denoted by \(a^{(0)}_{\pm}, b^{(0)}_{\pm}\) which are functions of \(k\) only.

Using (D18), (D21), (D10), and (D22), now the full retarded boundary Green’s function can then be written as [14]

\[
G^R(\omega, k) = \frac{b_+ + \hat{G}_k T^{2\nu_s} b_-}{a_+ + \hat{G}_k T^{2\nu_s} a_-} \quad \text{(D23)}
\]

which implies that the corresponding spectral function scales with temperature as

\[
\rho_B \equiv 2 \Im G^R \sim T^{2\nu_s}. \quad \text{(D24)}
\]

2. Normalizable solution

Let us now turn to the low energy behavior of the bulk normalizable solution \(\Phi\). Using (D22), \(\Phi\) can be written in the outer region as

\[
\Phi(r; \omega) = \frac{1}{W} (a_+(\omega) \Psi_- (r; \omega) - a_- (\omega) \Psi_+ (r; \omega)) \quad \text{(D25)}
\]

where

\[
W \equiv a_+ b_- - a_- b_+. \quad \text{(D26)}
\]

The Wronskian for Eq. (D4) is

\[
W[\eta_1, \eta_2] = \eta_1^* \sigma^2 \eta_2 \quad \text{(D27)}
\]

where \(\eta_{1,2}\) are two solutions. Applying it to \(\Psi_{\pm}\) we find that

\[\text{Note that as } r \rightarrow r_e, \Psi^{(n)}_{\pm}(r) \sim (r - r_e)^{\pm \nu_s - n}.\]

Normalizing \(\Psi_{\pm}\) so that the constant on the right-hand side of the above equation is \(\omega\)-independent, then after inserting the \(\omega\) expansion (D20) of \(\Psi_{\pm}\), Eq. (D28) must be saturated by the zeroth order term and all the coefficients of higher order terms on the left-hand side must be zero, e.g. at first order in \(\omega\),

\[
\Psi^{(0)}_+ a^2 \Psi^{(1)}_+ + \Psi^{(1)}_+ a^2 \Psi^{(0)}_+ = 0. \quad \text{(D29)}
\]

Furthermore, equating the value of \(W[\Psi_+, \Psi_-]\) at \(r = r_e\) and at \(r = \infty\) we conclude that

\[
W = -i v_T^* \sigma^2 v_- \quad \text{(D30)}
\]

which is \(\omega\)-independent.

Expanding (D25) in \(\omega\) we find that in the outer region \(\Phi\) can be written as

\[
\Phi = \Phi^{(0)} + \omega \Phi^{(1)} + \cdots \quad \text{(D31)}
\]

where

\[
\Phi^{(0)} = \frac{1}{W} (a^{(0)}_+ \Psi^{(0)}_- - a^{(0)}_- \Psi^{(0)}_+), \quad \text{(D32)}
\]

and

\[
\Phi^{(1)} = \frac{1}{W} (a^{(1)}_+ \Psi^{(0)}_- + a^{(0)}_+ \Psi^{(0)}_+ - a^{(1)}_- \Psi^{(0)}_+ - a^{(0)}_- \Psi^{(1)}_+). \quad \text{(D33)}
\]

The expression for \(\Phi\) in the inner region can then be obtained from matching as

\[
\Phi(\xi; w, T) = \frac{1}{W} (a_+ T^{-\nu_s} \Psi^+_T (\xi; w) - a_- T^{\nu_s} \Psi^-_T (\xi, w)) \quad \text{(D34)}
\]

with the lowest order term given by

\[
\Phi(\xi; w, T) = \frac{a^{(0)}_+}{W} T^{-\nu_s} \Psi^+_T + \cdots \quad \text{(D35)}
\]

3. Near a Fermi surface

At a Fermi surface \(k = k_F\) we have [14]

\[
a^{(0)}_+ (k_F) = 0 \quad \text{(D36)}
\]

and (D35) does not apply. Near \(k_F\) we have the expansion

\[
a_+(k, \omega, T) = c_1 (k - k_F) - c_2 \omega + c_3 T + \cdots \quad \text{(D37)}
\]

where \(c_1 = \delta_{k \omega} a^{(0)}_+(k_F), c_2 = -a^{(1)}_+(k_F).\) Thus near \(k_F\), in the inner region the leading behavior for \(\Phi(\xi; w, T)\) becomes

\[
\Phi(\xi; w, T) = \frac{1}{W} [a_+(k, \omega, T) T^{-\nu_s} \Psi^+_T (\xi; w) - a^{(0)}_+(k_F) T^{\nu_s} \Psi^+_T (\xi, w)] \quad \text{(D38)}
\]
where the coefficient of the first term \(a_+(k, \omega, T)\) should be now understood as given by (D37).

Finally let us look at the behavior of the retarded Green’s function (D23) near a Fermi surface (D36), which can be written as

\[
G^R = \frac{h_1}{k - k_F(\omega, T) - \Sigma(\omega, k)}.
\]  

(D39)

\(k_F(\omega, T)\) in (D39) is defined as the zero of (D37), i.e. \(a_+(k_F(\omega, T)) = 0\) and can be considered as a generalized Fermi momentum

\[
k_F(\omega, T) \equiv k_F + \frac{1}{v_F} \omega - \frac{c_3}{c_1} T + \cdots
\]  

(D40)

where \(v_F \equiv \frac{c}{c_2}\) is positive for \(\nu_{k_F} > \frac{1}{2}\). \(\Sigma(\omega, k)\) is given by

\[
\Sigma = h_2 T^{2\nu_F} \tilde{G}_k\left(\frac{\omega}{T}\right)
\]  

(D41)

and \(h_1, h_2\) are positive constants whose values are known numerically. The spectral function can be written as

\[
\rho_B = 2\text{Im}G^R = \frac{2h_1 \text{Im} \Sigma}{(k - k_F(\omega, T) - \text{Re} \Sigma)^2 + (\text{Im} \Sigma)^2}.
\]  

(D42)

For notational convenience we write

\[
\Sigma(\omega, T; k_F) = T^{2\nu_F} g\left(\frac{\omega}{T}; k_F\right)
\]  

(D33)

where the explicit expression for \(g\) can be obtained from that of \(\tilde{G}_k\) given in Appendix D of [14]

\[
g\left(\frac{\omega}{T}; k_F\right) = h_2 (4\pi)^{2\nu_F} c(k) \frac{\Gamma\left(1 + \nu_k - \frac{i\omega}{2\pi T} + i q e_d\right)}{\Gamma\left(1 - \nu_k - \frac{i\omega}{2\pi T} + i q e_d\right)}
\]  

(D44)

with \(c(k)\) given by

\[
c(k) = \frac{\Gamma(-2\nu_k)\Gamma(1 + \nu_k - i q e_d) \eta_k - \nu_k}{\Gamma(2\nu_k)\Gamma(1 - \nu_k - i q e_d) \eta_k + \nu_k}
\]  

(D45)

and \(\eta_k = m R + i \frac{k R R}{r_c^2} - i q e_d\). \(g\) approaches a constant as \(w = \omega/T \rightarrow 0\) and as \(w \rightarrow \infty\)

\[
g(w) \rightarrow h_2 e^{-\pi\nu_F} c(k)(2w)^{2\nu_F}.
\]  

(D46)

For the marginal Fermi liquid case, \(\nu_{k_F} = \frac{1}{2}\), the above expressions should be modified. Instead one finds that

\[\text{Note that the sign of the second term in } \eta \text{ depends on which component of the spinor we are looking at. Here the sign is for the first component. Also note that the definitions of } c(k) \text{ and } h_2 \text{ differ by a phase factor from those used in [14]. In particular, the definition of } h_2 \text{ in (D41) ensures it is positive as discussed in Appendix D4 of [14].}\]

\[\text{APPENDIX E: COUPLINGS TO GRAVITON AND VECTOR FIELD}\]

In this section we determine the couplings of a spinor to graviton and gauge field fluctuations; these are necessary to construct the bulk vertex. We consider a free spinor field with the action

\[
S = -\int d^{d+1}x \sqrt{-g} \left(\tilde{\psi} \Gamma^\mu D_\mu \psi - m \tilde{\psi} \psi\right)
\]

(E1)

\[
= \int d^{d+1}x \sqrt{-g} L
\]

where \(\tilde{\psi} = \psi^\dagger \Gamma^2\). We now consider a perturbed metric of the form

\[
ds^2 = -\tilde{g}_{\mu\nu} dt^2 + h(dy + b dt)^2 + g_{rr} dr^2 + h dx_i^2
\]  

(E2)

with

\[
b = h_i^r, \quad \tilde{g}_{tt} = g_{tt} + h b^2.
\]  

(E3)

The new spin connections are given by

\[
\omega_{2\hat{r}} = f_2 e^{\hat{z}}
\]

(E4)

\[
\omega_{2\hat{z}} = -\tilde{f}_0 e^{\hat{t}} + f_2 e^{\hat{z}}
\]

(E5)

\[
\omega_{2\hat{z}} = f_1 e^{\hat{t}} + f_2 e^{\hat{z}}
\]

(E6)

\[
\omega_{2\hat{r}} = f_1 e^{\hat{t}}
\]

(E7)

with

\[
f_1 = \frac{1}{2} \sqrt{\frac{g_{rr}}{2 h}}, \quad f_2 = \frac{1}{2} \sqrt{\frac{h}{g_{rr} \tilde{g}_{tt}}} b', \quad \tilde{f}_0 = \frac{1}{2} \frac{\tilde{g}_{rr}'}{\tilde{g}_{tt}'}
\]

(E8)

and

\[\text{Note that the sign of the second term in } \eta \text{ depends on which component of the spinor we are looking at. Here the sign is for the first component. Also note that the definitions of } c(k) \text{ and } h_2 \text{ differ by a phase factor from those used in [14]. In particular, the definition of } h_2 \text{ in (D41) ensures it is positive as discussed in Appendix D4 of [14].}\]

\[\text{APPENDIX E: COUPLINGS TO GRAVITON}\]

In this section we determine the couplings of a spinor to graviton and gauge field fluctuations; these are necessary to construct the bulk vertex. We consider a free spinor field

\[
g = 2\pi i d_1 u - \pi c_1 \left(2u \log \frac{T}{\mu} + 2u \psi(-iu) + i \pi u + i\right)
\]

\[
+ \cdots
\]

(D47)

where \(u \equiv \frac{\omega}{2\pi T} - q e_d\); \(\psi\) is the digamma function; \(c_1, d_1\) are positive constants; and \(\cdots\) denotes terms which are real and analytic in \(\omega\) and \(T\). In the limit \(w = \omega/T \rightarrow \infty\) Eq. (D47) becomes

\[
g(w) = id_1 w - c_1 w \log w + \cdots.
\]  

(D48)
\begin{equation}
e^\mu = g^\mu_{tt} dt, \quad e^\nu = h^\mu (dy + b dt).
\end{equation}
\begin{equation}
e^\nu = g^\nu_{rr} \quad e^\mu = h^\nu dx^\mu.
\end{equation}

Also note that
\begin{equation}
\Gamma^t = \tilde{g}^{-1}_{tt} \Gamma^t, \quad \Gamma^\nu = -\tilde{g}^{-1}_{tt} b \Gamma^t + h^{-1} \Gamma^\nu.
\end{equation}

We thus find that the corrections to the Dirac action are given by (with $a \equiv a_0$):
\begin{equation}
\delta L_3 = -i \bar{\psi} \left( -g^\nu_{tt} \psi \gamma_\nu + \frac{1}{4} f^2 \Gamma^t \psi^2 - ih^{-1} a_0 \psi \right) \delta \psi,
\end{equation}
at cubic order.

In (E11) we have restored the indices on $b = h^\nu, a_0$ because they make the covariant nature of the expression manifest.

At quartic order there are both $b^2 \psi^2$ and $b a \psi^2$ terms. For completeness we list them, although they are not required for our calculation. The couplings of the bulk spinor which are quadratic in the bosonic bulk modes (altogether, quartic in fluctuations) are
\begin{equation}
L_4 = \sqrt{-g} i \bar{\psi} \left[ \frac{1}{2} \left( \Gamma^M D_M - m \right) \right] \psi
- \frac{b}{\sqrt{g}} \Gamma^t \left( \frac{h b^2}{2 g_{tt}} D_t - i q a_0 \right) + \frac{1}{2} \Gamma^t \left( \tilde{f}_0 \right) \psi
\end{equation}
where
\begin{equation}
\left( \tilde{f}_0 \right) = \frac{1}{2} \sqrt{g} \nabla \left( \frac{h b^2}{g_{tt}} \right).
\end{equation}

APPENDIX F: OTHER CONTRIBUTIONS

In the main text we concentrated on the contributions from a Fermi surface in Fig. 3. Here we consider various other contributions to the conductivities which we neglected in the main text. These include the contributions from seagull diagrams depicted in Fig. 5 which arise from quartic couplings involving the graviton (schematically, terms like $h^2 \bar{\psi} \psi$ and $h A \bar{\psi} \psi$ in the Lagrangian), and contributions from the oscillatory region, i.e. the region in momentum space where the IR dimension for the fermionic operator is imaginary. We justify our neglect of these contributions by showing that they are nonsingular in temperature and thus are subleading compared to those considered in the main text. Our discussion will be schematic.

1. Seagull diagrams

We write the schematic form of a seagull diagram $S$ with external Euclidean frequency $\Omega$:
\begin{equation}
S^{ij}(\Omega) = T \sum_{i\omega_n} \int \frac{dk}{(2\pi)^d} \int d\Omega \frac{1}{\sqrt{g}} \frac{1}{\sqrt{g}} \frac{1}{\sqrt{g}} \text{tr}(P^i(r_1; -i\Omega, k)) \times D_E(r_1, r_1; i\omega_m, k) P^j(r_1; i\Omega, k)).
\end{equation}
Here $P^i$ contains the information of the graviton or gauge field propagators and vertex and is deliberately left vague. It is shown in Eq. (G6) in Appendix G that the Matsubara sum can be rewritten in terms of an integral over the bulk spectral density
\begin{equation}
\sum_{i\omega_n} D_E(r_1, r_2; i\omega_m, k) = \int \frac{d\omega}{2\pi} \frac{\text{tanh} \left( \frac{B\omega}{2} \right)}{\rho(r_1, r_2, \omega, k)}.
\end{equation}

Now as before we express the bulk spectral density in terms of the boundary spectral density $\rho_{\beta}$ and bulk normalizable wave functions $\psi_\beta(r)$: $\rho(r, r', \omega, k) = \psi_{\beta}^\dagger(r, k) \rho_{\beta} \psi_{\beta}(r', k)$. Away from the Fermi surface the discussion of (F1) parallels that of the main text. In particular, the potential singular $T$ dependence coming from the IR part of the vertex is compensated by $T$ dependence of the spectral function, and as a result is nonsingular. Near a Fermi surface, the eigenvalues of the boundary spectral density matrix take the form (6.5) and (6.6). As we take $T \to 0$, since all the other factors in (F1) are analytic in momentum $k$, the $k$-integral can be schematically written as
\begin{equation}
\int \frac{d\omega}{\omega} \frac{\text{Im} \Sigma}{(k - k_F(\omega, T) - \text{Re} \Sigma)^2 + (\text{Im} \Sigma)^2} \times \cdots
\end{equation}
with all the other factors evaluated at $k = k_F(\omega, T)$. The above integral can then be straightforwardly integrated and yields a contribution of order $O(T^0)$. Also similar to the discussion in the main text, the potential singular contribution from the effective vertex is suppressed at $k = k_F(\omega, T)$, resulting in a nonsingular contribution.

2. Oscillatory region contribution

We return to the expression (4.49) for the conductivity as an integral over $k$. In the previous sections we have studied the temperature dependence of the region of $k$ near a Fermi surface at $k_F$. Here we ask whether the “oscillatory region” (values of $k$ such that particle production occurs in the $AdS_2$ region of the geometry) make significant contributions to the conductivity. We will find that their contribution is finite at $T = 0$, and hence subleading compared to the $T^{-2\nu}$ behavior of a Fermi surface. We will not worry about numerical factors here.

For illustration, let us look at the DC conductivity (6.1) and (6.2), which we copy here for convenience
\begin{equation}
\sigma_{DC} = - \frac{C}{2} \int_0^\infty dk k^{d-2} \int \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial \omega} \rho_{\beta}^2(\omega, k) \lambda^2(\omega, k, T).
\end{equation}
In the low temperature limit, the fermion spectral density in the oscillatory region may be written

\[ \rho_{\text{osc}}(\omega, k) = \text{Im} e^{\text{i} \theta} |\omega|^k + 1 \]

where \( e^{\text{i} \theta} \) is the IR Green’s function (with the IR dimension imaginary) at \( T = 0 \). \( e^{\text{i} \theta} \) is phases. This expression is valid in the oscillatory regime \( k < k_{\text{osc}} = \sqrt{q^2 e^2 - m^2 R^2} \) [see Eq. (68) of [14]]. The important point now is that as a function of \( \omega \), the object (F5) is bounded. In fact, it can be bounded uniformly in \( k \) [i.e. we can find a constant \( A_{\text{osc}} \) such that \( A_{\text{osc}} > \rho_{\text{osc}}(\omega, k) \) for all \( k < k_{\text{osc}} \)]. Numerical evidence for this statement is Fig. 7 of [13]. In the oscillatory region (5.25) applies except that \( r_k \) is now imaginary. Thus we see that in the oscillatory region the effective vertex \( \Lambda \) is also nonsingular in the limit \( T \to 0 \).

We thus conclude that the contribution from the oscillatory region to \( \sigma_{\text{DC}} \) is nonsingular in the low temperature limit.

**APPENDIX G: SOME USEFUL FORMULAS**

Here we compile some standard and useful identities that are used in the main text.

**1. How to do Matsubara sums**

A standard trick to perform a Matsubara sum over discrete imaginary Euclidean frequencies is to rewrite the sum over frequencies as a contour integral (we consider fermionic frequencies here)

\[ T \sum_{i\omega_n} \to \frac{1}{2\pi i} \int_C d\omega \frac{1}{2} \tanh \left( \frac{\beta \omega}{2} \right) \]

where we take the contour \( C \) to encircle all the poles. A convenient deformation of the contour is to make it into two lines, one running left to right just above the real axis and the other running right to left just below. In the fermionic case this encircles all the poles. Exactly parallel manipulations can be used to obtain the identity (\( \Omega_I = \frac{2\pi}{\beta} \) with \( I \) an integer)

\[ T \sum_{\omega_n} \frac{1}{i(\omega_n + \Omega_i) - \omega_1} \frac{1}{i\omega_n - \omega_2} = \pm \frac{f(\omega_1) - f(\omega_2)}{\omega_1 - i\Omega_i - \omega_2} \]

where the upper (lower) sign is for fermion (boson).

One can apply this kind of technique for the frequency sums involving spinor bulk-to-bulk propagator. As an example consider the spectral decomposition of a Euclidean correlation function

\[ D^E(i\omega_n) = \int d\Omega \frac{\rho(\Omega)}{2\pi i\omega_n + \Omega}. \]

We then find that

\[ T \sum_{i\omega_m} D^E(i\omega_m) = \frac{1}{2\pi i} \int d\Omega \int_{-\infty}^{\infty} d\omega \frac{1}{2} \tanh \left( \frac{\beta \omega}{2} \right) \rho(\Omega) \]

\[ \times \left[ \frac{1}{\omega + \beta \omega} - \frac{1}{\omega - \beta \omega} \right] \]

The bracketed factor reduces to a delta function, and we find

\[ T \sum_{i\omega_m} D^E(i\omega_m) = \frac{1}{2} \int d\Omega \tanh \left( \frac{\beta \Omega}{2} \right) \rho(\Omega). \]

Similarly consider

\[ S(\Omega_I) = T \sum_{\omega_n} D^E_0(\omega_n + \Omega_I) D^E_0(\omega_m) \]

\[ = T \sum_{\omega_n} \int d\omega_1 d\omega_2 \frac{\rho_1(\omega_1)}{2\pi} \frac{\rho_2(\omega_2)}{2\pi} \frac{1}{i(\omega_n + \Omega_I) - \omega_1} \frac{1}{i\omega_n - \omega_2} \]

where \( \omega_n = \frac{2\pi n}{\beta} \) with \( n \) a half-integer (an integer) for fermions (bosons), while \( \Omega_I = \frac{2\pi I}{\beta} \) with \( I \) an integer. Then using (G2) we find that

\[ S(\Omega_I) = \pm \frac{1}{2} \int d\omega_1 d\omega_2 \frac{f(\omega_1) - f(\omega_2)}{2\pi} \frac{\rho_1(\omega_1) \rho_2(\omega_2)}{\omega_1 - i\Omega_I - \omega_2} \]

**2. Useful integrals**

We now give details for some integrals which we encountered in the main text. First consider the integral in (6.24)

\[ I_B = \int dk \rho_B(\omega, k) \rho_B(\omega, k) \]

where

\[ \rho_B(\omega, k) = 2 \text{Im} \left( \frac{h_1}{k - k_B(\omega, T) - \Sigma} \right). \]

The above integral has the form

\[ I(a, b) = -\int dk \left( \frac{1}{k - a} - \frac{1}{k - a^*} \right) \left( \frac{1}{k - b} - \frac{1}{k - b^*} \right) \]

which can be carried out straightforwardly by opening the parenthesis and evaluating each term using contour integration. Note that since both \( a \) and \( b \) lie in the upper half plane, only two among the four terms contribute and we find

\[ I(a, b) = 4\pi \text{Im} \left( \frac{1}{b^* - a} \right) \]
We thus find that

$$I_B = 4\pi \text{Im} \left( \frac{h^2_1}{h_1} (\omega_1 - \omega_2) + \Sigma^*(\omega_1) - \Sigma(\omega_2) \right) = 2\pi h_1 \rho_B(\omega_1, K_1) = 2\pi h_1 \rho_B(\omega_2, K_2)$$

(G12)

with $K_1 = k_F(\omega_2, T) + \Sigma^*(\omega_2)$ and $K_2 = k_F(\omega_1, T) + \Sigma^*(\omega_1)$.
