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THREE STEPS ON AN OPEN ROAD

GILBERT STRANG
Massachusetts Institute of Technology
Cambridge, MA 02139, USA

Abstract. This note describes three recent factorizations of banded invertible infinite matrices
1. If A has a banded inverse: \( A = BC \) with block-diagonal factors B and C.
2. Permutations factor into a shift times \( N < 2w \) tridiagonal permutations.
3. A = LPU with lower triangular L, permutation P, upper triangular U.
We include examples and references and outlines of proofs.

This note describes three small steps in the factorization of banded matrices. It is written to encourage others to go further in this direction (and related directions). At some point the problems will become deeper and more difficult, especially for doubly infinite matrices. Our main point is that matrices need not be Toeplitz or block Toeplitz for progress to be possible.

An important theory is already established \[2, 9, 10, 13-16\] for non-Toeplitz "band-dominated operators". The Fredholm index plays a key role, and the second small step below (taken jointly with Marko Lindner) computes that index in the special case of permutation matrices.

Recall that banded Toeplitz matrices lead to Laurent polynomials. If the scalars or matrices \( a_{-w}, \ldots, a_0, \ldots, a_w \) lie along the diagonals, the polynomial is \( A(z) = \sum a_k z^k \) and the bandwidth is \( w \). The required index is in this case a winding number of \( \text{det} A(z) \). Factorization into \( A_+ (z) A_- (z) \) is a classical problem solved by Plemelj [12] and Gohberg [6-7]. (Always there are new questions.) A non-Toeplitz matrix is less beautiful and its factorization is less constructive, but it is not hopeless.

Step 1. Banded matrices with banded inverses

A banded permutation matrix, or more generally a banded orthogonal matrix, will have a banded inverse. In those cases \( A^{-1} \) is just \( A^T \). Another special case is a block-diagonal matrix, because the inverse is also block-diagonal. We just invert each block. Our goal is to describe all matrices with this unusual property: banded with banded inverse.

These matrices form a group. If B and C have bandwidth w, their product BC has bandwidth \( 2w \). If B\(^{-1}\) and C\(^{-1}\) are banded, C\(^{-1}\)B\(^{-1}\) is also banded. In finite dimensions the group contains all invertible matrices—not exciting. In infinite dimensions it appears to be new. Our description of these matrices will take the form of a factorization:
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**Theorem 0.1.** If $A$ and $A^{-1}$ have bandwidth $w$, then $A = BC$ with block-diagonal $B$ and $C$. The blocks have size $2w$ and the blocks in $C$ are offset by $w$ rows from the blocks in $B$.

That word “offset” is the key. Let me illustrate the case $w = 1$ by an example. Offset 2 by 2 blocks in $B$ and $C$ produce a pair of singular blocks side by side in $BC = A$:

\[
\begin{bmatrix}
\bullet & 
\begin{bmatrix}
  a & b \\
  c & d \\
\end{bmatrix} \\
\begin{bmatrix}
  1 & 2 \\
  3 & 4 \\
\end{bmatrix} & 
\begin{bmatrix}
  5 & 6 \\
  7 & 8 \\
\end{bmatrix}
\end{bmatrix}
= 
\begin{bmatrix}
\bullet & 
\begin{bmatrix}
  3a & 4a \\
  3c & 4c \\
\end{bmatrix} \\
\begin{bmatrix}
  5b & 6b \\
  5d & 6d \\
\end{bmatrix} & 
\bullet
\end{bmatrix}
\]

Columns 2 and 3 of $B$ are multiplying rows 2 and 3 of $C$. On the right side, the singular blocks of $A = BC$ ensure (by Asplund’s condition below) that $A^{-1}$ is banded.

The key to a banded inverse was provided by Asplund [1]. It is a “rank condition” on all the left (lower) and right (upper) submatrices of $A$. Later results and later proofs are summarized in [21]. We express this rank condition in the form we need for the factorization:

If $A^{-1}$ has bandwidth $w$, then the left half $L$ and the right half $R$ of any $2w$ consecutive rows of $A$ have rank $\leq w$.

The left-right break is centered on the main diagonal, as in this case with $w = 2$ and four rows:

<table>
<thead>
<tr>
<th>L has rank 2</th>
<th>x</th>
<th>x</th>
<th>X</th>
<th>x</th>
<th>x</th>
<th>R has rank 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>x</td>
<td>X</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>x</td>
<td>X</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>x</td>
<td>X</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Asplund’s statement was that all left and right submatrices of $A$ have rank $\leq w$. This becomes an equality here, since $2w$ rows of an invertible matrix must altogether have rank $2w$.

Notice the important case $w = 1$, when the left and right submatrices reach as far as the main diagonal but not beyond. For the inverse of a tridiagonal matrix ($w = 1$), all of those left and right submatrices have rank $\leq 1$.

Without giving details, we can sketch the proof of Theorem 1. Suppose $A$ and $A^{-1}$ have bandwidth $w = 2$, with the four rows displayed above. Row elimination will reduce row 3 and row 4 to zero in the left half $L$. This is left multiplication by a block of size 4. Column elimination will reduce columns 3 and 4 to zero in the right half $R$. This is right multiplication by an offset block of size 4.

If we watch carefully the effect on the next set of four rows, the elimination process can do more. The whole matrix can be reduced to the identity matrix. (Details are in [17-18].) Then the blocks $B_i$ and $C_i$ that invert row elimination on the left and column elimination on the right produce a block-diagonal factorization $A = BC$. 
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Permutation matrices have a single 1 in each row and column. All other entries are 0. The matrices are invertible and \( P^{-1} = P^T \). But the doubly infinite case allows an anomaly, illustrated by the lower triangular shift with \( S_{ij} = 1 \) when \( j = i - 1 \). The inverse \( S^T \) is upper triangular. A matrix needs to be centered on its main diagonal (here it is the diagonal of 1’s) before a normal factorization. Expressed differently, we must allow a power \( S^{-w} \) as a factor of \( A \) in the doubly infinite case.

This integer \( \kappa \) identifies the main diagonal of \( P \). It is \( \kappa \) diagonals above the main diagonal. Thus \( \kappa = -1 \) for the shift matrix \( P = S \). That number \( \kappa \) is the Fredholm index of the matrix \( P_+ \), formed from rows \( i \geq 0 \) and columns \( j \geq 0 \) of \( P \). The index is the difference between the dimension of the nullspace and the codimension of the range:

\[
\kappa(P) = \text{index}(P_+) = \dim N(P_+) - \dim N(P^T_+).
\]

Two properties of this “plus-index” are especially useful:

i. If \( A = BC \) (banded matrices) then \( \kappa(A) = \kappa(B) + \kappa(C) \)

ii. Changing finitely many entries of a matrix does not change \( \kappa \).

Property (ii) allows \( \kappa(A) \) to be computed from any of the lower right singly infinite submatrices, formed from rows \( i \geq N \) and columns \( j \geq N \). We just change \( N \) rows and columns to agree with the identity matrix. (When \( A \) is band-dominated—the limit of banded matrices—the plus-index is still independent of \( N \). A stronger form of property (ii) allows us to change \( A \) by a compact matrix—the limit of matrices with finitely many nonzeros.)

This index is a crucial number for banded doubly infinite matrices. The joint paper [10] with Marko Lindner computes \( \kappa \) for any permutation matrix, and we will repeat this in Theorem 2. For more general matrices this index can be a difficult computation “at infinity”, but for permutations we may again look only at \( 2w \) consecutive rows.

**Theorem 0.2.** Suppose a permutation \( P \) has bandwidth \( w \). Then \( \kappa + w \) is equal to the number \( n \) of 1’s in the right half \( R \) of any \( 2w \) consecutive rows.

**Example.** The shift matrix \( S \) (with \( w = 1 \)) has all zeros in its right half:

\[
\begin{array}{cccc}
L & 1 & 0 & 0 \\
   & 1 & 0 & 0 \\
\end{array}
\]

Then \( \kappa + w = n \) becomes \( \kappa + 1 = 0 \), yielding the correct value \( \kappa = -1 \).

We prove Theorem 2 by separating \( R \) into \( R_1 \) and \( R_2 \) with \( w \) rows each. The top half \( R_1 \) is outside \( P_+ \) and the lower half \( R_2 \) is inside:

\[
P = \begin{bmatrix}
R_1 \\
R_2
\end{bmatrix}
\]

\[
P = \begin{bmatrix}
R_1 \\
R_2
\end{bmatrix}
\]
Each 1 in \( R_1 \) means that the column beneath it in \( P_+ \) contains all zeros. And a zero column of \( P_+ \) corresponds to a vector \( (\ldots, 0, 1, 0, \ldots) \) in its nullspace:

\[ n_1 = \text{number of 1's in } R_1 = \text{dimension of } N(P_+) \]

Similarly a zero row in \( R_2 \) corresponds to a vector \( (\ldots, 0, 1, 0, \ldots) \) in the nullspace of \( P_+^T \). If \( R_2 \) has \( n_2 \) 1’s then it has \( w - n_2 \) zero rows:

\[ w - n_2 = \text{dimension of } N(P_+^T) \]

Subtraction gives \( n_1 + n_2 - w \) as the plus-index \( \kappa \). Thus \( \kappa + w = n_1 + n_2 = n \), the number of 1’s in \( R \).

Notice that \( \kappa = 0 \) (centered matrix) corresponds to \( n = w \) (the count of 1’s in \( R \), which equals the rank). This is exactly the Asplund rank condition in Theorem 1, for the special case of permutation matrices.

Lindner has extended Asplund’s theorem to a large class of centered banded doubly infinite matrices in [10]. We feel sure that the same ideas will apply to banded orthogonal matrices. The plus-index \( \kappa \) can be found from any \( 2w \) consecutive rows, by subtracting \( w \) from the rank \( n \) of the right half \( R \).

The statement and proof of Theorem 1 continue to hold when the permutation matrix is infinite. It factors into \( P = BC \). But Panova’s neat proof [11] of our conjecture provides a more precise factorization of \( P \):

\[ P = S^{-1}P_1 \cdots P_N \]

with tridiagonal permutation matrices \( P_i \) and \( N < 2w \).

From block-diagonal factors \( B \) and \( C \) we could always reach tridiagonal factors. But we might need \( N = O(w^2) \) factors. The precision of Panova’s result gives the best possible bound \( 2w - 1 \), for permutation matrices. Note that a tridiagonal permutation matrix allows a set of transpositions of neighbors (2 by 2 permutations in a block-diagonal matrix).

We believe that Theorem 1 (\( A = BC \)) continues to hold for centered banded doubly infinite matrices with banded inverses. In this direction, which is still to complete, we took step 3.

**Step 3. Triangular factorization** \( A = LPU \) of banded invertible infinite matrices.

Gaussian elimination subtracts multiples of rows from lower rows to reach an upper triangular matrix \( U \). To recover the original matrix \( A \)—to add back in reverse order—put the multipliers into a lower triangular matrix \( L \) with 1’s on the main diagonal. Then \( A = LU \) is a perfect expression of elimination.

Row exchanges are required when one or more zeros appear in the pivot positions. Then permutation matrices \( P_{ij} \) are mixed with the row operation matrices \( L_{ij} \). Naturally we want to separate the \( P_{ij} \) from the \( L_{ij} \), and we have two good choices:

1. Imagine that we do all the row exchanges first, and factor the correctly ordered matrix into \( LU \). In reverse order the exchanges come last, to give \( A = PL_1U \).
2. Imagine that in elimination on each successive column \( k = 1, \ldots, n \), we always choose the first available nonzero entry as the pivot. The pivot row \( i(k) \) is not moved into row \( k \) of the upper triangular \( U \), until elimination is complete.

    The elimination steps are still lower triangular, but they produce a different \( L_2 \). After elimination, the pivot rows are moved by \( P \) into their correct order 1, \ldots, \( n \) in the upper triangular \( U \). Thus \( A = L_2PU \).

The matrices \( P \) and \( U \) are the same in \( PL_1U \) and \( L_2PU \), provided we exchange rows only when necessary. The lower triangular \( L_1 \) and \( L_2 \) are connected by \( PL_1 = L_2P \).
All good linear algebra software would also exchange rows to avoid small pivots—this is not necessary algebraically, but essential in practice. The row permutation matrix \( P_1 \) goes into \( A = P_1L_1U_1 \) with no problem. But the “Bruhat form” \( L_2P_2U_2 \) with \( P_2 \) in the middle is not possible with those extra row exchanges, since this form has a unique \( P \) [4, 5, 20]. Thus algebraists prefer a form which numerical analysts never consider.

Now we come to \( A = LPU \) for doubly infinite matrices (the new step). The problem is that \( A \) has no “first entry” where elimination can begin. If we start with \( a_{11} \) and go forward, then infinitely many earlier rows are untouched. A less constructive approach is needed.

Singly infinite matrices will present the same problem of getting started, if we happen to want \( A = UL \). Wiener and Hopf observed that if \( A \) is Toeplitz, and its triangular factors \( U \) and \( L \) are also to be Toeplitz, then \( UL \) provides the correct order. For this we want to eliminate upwards, but an infinite matrix has no last entry. The way out for a Toeplitz matrix is to factor the associated polynomial \( \Sigma a_jz^j \), but our problem is not Toeplitz.

**Theorem 0.3.** An invertible banded doubly infinite matrix can be factored into \( A = LPU \).

**Proof.** Elimination proceeds a column at a time, using the pivot row \( i(k) \) to produce zeros in column \( k \) below the pivot. In our case, that elimination step is decided by the matrix \( C(k) \) formed from columns \( \leq k \) and rows \( \leq k + w \). Below \( C(k) \) the banded matrix \( A \) has all zeros. Since \( A \) is invertible, the columns of \( C(k) \) are independent and the nullspace of \( C(k) \) is the zero vector.

Suppose \( d \) rows of \( C(k) \) are dependent on earlier rows. Those must be among rows \( k - w, \ldots, k + w \). (All earlier rows of \( A \) are zero beyond column \( k \) They are independent by invertibility.) Thus the Fredholm index of \( C(k) \) is \( 0 - d \). We can prove that this number \( d \) is the same for all \( k \).

\( C(k + 1) \) includes the new column \( k + 1 \) and the new row \( k + 1 \), but still \( d \) rows are dependent on earlier rows. Among the rows \( k - w, \ldots, k + w + 1 \), one row must have become newly independent when the new column \( k + 1 \) was included in \( C \). That row will be the pivot row \( i(k + 1) \).

**Example.** The shift matrix \( S \) has \( w = 1 \), so each \( C(k) \) includes column \( k \) and row \( k + 1 \). The 1’s are on the diagonal of \( C(k) \). Its index is 0 and then \( d = 0 \) (no dependent rows). The pivot row is \( i(k) = k + 1 \), and the permutation \( P \) is exactly \( S \). No actual elimination steps are required, and \( LPU \) is just \( I \) times \( S \) times \( I \).

The reverse shift also has \( w = 1 \). Now \( C(k) \) has all zeros in rows \( k \) and \( k + 1 \), so there are \( d = 2 \) dependent rows. The pivot row is \( i(k) = k - 1 \), since it became nonzero and independent when column \( k \) was included. \( LPU \) is now \( I \) times \( S^T \) times \( I \).

The \( LPU \) factorization could begin by finding the dependent rows in \( C(0) \). Those are \( d \) rows among the final \( 2w \) rows of this singly infinite submatrix (and then \( d \) is determined). This step requires the solution of infinite linear systems—it is a slow start compared to the usual elimination on a finite matrix.

Ultimately a good factorization will take advantage of the bandedness of \( L, P, \) and \( U \) (they have bandwidth \( \leq 2w \)). In any case it will take a long time...
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