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Abstract—We propose a distributed algorithm for controlling traffic signals. Our algorithm is adapted from backpressure routing, which has been mainly applied to communication and power networks. We formally prove that our algorithm ensures global optimality as it leads to maximum network throughput even though the controller is constructed and implemented in a completely distributed manner. Simulation results show that our algorithm significantly outperforms SCATS, an adaptive traffic signal control system that is being used in many cities.

I. INTRODUCTION

Traffic signal control is a key element in traffic management that affects the efficiency of urban transportation. Many major cities worldwide currently employ adaptive traffic signal control systems where the light timing is adjusted based on the current traffic situation. Examples of widely-used adaptive traffic signal control systems include SCATS (Sydney Coordinated Adaptive Traffic System) [1]–[3] and SCOOT (Split Cycle Offset Optimisation Technique) [4], [5].

Control variables in traffic signal control systems typically include phase, cycle length, split plan and offset. A phase specifies a combination of one or more traffic movements simultaneously receiving the right of way during a signal interval. Cycle length is the time required for one complete cycle of signal intervals. A split plan defines the percentage of the cycle length allocated to each of the phases during a signal cycle. Offset is used in coordinated traffic control systems to reduce frequent stops at a sequence of junctions.

SCATS, for example, attempts to equalize the degree of saturation (DS), i.e., the ratio of effectively used green time to the total green time, for all the approaches. The computation of cycle length and split plan is only carried out at the critical junctions. Cycle length and split plan at non-critical junctions are controlled by the critical junctions via offsets. The algorithm involves many parameters, which need to be properly calibrated for each critical junction. In addition, all the possible split plans need to be pre-specified and a voting scheme is used in order to select a split plan that leads to approximately equal DS for all the approaches.

Systems and control theory has been recently applied to traffic signal control problems. In [6], a multivariable regulator is proposed based on linear-quadratic regulator methodology and the store-and-forward modeling approach [7]. Robust control theory has been applied to traffic signalization in [8]. Approaches based on Petri Net modeling language are considered in, e.g., [9], [10]. Optimization-based techniques are considered, e.g., in [11], [12]. However, one of the major drawbacks of these approaches is the scalability issue, which limits their application to relatively small networks.

To address the scalability issue, in [13], a distributed algorithm is presented where the signal at each junction is locally controlled independently from other junctions. However, global optimality is no longer guaranteed, although simulation results show that it reduces the total delay compared to the fixed-time approach. Another distributed approach is considered in [14] where the constraint that each traffic flow is served once, on average, within a desired service interval $T$ is imposed. It can be proved that their distributed algorithm stabilizes the network whenever there exists a stable fixed-time control with cycle time $T$. However, the knowledge of traffic arrival rates is required. In addition, multi-phase operation is not considered.

An objective of this work is to develop a traffic signal control strategy that requires minimal tuning and scales well with the size of the road network while ensuring satisfactory performance. Our algorithm is motivated by backpressure routing introduced in [15], which has been mainly applied to communication and power networks where a packet may arrive at any node in the network and can only leave the system when it reaches its destination node. One of the attractive features of backpressure routing is that it leads to maximum network throughput without requiring any knowledge about traffic arrival rates [15]–[17].

To the authors’ knowledge, this is the first time backpressure routing has been adapted to solve the traffic signal control problem. Since many assumptions made in backpressure routing are not valid in our traffic signalization application, certain modifications need to be made to the original algorithm. With these modifications, we formally prove that our algorithm inherits the desired properties of backpressure routing as it leads to maximum network throughput even though the signal at each junction is determined completely independently from the signal at other junctions, and no information about traffic arrival rates is provided. Furthermore, since our controller is constructed and implemented in a completely distributed manner, it can be applied to an arbitrarily large network. Simulation results show that our algorithm significantly outperforms SCATS.

The remainder of the paper is organized as follows: We provide useful definitions and existing results concerning network stability in the following section. Section III describes the traffic signal control problem considered in this paper. Our backpressure-based traffic signal control algorithm is described in Section IV. In Section V we formally prove
that our algorithm ensures global optimality as it leads to maximum network throughput, even though the signal at each junction is determined completely independently from other junctions. Section VII presents simulation results, showing that our algorithm can significantly reduce the queue length compared to SCATS. Finally, Section VIII concludes the paper and discusses future work.

II. PRELIMINARIES

In this section, we summarize existing results and definitions concerning network stability. We refer the reader to [15]–[17] for more details.

Consider a network modeled by a directed graph with \( N \) nodes and \( L \) links. Each node maintains an internal queue of objects to be processed by the network, while each link \((a, b)\) represents a channel for direct transmission of objects from node \( a \) to node \( b \). Suppose the network operates in slotted time \( t \in \mathbb{N}^0 \) where \( \mathbb{N}^0 \) is the set of natural numbers (including zero). Objects may arrive at any node in the network and can only leave the system upon reaching the their destination node. Let \( A_i(t) \) represent the number of objects that exogenously arrives at source node \( i \) during slot \( t \) and \( U_i(t) \) represent the queue length at node \( i \) at time \( t \). We assume that all the queues have infinite capacity. In addition, only the objects currently at each node at the beginning of slot \( t \) can be transmitted during that slot. Our control objective is to ensure that all queues are stable as defined below.

Definition 1: A network is strongly stable if each individual queue \( U \) satisfies
\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} 1_{[U(\tau)>V]} \to 0 \quad \text{as} \quad V \to \infty,
\]
where for any event \( X \), the indicator function \( 1_X \) takes the value 1 if \( X \) is satisfied and takes the value 0 otherwise.

In this paper, we restrict our attention to strong stability and use the term “stability” to refer to strong stability defined above. For a network with \( N \) queues \( U_1, \ldots, U_N \) that evolve according to some probabilistic law, a sufficient condition for stability can be provided using Lyapunov drift.

Proposition 1: Suppose \( \mathbb{E}\{U_i(0)\} < \infty \) for all \( i \in \{1, \ldots, N\} \) and there exist constants \( B > 0 \) and \( \epsilon > 0 \) such that
\[
\mathbb{E}\left\{ L(U(t+1))-L(U(t)) \mid U(t) \right\} \leq B - \epsilon \sum_{i=1}^{N} U_i(t), \forall t \in \mathbb{N}^0,
\]
where for any queue vector \( U = [U_1, \ldots, U_N] \), \( L(U) \triangleq \sum_{i=1}^{N} U_i^2 \). Then the network is strongly stable.

Definition 2: An arrival process \( A(t) \) is admissible with rate \( \lambda \) if:
- The time average expected arrival rate satisfies
\[
\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\{A(\tau)\} = \lambda.
\]
- There exists a finite value \( A_{max} \) such that
\[
\mathbb{E}\{A(t)^2 \mid H(t)\} \leq A_{max}^2 \quad \text{for any time slot} \ t,
\]
where \( H(t) \) represents the history up to time \( t \), i.e., all events that take place during slots \( \tau \in \{0, \ldots, t-1\} \).
- For any \( \delta > 0 \), there exists an interval size \( T \) (which may depend on \( \delta \)) such that for any initial time \( t_0 \),
\[
\mathbb{E}\left\{ \frac{1}{T} \sum_{k=0}^{T-1} A(t_0 + k) \mid H(t_0) \right\} \leq \lambda + \delta.
\]

For each node \( i \), we define \( \lambda_i \) to be the time average rate with which \( A_i(t) \) is admissible. Let \( \lambda = [\lambda_i] \) represent the arrival rate vector.

Definition 3: The capacity region \( \Lambda \) is the closed region of arrival rate vectors \( \lambda \) with the following properties:
- \( \lambda \in \Lambda \) is a necessary condition for network stability, considering all possible strategies for choosing the control variables (including strategies that have perfect knowledge of future events).
- \( \lambda \in \text{int}(\Lambda) \) is a sufficient condition for the network to be stabilized by a policy that does not have a-priori knowledge of future events.

The capacity region essentially describes the set of all arrival rate vectors that can be stably supported by the network. A scheduling algorithm is said to maximize the network throughput if it stabilizes the network for all arrival rates in the interior of \( \Lambda \).

III. THE TRAFFIC SIGNAL CONTROL PROBLEM

A road network \( \mathcal{N} \) is defined as a collection of links and signalized junctions. Let \( N \) and \( L \) be the number of links and junctions, respectively, in \( \mathcal{N} \). Then, \( \mathcal{N} \) can be written as \( \mathcal{N} = (\mathcal{L}, \mathcal{J}) \) where \( \mathcal{L} = \{L_1, \ldots, L_N\} \) and \( \mathcal{J} = \{J_1, \ldots, J_L\} \) are sets of all the links and signalized junctions, respectively, in \( \mathcal{N} \). Each junction \( J_i \) can be described by a tuple \( J_i = (M_i, \mathcal{P}_i, \mathcal{Z}_i) \) where \( M_i \subseteq \mathbb{L}^2 \) is a set of all the possible traffic movements through \( J_i \), \( \mathcal{P}_i \subseteq 2^M_i \) is a set of all the possible phases of \( J_i \) and \( \mathcal{Z}_i \) is a finite set of traffic states, each of which captures factors that affect the traffic flow rate through \( J_i \) such as traffic and weather conditions. Each traffic movement through junction \( J_i \) is defined by a pair \( (Z_a, L_b) \) where \( Z_a, L_b \in \mathcal{L} \) such that a vehicle may enter and exit \( J_i \) through \( Z_a \) and \( L_b \), respectively. Each phase \( p \in \mathcal{P}_i \) defines a combination \( p \subseteq M_i \) of traffic movements simultaneously receiving the right-of-way. A typical set of phases of a 4-way junction is shown in Figure I.

We assume that the traffic signal system operates in slotted time \( t \in \mathbb{N}^0 \). During each time slot, vehicles may enter the network at any link. For each \( a \in \{1, \ldots, N\} \), \( i \in \{1, \ldots, L\} \), \( t \in \mathbb{N}^0 \), we let \( Q_a(t) \in \mathbb{N}^0 \) and \( z_i(t) \in \mathcal{Z}_i \) represent the number of vehicles on \( L_a \) and the traffic state around \( J_i \), respectively, at the beginning of time slot \( t \). In addition, for each \( i \in \{1, \ldots, L\} \), we define a function \( \xi_i : \mathcal{P}_i \times M_i \times \mathcal{Z}_i \to \mathbb{N}^0 \) such that \( \xi_i(p, L_a, L_b, z) \) gives the rate (i.e., the number of vehicles per unit time) at which vehicles that can go from \( L_a \) to \( L_b \) through junction \( J_i \) under traffic state \( z \) if phase \( p \) is activated. By definition, \( \xi_i(p, L_a, L_b, z) = 0, \forall z \in \mathcal{Z}_i \) if \( (L_a, L_b) \notin p \), i.e., phase \( p \) does not give the right of way to the traffic movement from \( L_a \) to \( L_b \). When traffic state \( z \) represents the case where the
Fig. 1. A typical set \( \{P_1, P_2, P_3, P_4\} \) of phases of a 4-way junction with links \( L_1, \ldots, L_6 \). (a) \( P_1 = \{(L_1, L_3), (L_1, L_5), (L_4, L_2), (L_4, L_6)\} \), (b) \( P_2 = \{(L_1, L_3), (L_4, L_5)\} \), (c) \( P_3 = \{(L_2, L_3), (L_2, L_2), (L_0, L_8), (L_6, L_3)\} \), and (d) \( P_4 = \{(L_7, L_8), (L_6, L_8)\} \).

number of vehicles on \( L_a \) that seek the movement to \( L_b \) through \( J_i \) is large, \( \xi_i(p, L_a, L_b, z) \) can be simply obtained by assuming saturated flow.

At the beginning of each time slot, the traffic signal controller determines the phase for each junction to be activated during this time slot. In this paper, we consider the traffic signal control problem as stated below.

**Traffic Signal Control Problem:** Design a traffic signal controller that determines the phase \( p_i(t) \in P_i \) for each junction \( J_i, i \in \{1, \ldots, L\} \) to be activated during each time slot \( t \in \mathbb{N}^\mathbb{N} \) such that the network throughput is maximized.

We assume that there exists a reliable traffic monitoring system that provides the queue length \( Q_a(t) \) and traffic state \( z_a(t) \) for each \( a \in \{1, \ldots, N\}, i \in \{1, \ldots, L\} \) at the beginning of each time slot \( t \in \mathbb{N}^\mathbb{N} \) to the controller.

**IV. BACKPRESSURE-BASED TRAFFIC SIGNAL CONTROLLER**

In this section, we propose a distributed traffic signal control algorithm that employs the idea from backpressure routing as described in [15]–[17]. Unlike most of the traffic signal controllers considered in existing literature, our controller can be constructed and implemented in a completely distributed manner. Furthermore, it does not require any knowledge about traffic arrival rates. We end the section with a discussion of some basic properties of the proposed controller.

Our traffic signal controller consists of a set of local controllers \( C_1, \ldots, C_L \) where local controller \( C_i \) is associated with junction \( J_i \). These local controllers are constructed and implemented independently of one another. Furthermore, each local controller does not require the global view of the road network. Instead, it only requires information that is local to the junction with which it is associated. At each time slot \( t \), local controller \( C_i \) computes the phase \( p^*_i \in P_i \) to be activated at junction \( J_i \) during time slot \( t \) as described in Algorithm 1.

Consider an arbitrary junction \( J_i \in J \). At the beginning of time slot \( t \), we first compute (line 4 of Algorithm 1)

\[
W_{ab}(t) \triangleq Q_a(t) - Q_b(t),
\]

for each pair \( (L_a, L_b) \in M_i \). Then, for each phase \( p \in P_i \), we compute (line 6 of Algorithm 1)

\[
S_p(t) \triangleq \sum_{(L_a, L_b)\in p} W_{ab}(t)\xi_i(p, L_a, L_b, z_i(t)).
\]

The local controller \( C_i \) then activates phase \( p^* \in P_i \) such that \( S_{p^*} \geq S_p \forall p \in P_i \) during the time slot \( t \) (line 7–9 of Algorithm 1). If there exist multiple options of \( p^* \) that satisfy the inequality, the controller can pick one arbitrarily. Note that since the number of possible phases for each junction is typically small (e.g., less than 10), the above computation and enumeration through all the possible phases can be practically performed in real time.

Our algorithm is similar in nature to backpressure routing for a single-commodity network. In [15]–[17], it has been shown that backpressure routing leads to maximum network throughput. However, it is still premature to simply conclude that our backpressure-based traffic signal control algorithm inherits this property due to the following reasons. First, backpressure routing requires that a commodity at least defines the destination of the object. Implementing the algorithm for a single-commodity network implies that we assume that all the vehicles have a common destination, which is not a valid assumption for our application. Second, backpressure routing assumes that the controller has complete control over routing of the traffic around the network whereas in our traffic signal control problem, the controller does not have control over the route picked by each driver. Third, backpressure routing assumes that the

---

1 However, a synchronized operation among all the junctions is required so that control actions for all the junctions take place according to a common time clock.
network controller has control over the flow rate of each link subject to the maximum rate imposed by the link constraint. However, the traffic signal controller can only pick a phase \( p_i(t) \) to be activated at each junction \( J_i \) during each time slot \( t \) but does not have control over the flow rate of each traffic movement once \( p_i(t) \) is activated. To account for this lack of control authority, we slightly modify the definition of \( W_{ab}(t) \) from that used in backpressure routing. Finally, the optimality result of backpressure routing relies on the assumption that all the queues have infinite buffer storage space. Even though it is not reasonable to assume that all the links have infinite queue capacity, for the rest of the paper, we assume that this is the case. In practice, our algorithm is expected to work well when each link can accommodate a reasonably long queue.

Before evaluating the performance of our algorithm, we first provide its basic property, which is similar to the basic property of backpressure routing. Let \( \mathcal{P} = \mathcal{P}_1 \times \ldots \times \mathcal{P}_L \) and \( \mathcal{Z} = \mathcal{Z}_1 \times \ldots \times \mathcal{Z}_L \). For each \( a \in \{1, \ldots, N\} \), we define functions \( V^{\text{out}}_a : \mathcal{P} \times \mathcal{Z} \to \mathbb{R} \) and \( V^{\text{in}}_a : \mathcal{P} \times \mathcal{Z} \to \mathbb{R} \) such that for any \( p \in \mathcal{P} \) and \( z \in \mathcal{Z} \),

\[
V^{\text{out}}_a(p, z) = \sum_{(a, b, i, t) \in \mathcal{M}_i} \xi_i(p_i, L_a, L_b, z_i),
\]

\[
V^{\text{in}}_a(p, z) = \sum_{(a, b, i, t) \in \mathcal{M}_i} \xi_i(p_i, L_b, L_a, z_i),
\]

where for each \( i \in \{1, \ldots, L\} \), \( p_i \in \mathcal{P}_i \) is the element of \( p \) that corresponds to the phase of junction \( J_i \) and \( z_i \in \mathcal{Z}_i \) is the element of \( z \) that corresponds to the traffic state of junction \( J_i \).

**Lemma 1:** Consider an arbitrary time slot \( t \in \mathbb{N}^0 \). Let \( z(t) \in \mathcal{Z} \) be a vector of traffic states of all the junctions during time slot \( t \). For each \( i \in \{1, \ldots, L\} \), let \( p^*_i(t) \) denote the phase determined by Algorithm 1 to be activated at junction \( J_i \) during time slot \( t \) and \( \check{p}_i(t) \) be the phase to be activated at junction \( J_i \) determined by any other algorithm for junction \( J_i \) during time slot \( t \). Then,

\[
\sum_a Q_a(t) \left( V^{\text{out}}_a(\check{p}(t), z(t)) - V^{\text{in}}_a(\check{p}(t), z(t)) \right) \leq \sum_a Q_a(t) \left( V^{\text{out}}_a(p^*(t), z(t)) - V^{\text{in}}_a(p^*(t), z(t)) \right),
\]

where \( \check{p}(t) = [\check{p}_i(t)] \) and \( p^*(t) = [p^*_i(t)] \).

**Proof:** First, we note the following identity

\[
\sum_a Q_a(t) \left( V^{\text{out}}_a(p(t), z(t)) - V^{\text{in}}_a(p(t), z(t)) \right) = \sum_{a, b, i, t \in \mathcal{M}_i} \xi_i(p_i, L_a, L_b, z_i) W_{ab}(t),
\]

for all \( p(t) \in \mathcal{P} \) and \( z(t) \in \mathcal{Z} \).

Since for each \( i \in \{1, \ldots, L\} \), \( p^*_i(t) \) is chosen such that \( S_{p^*_i(t)}(t) \geq S_{p_i(t)}(t) \), we get

\[
\sum_{a, b, i, t \in \mathcal{M}_i} \xi_i(p_i(t), L_a, L_b, z_i) W_{ab}(t) \leq \sum_{a, b, i, t \in \mathcal{M}_i} \xi_i(p^*_i(t), L_a, L_b, z_i) W_{ab}(t),
\]

for all \( i \in \{1, \ldots, L\} \). The result in (6) can be obtained by summing the inequality in (8) over \( i \in \{1, \ldots, L\} \) and using the identity in (7). 

**V. CONTROLLER PERFORMANCE EVALUATION**

Let \( \Lambda \) be the capacity region of the road network as defined in Definition 3. Assume that \( z(t) = [z_i(t)] \) evolve according to a finite state, irreducible, aperiodic Markov chain. Let \( \pi_{\Lambda} \) represent the time average fraction of time that \( z(t) = z \), i.e., with probability 1, we have \( \lim_{t \to \infty} \frac{1}{\tau} \sum_{t=0}^{t=\tau} 1_{[z(t) = z]} = \pi_{\Lambda} \) for all \( z \in \mathcal{Z} \) where \( 1_{[z(t) = z]} \) is an indicator function that takes the value 1 if \( z(t) = z \) and takes the value 0 otherwise. In addition, we let \( \mathcal{M} = \bigcup \mathcal{M}_i \) be the set of all the possible traffic movements. For the simplicity of the presentation, we assume that \( \mathcal{M}_i \cap \mathcal{M}_j = \emptyset \) for all \( i \neq j \). For each \( p \in \mathcal{P} \), \( z \in \mathcal{Z} \), we define a vector \( \xi(p, z) \) whose \( k \)-th element is equal to \( \xi(p_k, L_a, L_b, z_k) \) where \( (L_a, L_b) \) is the \( k \)-th traffic movement in \( \mathcal{M} \), \( i \) is the (unique) index satisfying \( (L_a, L_b) \in \mathcal{M}_i \) and \( p_i \) and \( z_i \) are the \( i \)-th element of \( p \) and \( z \), respectively. Define

\[
\Gamma \triangleq \sum_{z \in \mathcal{Z}} \pi_{\Lambda} \text{Conv} \left\{ \xi(p, z) \mid p \in \mathcal{P}_1 \times \ldots \times \mathcal{P}_L \right\},
\]

where for any set \( S \), \( \text{Conv}\{S\} \) represents the convex hull of \( S \).

Additionally, we assume that the process of vehicles exogenously entering the network is rate ergodic and for all for all \( a \in \{1, \ldots, N\} \), there are always enough vehicles on path \( L_a \) such that for all \( i \in \{1, \ldots, L\} \), \( b \in \{1, \ldots, N\} \), \( p \in \mathcal{P}_i \), \( z \in \mathcal{Z}_i \) such that \( (L_a, L_b) \in \mathcal{M}_i \), vehicles can move from \( L_a \) to \( L_b \) through junction \( J_i \) at rate \( \xi(p, L_a, L_b, z) \) under traffic state \( z \) if phase \( p \) is activated at \( J_i \). For each \( a \in \{1, \ldots, N\} \), let \( \lambda_a \) be the time average rate with which the number of new vehicles that exogenously enter the network at link \( L_a \) during each time slot is admissible. Let \( \lambda = [\lambda_a] \) represent the arrival rate vector.

Before deriving the optimality result for our backpressure-based traffic signal control algorithm, we first characterize the capacity region of the road network, as formally stated in the following lemma.

**Lemma 2:** The capacity region of the network is given by the set \( \Lambda \) consisting of all the rate vectors \( \lambda \) such that there exists a rate vector \( \mathbf{G} \in \Gamma \) together with flow variables \( f_{ab} \) for all \( a, b \in \{1, \ldots, N\} \) satisfying

\[
f_{ab} \geq 0, \quad \forall a, b \in \{1, \ldots, N\}, \quad (10)
\]

\[
\lambda_a = \sum_b f_{ab} - \sum_c f_{ca}, \quad \forall a \in \{1, \ldots, N\}, \quad (11)
\]

\[
f_{ab} = 0, \quad \forall a, b \in \{1, \ldots, N\} \quad (12)
\]

such that \( (L_a, L_b) \notin \mathcal{M} \).
where the network can be stabilized by some policy, possibly one that makes phase decisions based only on the current traffic state $\mathbf{z}(t)$ and that yields for all $a \in \{1, \ldots, N\}$, $t \in \mathbb{N}^0$,}

$$ \mathbb{E} \left\{ V^\text{out}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) - V^\text{in}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) \right\} = \lambda_a, \quad (17) $$

where the expectation is taken with respect to the random traffic state $\mathbf{z}(t)$ and the (potentially) random control action based on this state.

Finally, based on the above corollary and the basic property of our backpressure-based traffic signal control algorithm, we can conclude that our algorithm leads to maximum network throughput.

**Theorem 1:** If there exists $\epsilon > 0$ such that $\lambda + \epsilon \in \Lambda$, then the proposed backpressure-based traffic signal controller stabilizes the network, provided that $\mathbf{z}(t)$ is i.i.d. from slot to slot.

**Proof:** Consider an arbitrary policy $\mathbf{\hat{p}}(t)$. By simple manipulations, we get

$$ L(\mathbf{Q}(t + 1)) - L(\mathbf{Q}(t)) \leq B - 2\sum_a Q_a(t) \left( V^\text{out}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) - A_a(t) - V^\text{in}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) \right), $$

where $A_a(t)$ is the number of vehicle that exogenously enter the network at link $L_a$ during time slot $t$.

$$ B = \sum_a \left( \left( \sup_{\mathbf{p} \in P, \mathbf{z} \in Z} V^\text{out}_a(\mathbf{p}(t), \mathbf{z}(t)) \right)^2 + \left( A^{\max}_a + \sup_{\mathbf{p} \in P, \mathbf{z} \in Z} V^\text{in}_a(\mathbf{p}(t), \mathbf{z}(t)) \right)^2 \right) $$

and $A^{\max}_a$ satisfies $A_a(t) \leq A^{\max}_a$, $\forall t$. Hence, we get

$$ \mathbb{E} \left\{ L(\mathbf{Q}(t + 1)) - L(\mathbf{Q}(t)) \bigg| \mathbf{Q}(t) \right\} \leq B + 2\sum_a Q_a(t) \mathbb{E} \left\{ A_a(t) \bigg| \mathbf{Q}(t) \right\} - 2\sum_a Q_a(t) \mathbb{E} \left\{ V^\text{out}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) - V^\text{in}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) \bigg| \mathbf{Q}(t) \right\} $$

However, from Lemma [1] the proposed backpressure-based traffic signal controller minimizes the final term on the right hand side of the above inequality over all possible alternative policies $\mathbf{\hat{p}}(t)$. But since $\lambda + \epsilon \in \Lambda$, according to Corollary [1] there exists a stationary randomized algorithm that makes phase decisions based only on the current traffic state $\mathbf{z}(t)$ and that yields for all $a \in \{1, \ldots, N\}$, $t \in \mathbb{N}^0$,

$$ \mathbb{E} \left\{ V^\text{out}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) - V^\text{in}_a(\mathbf{\hat{p}}(t), \mathbf{z}(t)) \bigg| \mathbf{Q}(t) \right\} = \lambda_a. $$

Hence, we get that when the proposed backpressure-based traffic signal controller is used,

$$ \mathbb{E} \left\{ L(\mathbf{Q}(t + 1)) - L(\mathbf{Q}(t)) \bigg| \mathbf{Q}(t) \right\} \leq B - 2\epsilon \sum_a Q_a(t), $$

and from Proposition [1] we can conclude that the network is stable.

**VI. SIMULATION RESULTS**

First, we consider a 4-phase junction with 4 approaches and 8 links as shown in Figure [2]. Vehicles exogenously entering each of the 8 links are simulated based on the data collected from the loop detectors installed at the junction between Clementi Rd and Commonwealth Ave W, Singapore.
The maximum output rate of each lane is assumed to be 4 times of the maximum arrival rate of that lane.

We implemented SCATS, which is the system currently implemented in Singapore, and our algorithm in MATLAB. The parameters used in the SCATS algorithm are obtained from [3]. Based on [18], [19], the queue length on each link $L_a$ evolves as follows.

$$Q_a(t+1) = Q_a(t) + I_a(t) - I^+_a(Q_a(t), I_a(t), R_a(t)), \quad (18)$$

where $I_a(t)$ is the number of vehicles arriving at link $L_a$ during time slot $t$ and $I^+_a$ is a function that describes the number of passing vehicles and is given by

$$I^+_a(Q_a(t), I_a(t), R_a(t)) = R_a(t) \left(1 - e^{-\frac{(Q_a(t) + I_a(t))}{R_a(t)}}\right). \quad (19)$$

Here, $R_a(t) = S_a(t)g_a(t)$ is the maximum number of passing vehicles where $S(t)$ is the saturation flow and $g(t)$ is the green time for link $L_a$.

Assuming that all the links have infinite queue capacity, queue lengths of each lane when our algorithm and SCATS are applied are shown in Figure 3. These simulation results show that our algorithm can reduce the maximum queue length by an order of magnitude, compared to SCATS, as shown in Figure 4. Figure 3 shows that our algorithm also performs significantly better on average.

Suppose each link can actually accommodate only 100 vehicles. Figure 5 shows that SCATS can only support up to 0.9 times of the current vehicle arrival rate whereas the backpressure-based controller can support up to 1.3 times of the current vehicle arrival rate before the queue length exceeds the link capacity.

Next, we employ a microscopic traffic simulator MITSIMLab [20], whose simulation models have been validated against traffic data collected from Swedish cities, to evaluate our backpressure-based traffic signal control algorithm. We consider a road network with 112 links and 14 signalized junctions as shown in Figure 6. Vehicles exogenously enter and exit the network at various links based on 46 different origin-destination pairs, with the arrival rate of 9330 vehicles/hour. We implement SCATS and our backpressure-based traffic signal control algorithm in the traffic management simulator component of MITSIMLab. Queue length (i.e., the number of vehicles) on each link when each algorithm is used is continuously recorded. Note that in this case, the rate function $\xi_i$, which is used in our algorithm, is still derived from the macroscopic model in (19). Hence, it may not accurately give the flow rate through the corresponding junction due to a possible mismatch between the macroscopic model in (19) and the microscopic model used in MITSIMLab. In addition, as opposed to the previous 1-junction case, all the links have finite queue capacity in this case.

The maximum and average queue lengths are shown in Figure 7 and Figure 8, respectively. These simulation results show that our algorithm can reduce the maximum queue length by a factor of 3, compared to SCATS. In addition, it performs significantly better on average. One of the reasons that the difference in the queue lengths when our algorithm and SCATS are applied is not as significant as in the previous 1-junction case is because in this case, each link has a finite capacity. Hence, the number of vehicles on each link is limited by the link capacity and therefore queue length on each link cannot grow very large. In fact, as shown in Figure 10, queue spillback, where queues extend beyond one link upstream from the junction, persists throughout the simulation, especially when SCATS is used.
Fig. 5. The average arrival rate and the average queue length over all the lanes when the backpressure-based controller and SCATS are applied.

Fig. 6. Simulation results showing the queue length (solid line) when (top) the backpressure-based controller is applied with the vehicle arrival rate (dashed line) that is 1.3 times of the current value and (bottom) SCATS is applied with the vehicle arrival rate (dashed line) that is 0.9 times of the current value. Different colors correspond to different lanes.

Fig. 7. Road network used in the MITSIMLab simulation.

Fig. 8. Simulation results showing maximum queue lengths when SCATS and our backpressure-based traffic signal control algorithm (BP) are used.

VII. CONCLUSIONS AND FUTURE WORK

We considered distributed control of traffic signals. Motivated by backpressure routing, which has been mainly applied to communication and power networks, our approach relies on constructing a set of local controllers, each of which is associated with each junction. These local controllers are constructed and implemented independently of one another. Furthermore, each local controller does not require the global view of the road network. Instead, it only requires information that is local to the junction with which it is associated. We formally proved that our algorithm leads to maximum network throughput even though the controller is constructed and implemented in such a distributed manner and no information about traffic arrival rates is provided. Simulation results showed that our algorithm performs significantly better than SCATS, an adaptive traffic signal control systems that is being used in many cities.

Future work includes incorporating fairness constraints such as ensuring that each traffic flow is served within a certain service interval. Another issue that needs to be addressed as our algorithm may not lead to periodic switching sequences of phases is the additional delay in drivers’ responses to traffic signals, unless a prediction of the next phase can be provided. We are also investigating the coordination issue such as ensuring the emergence of green waves.
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