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Detailed Terms
I. INTRODUCTION

This paper describes a measurement of the production of primary $K_S^0$ mesons, and $\Lambda$ and $\bar{\Lambda}$ baryons in the underlying event in proton-proton ($pp$) collisions at a center-of-mass energy of 7 TeV with the Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC).

In the presence of a hard process, characterized by particles or clusters of particles with large transverse momentum $p_T$ with respect to the beam direction, the final state of hadron-hadron interactions can be described as the superposition of several contributions: the partonic hard scattering, initial- and final-state radiation, additional “multiple partonic interactions” (MPI), and “beam-beam remnants” (BBR) interactions. The products of initial- and final-state radiation, MPI and BBR, form the “underlying event” (UE).

In this paper, the UE properties are analyzed with reference to the direction of the highest-$p_T$ jet reconstructed from charged primary particles (leading charged-particle jet). This leading jet is expected to reflect the direction of the parton produced with the highest transverse momentum in the hard interaction. Three distinct topological regions in the hadronic final state are defined in terms of the azimuthal angle $\Delta \phi$ between the directions of the leading jet and that of any particle in the event. Particle production in the “toward” region, $|\Delta \phi| < 60^\circ$, and in the “away” region, $|\Delta \phi| > 120^\circ$, is expected to be dominated by the hard parton-parton scattering. The UE structure can be best studied in the “transverse” region, $60^\circ < |\Delta \phi| < 120^\circ$ [1,2].

Studies of the UE activity in charged primary particles in proton-proton collisions at different center-of-mass energies have been published by the ATLAS [3] and CMS [1,4,5] collaborations. Observables such as the average multiplicity of charged primary particles per event, hereafter referred to as “average rate,” and the average scalar sum of primary particle $p_T$ per event, hereafter referred to as “average $p_T$ sum,” have been measured in the transverse region. These quantities exhibit a steep rise with increasing charged-particle jet $p_T$ up to a value that depends on the proton-proton center-of-mass energy (around 10 GeV/$c$ for $pp$ collisions at 7 TeV), followed by a slow rise. Within the MPI framework, a hard jet is likely to be produced in collisions with a small impact parameter between the colliding protons, consequently resulting in large MPI activity [6,7]. The MPI activity saturates at values of the hard scale typical of central collisions.

The present analysis considers identified neutral strange particles ($K_S^0$, $\Lambda$, and $\bar{\Lambda}$) as additional probes to study the underlying event. Unless stated otherwise, $\Lambda$ and $\bar{\Lambda}$ baryon data are merged and referred to as $\Lambda$ baryon data. The production of primary $K_S^0$ and $\Lambda$ particles in the transverse region at $\sqrt{s} = 7$ TeV is studied as a function of the scale of the hard process. Fully corrected average rates and $p_T$ sums of primary $K_S^0$ mesons and $\Lambda$ baryons, as well as ratios to the charged primary-particle rates and $p_T$ sums, are compared to simulations. This analysis complements the studies of strangeness production in minimum-bias events at $\sqrt{s} = 7$ TeV published by the ALICE [8,9].
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ATLAS [10], and CMS [11] collaborations. Comparisons of non-single diffractive data [11] with predictions made with the PYTHIA 6 [12] and PYTHIA 8 [13] Monte Carlo event generators have shown that the latter largely underestimate the data, e.g., by 30% for $K^0_S$ production and 50% for $\Lambda$ production at $\sqrt{s} = 7$ TeV for PYTHIA 6 tune D6T [2,14], with little improvement for more recent tunes.

The simulations are performed with versions of PYTHIA that include MPI. The most recent versions have been tuned to reproduce the UE activity observed with primary charged particles at the LHC at 0.9 TeV and 7 TeV center-of-mass energies. The parameters describing strangeness production, however, have not been tuned to LHC data yet. All Monte Carlo samples used in this paper have been generated with the default values of these parameters.

Recent literature [15–17] discussing the tuning of the strangeness suppression parameters in commonly available generators is limited. A tuning of the PYTHIA 6 parameters to LEP, SLAC Linear Collider, and Tevatron data performed with the PROFESSOR program [15] produced best-fit parameters in disagreement with the current PYTHIA default parameters. The resulting predicted strange meson and baryon production rates given in the Appendix of Ref. [15], however, do not agree well with the data used for the tuning. Other attempts to describe strange-particle production in $pp$ collisions are discussed in Refs. [16,17]. The present paper focuses on the comparison with PYTHIA.

The outline of this paper is the following. In Sec. II, the experimental conditions are described, along with the data sets, the simulation, and the analysis technique. In Sec. III, the systematic uncertainties are summarized. The results are discussed in Sec. IV, and conclusions are drawn in Sec. V.

II. EXPERIMENTAL SETUP, DATA SETS, AND DATA ANALYSIS

The central feature of CMS is a superconducting solenoid of 6 m internal diameter. Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter. Muons are measured in gas-ionization detectors embedded in the flux-return yoke. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors. CMS uses a right-handed coordinate system, with the origin at the nominal interaction point, the $x$ axis pointing to the center of the LHC, the $y$ axis pointing up (perpendicular to the LHC plane), and the $z$ axis along the antilockwise-beam direction. The polar angle $\theta$ is measured from the positive $z$ axis, and the azimuthal angle $\phi$ is measured in the $x-y$ plane. The tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$, where $\eta = -\ln(\tan(\theta/2))$. It consists of 1440 silicon pixel and 15 148 silicon strip detector modules and is located in the 3.8 T field of the superconducting solenoid. For the charged particles of interest in this analysis, the transverse momentum resolution is relatively constant with $p_T$, varying from 0.7% at $\eta = 0$ to 2% at $|\eta| = 2$. The transverse and longitudinal impact-parameter resolutions, $\sigma_{d_{T}}$ and $\sigma_{d_{L}}$, respectively, depend on $p_T$ and on $\eta$, ranging from $\sigma_{d_{T}} = 400 \mu m$ and $\sigma_{d_{L}} = 1000 \mu m$ at $p_T = 0.3$ GeV/$c$ and $|\eta| > 1.4$ to $\sigma_{d_{T}} = 10 \mu m$ and $\sigma_{d_{L}} = 30 \mu m$ at $p_T = 100$ GeV/$c$ and $|\eta| < 0.9$. A more detailed description of the CMS detector can be found in Ref. [18].

A. Event selection, data sets, and Monte Carlo simulation

The event selection is identical to the one described in [1], unless explicitly stated otherwise. Minimum-bias events were triggered by requiring coincident signals in beam scintillator counters located on both sides of the experiment and covering the pseudorapidity range $3.23 < |\eta| < 4.65$, and in the beam pickup devices [18]. Events were then recorded with a prescaled trigger requiring the presence of at least one track segment in the pixel detector with $p_T > 200$ MeV/$c$. The trigger conditions are applied to both data and simulated samples. The trigger efficiency for the events selected in the analysis is close to 100%, and no bias from the trigger selection is found.

The data used in this analysis were collected in early 2010 when pileup (multiple $pp$ collisions per proton bunch crossing) was very low. Selected events are required to contain a single reconstructed primary vertex, a condition that rejects about 1% of the events satisfying all the other selection criteria. The primary vertex is fit with an adaptive algorithm [19] and must have at least four tracks, a transverse distance to the beam line smaller than 2 cm, and a z coordinate within 10 cm of the nominal interaction point. Events are required to contain a track jet with reconstructed $p_T > 1$ GeV/$c$ and $|\eta| < 2$. Track jets are reconstructed from the tracks of charged particles, with the anti-$k_T$ algorithm [20,21] and a clustering radius $D_R = 0.5$, where $D_R = \sqrt{\Delta \eta^2 + (\Delta \phi)^2}$. The tracks are required to be well reconstructed, to have $p_T > 500$ MeV/$c$, $|\eta| < 2.5$, and to be consistent with originating from the primary vertex. More details on the track selection can be found in [1]. The reconstructed track jet $p_T$ is the magnitude of the vector sum of the transverse momenta of the tracks in the jet. The leading track jet $p_T$ is corrected for detector response (track finding efficiency and $p_T$ measurement) with detailed simulations based on GEANT4 [22], which have been extensively validated with data [23–25]. This correction is approximately independent of the track jet $p_T$ and $\eta$, and its average value is 1.01. The leading corrected track jet is referred to as the leading charged-particle jet. The PYTHIA versions we consider all include MPI. The tunes used are the PYTHIA 6 D6T tune [2,14] and the PYTHIA 8 tune 1 [13], which have not been tuned to the LHC data, and the PYTHIA 6 Z1 [26] and Z2* tunes. The two latter
PYTHIA 6 tunes, as well as PYTHIA 8, include $p_T$ ordering of the parton showers, and a new model [27] where MPI are interleaved with parton showering. PYTHIA 8 includes hard diffraction in addition to the new MPI model. The parton distribution functions used for PYTHIA 6 D6T and PYTHIA 8 tune 1 are the CTEQ6L1 and CTEQ5L sets, respectively. The Z1 tune uses the CTEQ5L parton distribution set, whereas Z2* is updated to CTEQ6L1 [28] and returned to the underlying event activity at 7 TeV from Ref. [1] with the PROFESSOR tool [15]. The simulated data are generated with PYTHIA 6 version 6.422 for tunes D6T and Z1, version 6.424 for tune Z2*, and version 8.135 for PYTHIA 8 tune 1.

Simulated primary stable charged particles with a proper lifetime $c\tau > 1$ cm are clustered into jets with the anti-$k_T$ algorithm ($\Delta R = 0.5$). The average rates and scalar $p_T$ sums of simulated primary $K_S^0$ and $\Lambda$ particles are computed within the transverse region of the leading simulated charged-particle jet.

A data sample of $11 \times 10^6$ events with at least one charged-particle jet with $p_T > 1$ GeV/c and $|\eta| < 2$ is analyzed. The corresponding numbers of simulated events are $22 \times 10^6$ for PYTHIA 6 D6T and $5 \times 10^6$ for PYTHIA 6 Z1, Z2* and PYTHIA 8 tune 1. Corrections for detector effects and background are estimated with the PYTHIA 6 D6T sample, while the modeling of the underlying event is studied with all the tunes mentioned.

The reconstruction of the leading charged-particle jet results in a bias in the measured average rates and $p_T$ sums in the transverse region. The value of this bias ranges from $+5\%$ to $+10\%$ for charged-particle jet $p_T$ below 10 GeV/c, and is consistent with zero for larger $p_T$ values. It is caused by events in which the leading jet formed by primary charged particles is not reconstructed as the leading charged-particle jet because of tracking inefficiencies, and a subleading jet is thus reconstructed as the leading jet. This results in a reconstructed transverse region shifted in $\phi$. The correction for this bias is obtained from the detailed Monte Carlo simulations of the detector response described above.

The primary vertex selection causes a small overestimate of the UE strangeness activity at low charged-particle jet $p_T$, at most $5\%$ for charged-particle jet $p_T = 1$ GeV/c. This is because the requirement that at least four tracks be associated to the primary vertex enriches the sample in events with higher UE activity when the charged-particle jets have very low multiplicity. This bias is corrected by means of detailed simulations as described in Sec. III.

**B. Selection of primary $V^0$ candidates and analysis strategy**

The neutral strange particles $K_S^0$, $\Lambda$, and $\bar{\Lambda}$, hereafter generically called $V^0$s, are identified by means of their characteristic decay topology: a flight distance of several centimeters before decay, two tracks of opposite charge emerging from a secondary vertex, and an invariant mass consistent with that of a $K_S^0$ meson or a $\Lambda$ baryon. The $V^0$ momentum vector is further required to be collinear with the vector joining the primary and secondary vertices, in order to select primary particles.

The $V^0$ candidates are reconstructed by the standard CMS offline event reconstruction program [25]. Pairs of oppositely charged tracks with at least 3 hits in the CMS tracker and with a nonzero transverse impact parameter with respect to the beam line are selected (the transverse impact parameter divided by its uncertainty is required to be larger than 1.5). Pairs of tracks with a distance of closest approach to each other smaller than 1 cm are fit to a common secondary vertex, and those with a vertex fit $\chi^2$ smaller than 7 and a significant distance between the beam line and the secondary vertex (transverse flight distance divided by its uncertainty larger than 8) are retained.

Well-reconstructed $V^0$ candidates are selected by applying cuts on the pseudorapidity and transverse momentum of the decay tracks ($|\eta| < 2.5$, $p_T > 300$ MeV/c), of the $V^0$ candidate ($|\eta| < 2$, $p_T > 600$ MeV/c for $K_S^0$ mesons, $p_T > 1.5$ GeV/c for $\Lambda$ baryons), and on the $V^0$ transverse flight distance ($>1$ cm from the beam line). A kinematic fit is then performed on the candidates to further purify the sample of primary strange particles. The fit includes a secondary vertex constraint, a mass constraint, as well as the constraint that the $V^0$ momentum points away from the primary vertex. All three hypotheses ($K_S^0 \rightarrow \pi^+ \pi^-$, $\Lambda \rightarrow p \pi^-$, and $\bar{\Lambda} \rightarrow \bar{p} \pi^+$) are tested for each candidate and the most probable hypothesis is considered. Candidates with a kinematic-fit probability larger than 5% are retained.

Since simulations enter in the determination of the $V^0$ selection efficiency and purity, a good description of the distributions of the kinematic-fit input variables is important. The distributions of the invariant mass of the $V^0$ candidates for the most probable particle-type hypothesis are shown in Fig. 1, together with the distributions of the invariant-mass pull. The invariant-mass pull is the difference between the reconstructed mass and the accepted $V^0$ mass value [29], divided by the uncertainty on the reconstructed mass calculated from the decay track parameter uncertainties. The signal and background fractions are shown as predicted by PYTHIA 6 D6T. The backgrounds in the $K_S^0$ sample are mostly misidentified $\Lambda$ baryons. Backgrounds in the $\Lambda$ sample are mostly nonprimary $\Lambda$ baryons from cascade decays of $\Xi$ and $\Omega$ baryons, plus contributions from misidentified $K_S^0$ mesons and converted photons. In general, the simulation agrees with the data. As an example, the average mass values for $K_S^0$ mesons ($\Lambda$ baryons) are 0.4981 GeV/$c^2$ (1.116 GeV/$c^2$) in the simulation and 0.4977 GeV/$c^2$ (1.116 GeV/$c^2$) in the data; the corresponding rms values for the mass pull distributions are 1.17 (0.512) in the simulation and 1.23 (0.531) in the data. For $K_S^0$ candidates, the data show larger tails than the simulation at mass pull values below (−2). The presence of a
similar tail in the component shown as the hatched histogram of the simulated distribution indicates that this excess is due to a larger contribution from misidentified baryons in the data compared to the simulation. This is accounted for in the background estimation as described below.

The pointing requirement constrains the signed impact parameter \( d_{ip} \) of the \( V^0 \) with respect to the primary vertex. This variable is defined as the distance of closest approach of the \( V^0 \) trajectory to the primary vertex, and its sign is that of the scalar product of the \( V^0 \) momentum and the vector pointing from the primary vertex to the point of closest approach. The distributions of the signed impact parameter are shown in Fig. 2 together with the distributions of the corresponding pull, defined as \( d_{ip} / \sigma_{d_{ip}} \) calculated from the decay track parameter uncertainties. The quality of the description of the data by the simulation is good, including the tails at positive impact-parameter values. The large pulls for secondary \( \Lambda \) baryons from cascade decays allow the suppression of this background by means of the kinematic fit.

The uncorrected average rates of reconstructed \( V^0 \) candidates passing the selection cuts per unit pseudorapidity are shown in Fig. 3 as a function of the difference in azimuthal angle \( |\Delta \phi| \) between the \( V^0 \) candidate and the leading charged-particle jet. Uncorrected data are compared to PYTHIA events passed through the detailed detector simulation. The dependence of the rates on \( |\Delta \phi| \) is qualitatively described by the PYTHIA tunes considered. The simulation underestimates significantly the \( V^0 \) rates in the transverse region. The peak at \( |\Delta \phi| = 0^\circ \) is more pronounced for baryons than for \( K^0_S \) mesons. The simulation indicates that the harder \( p_T \) cut applied to the baryon candidates is responsible for this feature; the distributions are similar when the same \( p_T \) cut is applied to both \( V^0 \) types.

The backgrounds to the \( K^0_S \) and \( \Lambda \) samples are estimated with two methods. The first is based on simulation. Candidates not matched to a generated primary \( V^0 \) of the corresponding type are counted as background. The PYTHIA 6 D6T sample is used. To account for the known deficit of strange particles in the simulation (see Sec. I), the contribution from \( K^0_S \) mesons misidentified as \( \Lambda \) baryons is weighted by the ratio of \( K^0_S \) rates measured in non-single diffractive events to those in PYTHIA 6 D6T, 1.39 [11]. Similarly, the contribution from misidentified \( \Lambda \) baryons
and the signal (yellow) as predicted by PYTHIA 6 D6T. The PYTHIA prediction is normalized to the data.

The second method is based on data. The signal and background contributions are extracted from a fit to the production rates, 2.67 [11].

The background fraction for \( K^0_S \) increases from (1.5 ± 1.1)% at charged-particle jet \( p_T = 1 \) GeV/c to (3.3 ± 1.7)% at charged-particle jet \( p_T = 10 \) GeV/c and remains constant at higher charged-particle jet \( p_T \). The background is (8 ± 2)% for baryons, independent of the charged-particle jet \( p_T \).

The \( K^0_S \) and \( \Lambda \) raw yields are corrected for purity (defined as 1—background fraction) as well as for acceptance and reconstruction efficiency. Each \( V^0 \) candidate is weighted by the product of the purity times \( \frac{1}{\Delta \chi^2} \), where \( \Delta \chi^2 \) denotes the acceptance of the cuts on the \( V^0 \) transverse flight distance and on the \( p_T \), \( \eta \) of the decay particles, and \( \epsilon \) denotes the reconstruction and selection efficiency for accepted \( V^0 \) candidates. The product of acceptance times efficiency is computed in \( V^0 \) \( (p_T, \eta) \) bins from a sample of \( 50 \times 10^6 \) PYTHIA 6 D6T minimum-bias events passed through the detailed detector simulation. The average values of the product of acceptance and efficiency in this sample for \( K^0_S \) mesons, and \( \Lambda \) and \( \bar{\Lambda} \) baryons within the kinematic cuts \(|\eta| < 2; p_T > 600 \) MeV/c for \( K^0_S \), \( p_T > 1.5 \) GeV/c for \( \Lambda \) and \( \bar{\Lambda} \) are 11.3%, 8.4%, and 6.6%, respectively, including the branching fractions \( B(K^0_S \rightarrow \pi^+ \pi^-) = 69.2\% \) and \( B(\Lambda \rightarrow p \pi^+) = B(\bar{\Lambda} \rightarrow \bar{p} \pi^+) = 63.9\% \) [29]. The acceptance depends strongly on the \( V^0 \)
The consistency of the correction method was checked by applying it to all other Monte Carlo samples and comparing the results to the known generated values. Further support to the correction procedure is provided by the fact that the simulation reproduces well several key aspects of the data, most notably the reconstruction efficiency [23,24] and the angular distributions of the $V^0$ decay tracks as a function of the $V^0 p_T$. The reliability of the simulation for $K_S^0$ and $\Lambda$ reconstruction was checked by comparing the lifetimes obtained from fits to the corrected proper time distributions with the world averages [11]. The stability of the results when varying the $V^0$ selection cuts was also checked. The resulting overall contribution of the $V^0$ reconstruction to the systematic uncertainty is given in Sec. III.

The main sources of systematic uncertainties are described below, with numerical values summarized in Table I.

**Leading charged-particle jet selection:** The bias in rates and $p_T$ sums due to mismatches between the reconstructed and the simulated leading charged-particle jets is corrected by means of detailed simulations. The systematic uncertainty is estimated from the residual difference in rates and $p_T$ sums when the reconstructed and the simulated leading charged-particle jets are matched within $\Delta R = 0.3$.

**Primary vertex selection:** The bias caused by the requirement of a minimum track multiplicity at the primary vertex is corrected by means of detailed simulations of minimum-bias events with the PYTHIA 6 Z1 tune. The primary charged-particle multiplicity in 7 TeV $pp$ collisions is well described by this tune [1]. The corresponding uncertainty is estimated from the spread of the corrections computed with PYTHIA 6 tunes D6T, Z1 and PYTHIA 8 tune 1.

**Modeling of $V^0$ reconstruction efficiency:** The systematic uncertainty on the $V^0$ reconstruction efficiency is estimated from closure tests and from the stability of the results with respect to the $V^0$ selection cuts, as described in Sec. II B.

### TABLE I. Systematic uncertainties on the measured average $V^0$ rates and $p_T$ sums.

<table>
<thead>
<tr>
<th>Source</th>
<th>$K_S^0$ (%)</th>
<th>$\Lambda$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading charged-particle jet selection</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Primary vertex selection</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Modeling of $V^0$ efficiency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charged-particle jet $p_T \leq 2.5$ GeV/c</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Charged-particle jet $p_T &gt; 2.5$ GeV/c</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Detector material</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>GEANT4 cross sections</td>
<td>...</td>
<td>5</td>
</tr>
<tr>
<td>Statistical uncertainty on $V^0$ weights</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$600$ MeV/$c &lt; p_T^{V^0} &lt; 700$ MeV/$c$</td>
<td>0.1</td>
<td>...</td>
</tr>
<tr>
<td>$1.5$ GeV/$c &lt; p_T^{V^0} &lt; 1.6$ GeV/$c$</td>
<td>0.03</td>
<td>0.33</td>
</tr>
<tr>
<td>$6$ GeV/$c &lt; p_T^{V^0} &lt; 8$ GeV/$c$</td>
<td>1.4</td>
<td>8.3</td>
</tr>
<tr>
<td>Background estimation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charged-particle jet $p_T = 1$ GeV/$c$</td>
<td>1.1</td>
<td>2</td>
</tr>
<tr>
<td>Charged-particle jet $p_T = 10$ GeV/$c$</td>
<td>1.7</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charged-particle jet $p_T = 1$ GeV/$c$</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Charged-particle jet $p_T = 10$ GeV/$c$</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>

### Average $p_T$ sums

<table>
<thead>
<tr>
<th>Source</th>
<th>$K_S^0$ (%)</th>
<th>$\Lambda$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background estimation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{V^0} = 600$ MeV/$c$</td>
<td>0.1</td>
<td>...</td>
</tr>
<tr>
<td>$p_T^{V^0} = 1.5$ GeV/$c$</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td>$p_T^{V^0} = 8$ GeV/$c$</td>
<td>3.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Other sources</td>
<td>as rates</td>
<td>as rates</td>
</tr>
</tbody>
</table>
Detector material: The overall mass of the tracker and the relative fractions of the different tracker materials are varied in the simulations, with the requirement that the resulting predicted tracker weight be consistent with the measured weight [31]. The difference between the results thus obtained and the nominal results is taken as a contribution to the systematic uncertainty.

GEANT4 cross sections: A 5% systematic uncertainty is assigned to the baryon yields, as a result of the known imperfect modeling of the low-energy antiproton interaction cross section in the GEANT4 version used [30].

Statistical uncertainty on the $V^0$ yield correction: A small contribution to the total uncertainty stems from the finite size of the sample of minimum-bias events passed through the full detector simulation ($50 \times 10^6$ events), from which the correction is computed.

Estimation of $V^0$ background: The uncertainty on the background remaining after $V^0$ identification by means of the kinematic fit is taken as half the difference between the results of the two background estimation methods used.

The uncertainty on the beam spot position and size gives a negligible contribution to the total uncertainty.

IV. RESULTS

The $V^0$ production rates in the transverse region are shown in Fig. 4 as a function of the leading charged-particle jet $p_T$, and the $V^0$ scalar $p_T$ sums in the transverse region are shown in Fig. 5.

The rates and $p_T$ sums exhibit a rise with increasing hard scale, followed by a plateau. The turn-on of the plateau is located at charged-particle jet $p_T \approx 10$ GeV/c for both primary mesons and baryons. Above the turn-on, the rates and $p_T$ sums are essentially constant, implying also a constant strange-particle average $p_T$ above the turn-on.

A comparison can be made with the trends observed for charged primary particles [1] in spite of the different jet reconstruction algorithm used in Ref. [1] (SISCone). The dependence of the UE activity on the charged-particle jet $p_T$ is very similar to that observed for charged primary particles [1,3,4]. The most striking feature is that the $p_T$ scale at which the plateau starts, around 10 GeV/c in $pp$ collisions at $\sqrt{s} = 7$ TeV, is independent of the type of primary particle used to probe the UE activity. These observations are consistent with the impact-parameter picture of particle production in hadron collisions [6,7], in which the MPI contribution saturates at scales typical of central collisions.

The PYTHIA 6 Z1 and Z2* tunes qualitatively reproduce the dependence of the $K_S^0$ rate and $p_T$ sum on the charged-particle jet $p_T$, but exhibit a 10%–15% deficit in the yield, independent of the charged-particle jet $p_T$. PYTHIA 8 tune 1 underestimates the activity by about 30%. For the $\Lambda$ baryons, PYTHIA 6 tunes Z1, Z2* and PYTHIA 8 tune 1 underestimate the rates by about 50%. After being tuned to the charged-particle data, PYTHIA 6 Z2* models strangeness

FIG. 4 (color online). Average multiplicity per unit of pseudorapidity and per radian in the transverse region ($|\eta| < 2$, $60^{\circ} < |\Delta \phi| < 120^{\circ}$), as a function of the $p_T$ of the leading charged-particle jet: (top) $K_S^0$ with $p_T > 0.6$ GeV/c; (bottom) $\Lambda$ with $p_T > 1.5$ GeV/c. Predictions of PYTHIA tunes are compared to the data, and the ratios of simulations to data are shown in the bottom panels. For the data, the statistical uncertainties (error bars) and the quadratic sum of statistical and systematic uncertainties (error band) are shown, while for simulations the uncertainty is only shown for PYTHIA 6 tune Z2*, for clarity.
production in the UE in a very similar way as Z1, in spite of the different parton distribution set used.

PYTHIA 6 D6T shows a dependence of the activity on the charged-particle jet $p_T$ that differs from that of the data and of the other tunes. In addition, the $V_0^\pi$ $p_T$ distributions predicted by PYTHIA 6 D6T in the transverse region are in strong disagreement with the data. As an illustration, the $p_T$ spectra are shown in Fig. 6 for events with a

FIG. 5 (color online). Average scalar $p_T$ sum per unit of pseudorapidity and per radian in the transverse region ($|\eta|<2$, $60^\circ<|\phi|<120^\circ$), as a function of the $p_T$ of the leading charged-particle jet: (top) $K_0^+$ with $p_T>0.6$ GeV/$c$; (bottom) $\Lambda$ with $p_T>1.5$ GeV/$c$. Predictions of PYTHIA tunes are compared to the data, and the ratios of simulations to data are shown in the bottom panels. For the data, the statistical uncertainties (error bars) and the quadratic sum of statistical and systematic uncertainties (error band) are shown, while for simulations the uncertainty is only shown for PYTHIA 6 tune Z2*, for clarity.

FIG. 6 (color online). $V_0^\pi$ $p_T$ distributions corrected for selection efficiency and background without a correction to the leading charged-particle jet, in the region transverse to a leading reconstructed charged-particle jet with $p_T>3$ GeV/$c$, compared to predictions from different PYTHIA tunes (top: $K_0^+$; bottom: $\Lambda$). Error bars indicate the quadratic sum of the statistical and systematic uncertainties. Simulations are normalized to the first $p_T$ bin in the data, with normalization factors given in parentheses.
measured for $K^0_S$ mesons for charged-particle jet $p_T > 3\text{ GeV}/c$ and for $\Lambda$ baryons for charged-particle jet $p_T > 10\text{ GeV}/c$. In addition, as just discussed, when accounting for the acceptance of the baryon $p_T$ cut, a
constant ratio is also predicted for \( \Lambda \) baryons at charged-particle jet \( p_\tau < 10 \text{ GeV}/c \). Since the trends observed are very similar for charged and strange particles, as well as for mesons and baryons, the present measurements suggest that hadronization and MPI are decoupled.

V. CONCLUSIONS

This paper describes measurements of the underlying event activity in \( pp \) collisions at \( \sqrt{s} = 7 \text{ TeV} \), probed through the production of primary \( K^0_S \) mesons and \( \Lambda \) baryons. The production of \( K^0_S \) mesons and \( \Lambda \) baryons in the kinematic range \( p_T^{K^0_S} > 0.6 \text{ GeV}/c \), \( p_T^{\Lambda} > 1.5 \text{ GeV}/c \) and \( |\eta| < 2 \) is analyzed in the transverse region, defined as \( 60^\circ < |\Delta \phi| < 120^\circ \), with \( \Delta \phi \) the difference in azimuthal angle between the leading charged-particle jet and the strange-particle directions. The average multiplicity and the average scalar \( p_T \) sum of primary particles per event are studied as a function of the leading charged-particle jet \( p_T \).

A steep rise of the underlying event activity is seen with increasing leading jet \( p_T \), followed by a “saturation” region for jet \( p_T > 10 \text{ GeV}/c \). This trend and the \( p_T \) scale above which saturation occurs are very similar to those observed with charged primary particles. The similarity of the behavior for strange and charged particles is consistent with the impact-parameter picture of multiple parton interactions in \( pp \) collisions, in which the centrality of the \( pp \) collision and the MPI activity are correlated.

The results are compared to recent tunes of the PYTHIA Monte Carlo event generator. The PYTHIA simulations underestimate the data by 15%–30% for \( K^0_S \) mesons and by about 50% for \( \Lambda \) baryons, a MC deficit similar to that observed for the inclusive strange-particle production in \( pp \) collisions.

The constant strange- to charged-particle activity ratios and the similar trends for mesons and baryons indicate that the MPI dynamics is decoupled from parton hadronization, with the latter occurring at a later stage.
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