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Abstract

Transcriptional regulatory circuits govern how cis and trans factors transform signals into messenger RNA (mRNA) expression levels. With advances in quantitative and high-throughput technologies that allow measurement of gene expression state in different conditions, data that can be used to build and test models of transcriptional regulation is being generated at a rapid pace. Here, we review experimental and computational methods used to derive detailed quantitative circuit models on a small scale and cruder, genome-wide models on a large scale. We discuss the potential of combining small- and large-scale approaches to understand the working and wiring of transcriptional regulatory circuits.

The next frontier in genomics is to assemble systematically the functional components of genomes and cells into the circuits that transform signals into cellular responses. These circuits include signal transduction, metabolic, and transcriptional pathways. One major challenge is to predict, in a given cell type and under a given condition, the expression level of every gene. This view focuses on regulatory circuits that take trans regulators and cis sequence determinants as input and yield gene expression level as output (Fig. 1A).

Small-scale approaches have been used to develop detailed quantitative models of the regulatory circuits controlling one or very few genes. Complementary large-scale approaches used computational algorithms to reconstruct genome-scale circuits; these methods typically result in comprehensive, albeit less-detailed, models. These two strategies already inform and influence each other (1,2) and are likely to merge and deliver quantitative and biochemically interpretable genome-wide models of circuit wiring (3).

Small-Scale Approaches: Success Stories from Prokaryotes

Small-scale measurements focus on a single circuit and its cis regulation, typically by using thermodynamics or kinetic models as a framework for interpreting data. Inputs and outputs for several regulatory circuits have been measured in vivo on a small scale in prokaryotes (4–7). Inputs include inducers that modulate the activity of the trans factor (6,7), or the trans factor itself (4,8,9). Such studies rely on the availability of a transcription factor (TF) that binds a well-characterized promoter, with activity that can be continuously tuned in a controlled manner. The output is typically represented by the rate of protein production (4,6), protein...
activity (6,7), or steady-state protein level (8,9) and is measured by means of a reporter, such as a fluorescent protein gene or gene encoding an enzyme (whose activity serves as the reporter) that is placed under the control of the promoter of interest (4,10). The input-output relation, termed the gene-regulation function (4), is generally measured from a population of cells, although the same approaches apply to single-cell measurements.

Direct measurements, along with prior knowledge about the molecular system, are used to infer a quantitative model of gene regulation (5). The gene-regulation function is often approximated by the Hill function (Fig. 1B) which summarizes threshold, sensitivity, and maximum expression level. To understand the relation between phenomenological Hill parameters and the actual biochemical parameters of gene regulation, one needs to know whether TFs oligomerize, how strongly they interact with cis elements in the promoter region, whether they interact cooperatively with themselves or other factors when binding to the promoter, and how they interact with RNA polymerase (5). Numerous studies of prokaryotic systems, such as the lac and lambda promoters (11,12), have provided insights into the biochemical basis for the Hill parameters of single-input gene-regulation functions (7).

Quantitative models have been built for more complex circuits as well, such as a circuit based on the lac promoter that can perform simple computations such as AND and OR logic (6,10). Circuit models can be used in a bottom-up approach to predict the behavior of more-complex regulatory networks, as demonstrated in synthetic gene networks in Escherichia coli (3). Overall, the agreement between data and models for prokaryotic gene expression can be attributed to the tractability of the system and the accumulated knowledge of the relevant biochemistry and biophysics.

There are several ways to validate and refine such models. Researchers can compare a biochemical parameter extracted from the model (e.g., the equilibrium dissociation constant between a TF and the DNA) with a corresponding in vitro measurement. Another approach requires perturbing the TF binding equilibrium, by varying the DNA sequence of cis elements and observing whether the data fit the model. Such measurements also offer insights into the plasticity and evolution of the regulatory circuit (10). The model can be further constrained by measuring additional variables, such as noise in gene expression (13).

When a model fails to be validated by the data, we can discover previously unknown events or components that likely are associated with the regulatory circuit, thus correctly identifying the circuit’s wiring. For example, a smaller-than-expected maximal expression level suggests the existence of another pathway or factor (7) that can limit binding of the TF to the promoter or modulate its activity post binding. A higher-than-expected sensitivity might point to hidden mechanisms of cooperativity, such as physical interactions between TFs, or to indirect interactions that are mediated by other factors (7,14). Circuits connected in series can also lead to a higher overall sensitivity (15). Moreover, hidden feedback loops can dramatically influence the shape of the gene-regulation function (16).

**Small-Scale Approaches to Eukaryotic Gene-Regulation Functions**

Eukaryotic systems have regulatory circuits that are more complex than those of prokaryotes. For example, eukaryotic cis elements are not equally accessible to TFs because nucleosomes generally hinder binding of TFs. Moreover, nucleosomes are not passive inhibitors of TFs but are removed from the DNA by adenosine triphosphate–dependent chromatin-remodeling factors. Furthermore, nucleosomes are bound with a different affinity to the DNA, depending on their chemical modification and underlying DNA sequence (17).

The eukaryotic cis regulatory code is also more diverse and has many types of binding sites for multiple TFs (18). Additionally, complexities on the trans side can affect the activity of a
TF as a function of location and posttranslational modification, posing both measurement and modeling challenges. Moreover, sequence-specific TFs interact with various chromatin-remodeling factors and histone-modifying complexes, but we have limited knowledge about the identity of these factors and their quantitative effect on gene regulation. Thus, even for well-studied model eukaryotic promoters, we lack a full understanding of the components, wiring, and biochemical interactions in the circuit.

Gene expression levels have been modeled according to promoter architecture in yeast (8, 19–21), worms (22), and sea urchins (23). Yeast gene expression levels were measured from both synthetic and genomic promoters varying in composition and organization of TF-binding sites among different environments and could be successfully modeled on the basis of the equilibrium binding of TFs to DNA and to each other (19,20). Other studies underscore the importance of nucleosomes in determining the level of gene expression (24). For example, a study testing the gene-regulation functions of phosphate-regulated promoters in yeast, by using different combinations of cis elements, identified a role for nucleosomes in decoupling threshold and maximum expression levels of the gene-regulation function (8).

**Large Scale: From Single Gene to Genome-Wide Models**

Small-scale models focus on deciphering regulatory functions for circuits where the key components and wiring were previously known. In contrast, large-scale approaches tend to have less precision but can be used to infer circuit components and wiring. Such efforts are particularly critical when studying gene regulation in higher organisms, with largely uncharacterized circuits.

The emergence of large-scale approaches that aim for genome-wide prediction of output has been tightly coupled to an improved ability to measure circuit input, output, and wiring on a genomic scale. For example, output such as mRNA levels can be measured by microarrays or sequencing (25). Also, as an example of cis input, we now can more easily detect promoter sequences because of advances in computation and the availability of whole-genome sequences (26). Trans inputs can be measured as direct interactions of DNA with proteins, including TFs (18,27), histone-modification states (28), and nucleosome positions in vivo (29). TF-promoter interactions also can be inferred from in vitro assays, such as protein-binding microarrays (30).

Large-scale genomic studies of regulatory circuits are still limited, most notably in measurements of the abundance and activity of trans input, as is direct manipulation of cis and trans inputs. As a result, most large-scale models do not incorporate detailed regulatory functions and either address cis inputs or trans inputs but not both. Furthermore, the generalizing of the circuit model across the promoters and expression levels of multiple genes comes at the cost of limited power to explain the observed expression of any individual gene (31).

**Genome-Wide Reconstruction of Cis Regulatory Functions**

Genome-wide sequencing and profiling efforts have spurred the development of numerous approaches to reconstruct cis regulatory functions that explain observed expression levels by the type, number, and organization of cis regulatory elements in promoters. Linear, Bayesian, and thermodynamic approaches have been used and each reflects a different set of assumptions on the biochemical basis of transcriptional regulation (Fig. 1B). Linear models assume that the expression output is a linear combination of cis-element inputs (32–34). Probabilistic Bayesian approaches can handle the noisy nature of large-scale data and are able to capture the combinatorial logic and organization of promoters by modeling combinations of motifs, as well as their relative distance and orientation (35). Some studies cast a linear model in a
probabilistic setting, combining the benefit of both approaches (31). More realistic thermodynamic models have recently emerged. For example, expression patterns in Drosophila segmentation were predicted by calculating the probabilities of all possible configurations of trans factors on the cis regulatory sequence and summing their contributions to expression (36). Sequence preferences for nucleosomes and transcription factors were used to predict expression in yeast (37). However, thermodynamic models have not yet been applied on a genomic scale to test their general power. Genome-wide inference of cis regulatory functions critically depends on accurate and comprehensive detection of cis elements in DNA sequences—this is a notoriously difficult problem, especially in higher organisms.

Estimating the success of the models in predicting gene expression is a challenging task. Ideally, large-scale models should be trained on one data set and then tested for their ability to generalize to unseen data. However, most data sets are of limited scale, and systematic experimental follow-up is lacking. Indeed, many studies do not report such objective success rates, whereas others use various measures to assess the quality of their prediction. For example, models that predict module assignment for each gene typically report the percentage of correct assignment of coregulated genes or genes that share the same function with success rate reported from ~30% (38) to 73% (35) in studies in yeast. Other works report the likelihood of the data given the model (39, 40), but this measure is hard to compare between models of different complexity. The most quantifiable success level to date is reported for models that predict the actual expression of each gene; they typically report the percentage of the variance in gene expression that is accounted for by the model. Both Bayesian and linear models that predict gene expression from cis regulatory sequences have reported high rates of success in yeast [e.g., 51% in (35), 52 to 72% in (33)]. However, the success of similar approaches in mammalian cells has been much more modest [e.g., 6% in (31), 11 to 24% in (32)]. It is important to consider the amount of expression that we can expect to explain with a particular model. A recent study with synthetic promoter libraries in yeast estimated that cis regulation can explain at most 65% of the variance in expression and that a thermodynamic small-scale model explains 44 to 59% (19). Similar work in the urochordate Ciona explains 30 to 89% of the variance at the cis level (22). Establishing standard approaches and data sets on which we can compare the performance of different models is an important goal. The DREAM project aims to achieve such a fair comparison by posting challenges for the community (42).

Discovering Arrows: Inferring Trans Regulation on a Genomic Scale

Cis input alone cannot predict expression, because dynamic expression patterns change with environmental conditions, cell type, and cell cycle stage. These changes are accompanied by corresponding changes in trans factors, which have been studied by three genome-scale strategies.

Genome-scale measurement of physical interactions allows direct incorporation of trans factors into circuit models. For example, TF-DNA interactions, measured either in vivo (18, 41) or in vitro (43), were used to derive a detailed map of TF binding in yeast. Such maps can then be coupled with measurements of expression output to build a model of regulatory circuits (44). Discrepancies between the conditions in which binding and expression are measured can limit such efforts. Conversely, measurement of TF binding before and after a stimulus can help distinguish between direct and indirect targets (1, 18, 45). Notably, the scale and quality of measurements of trans inputs are still limited by the required effort and cost associated with generating the needed reagents and data (e.g., generating an epitope-tagged version of every TF and using it in chromatin immunoprecipitation across many conditions).

Alternatively, the level, activity, and wiring of trans factors can be inferred from mRNA levels because many trans regulators are embedded within transcriptional feedback regulatory loops.
(46,47); this results in detectable changes in their mRNA levels. Such inference is needed because we currently cannot assay the activities of a large number of regulators in parallel. Translational and post-translational regulations can create a substantial gap between the mRNA level of a trans factor and the level of active protein, but nonetheless, such approaches have been successful in *E. coli*, yeast, mouse, and human (40,48–50). In one approach, temporal expression data were collected to characterize processes such as cell differentiation and responses to environmental stimuli in mammalian systems (46,51), which showed that the transcriptional program was propagated by sequential waves of transcription controlled by different TFs. However, inferring regulatory activity from output levels limits the model’s ability to distinguish between causality and correlation.

The perturbation of regulators can also be used to decipher and validate trans-regulation function. For example, 263 TFs were systematically deleted in yeast, and each deletion strain was compared with the wild type for genome-wide expression (52). RNA interference technology, which can target expression of specific genes and RNAs, has enabled similar approaches in mammalian cells, albeit at a more limited scale (31). Furthermore, epistasis analysis can be used to infer fine details of a multi-input circuit, as demonstrated by comparing strains from which one, two, or three trans regulators were deleted for their genome-wide effect on the yeast osmotic stress response (1).

**Integrating Cis and Trans Models at a Genomic Scale**

The obvious next direction is to systematically measure and model both trans factors and cis regulatory components simultaneously in different conditions (51). However, we are limited in our ability to finely perturb or measure cis and trans inputs to the circuits because of cost, a relative paucity of genetic tools in higher organisms, and the lack of synthetic approaches required to generate promoter-sequence variants (19).

An alternative strategy to engineered perturbations is to focus on the natural genetic polymorphisms underlying variation in gene expression between strains and species. Regulatory circuits that explain expression differences between natural genetic variants in a population or expression quantitative trait loci have been reconstructed on the basis of genetic variation in cis and trans factors (53,54). This approach is particularly appealing as it incorporates the collective effects of subtle perturbations to multiple circuit components and uses the power of genetic linkage and association to determine causality. Probabilistic and linear methods, in combination with linkage analysis, have incorporated genotypes as predictors to infer trans factors and regulatory networks in yeast, mouse, and human (55–57).

Similarly, studying expression in hybrids can exploit the genetic differences between two related species to estimate the relative cis and trans contributions to regulation as observed in yeast and fly (54,58). In yeast, basal differences in expression between species are explained by cis changes, whereas changes in expression regulation between different environmental conditions are associated with trans changes (58). Related studies have also been performed in mouse cells into which a human chromosome was introduced, showing that cis effects are stronger than trans effects (59).

Validation poses a particular challenge for all large-scale studies. Specific predictions can be tested by small-scale approaches, such as manipulation of individual trans factors or cis elements followed by genome-wide profiling [e.g., (31,47)]. However, these strategies are typically used to validate only a small portion of the model (“cherry picks”) and focus on the system’s wiring rather than its quantitative aspects. In rare examples, large-scale validation is conducted by comparing a model’s prediction (e.g., inferred regulation from cis data) with independent genome-wide data [e.g., TF-DNA binding for all TFs (18)]. In most cases, however, model validation is modest, and few of the model’s components are tested. The two
key challenges are, thus, how to experimentally test predictions on a genomic scale and how to incorporate the results of these experiments once collected. One immediate use is as test data, on which to check how well the model generalizes. A more ambitious goal is to use the data for the iterative refinement of the model.

The detailed genetic and molecular manipulation needed to study circuits by small-scale approaches is extremely challenging in higher organisms. For example, genetic deletion of trans factors is about 100 times as expensive and time-consuming in mammals as in yeast and bacteria, and promoter manipulation is similarly challenging. Because many trans factors are pleiotropic, their deletion is lethal, and hence, requires more sophisticated approaches. Small interfering RNA has opened the possibility of manipulation by silencing (knockdown), but it is prone to nonspecific off-target effects that are not yet fully understood. Future characterization of these nonspecific effects will greatly promote the study of mammalian transcriptional circuits. The ability to perturb multiple proteins (combinatorial knockdown) is limited in mammalian cells. The introduction of morpholino oligonucleotides microinjection in developing embryos of zebrafish, sea urchin, and *Xenopus* (60) has been very successful, but this approach has not been established in mammalian systems.

The most comprehensive and successful model in animals, thus far, has been reconstructed in the sea urchin, including a complete model of the gene regulatory network that specifies the skeletogenic micromere lineage (61). In this model organism, systematic manipulation and measurement of trans factors, cis elements in promoters, and mRNA output measures were combined to devise a detailed validated model of gene regulation. The ability to use morpholine-based knockdown, promoter engineering methods, and mRNA in situ measurements substantially contributed to this success.

**Combining Lessons from Small- and Large-Scale Approaches**

Despite advances from small-scale and large-scale analysis of gene regulation, most studies do not yet bridge the gap between these approaches. As previously noted, small-scale approaches can generate fine, realistic details and extensive validation, but are limited to a few genes (often one). However, large-scale approaches examine many genes, but often rely on regulation functions that are biologically unrealistic (e.g., Boolean logic or linearity) and lack validation.

Recent studies highlight the promise of combining the power of both approaches. For example, genetic approaches typical of smaller-scale studies combined with linear modeling and mRNA profiling have allowed detailed quantitative reconstruction of the regulatory circuits controlling the response to high osmolarity in yeast (1). In addition, findings from large-scale studies can be followed up in detail with small-scale approaches. For instance, the behavior of a yeast regulon observed in mRNA profiles was explained by small-scale studies on a single input circuit controlling a representative target gene (2). Bayesian network approaches, originally developed to study mRNA profiles (48), have been successfully applied to single-cell measurements of signaling pathways (62).

Indeed, the distinction between small- and large-scale approaches is rapidly blurring, with recent technological advances enabling the experimental toolbox of small-scale approaches to be applied to the genomic level. These include the ability to profile multiple genes in single cells even during multicellular organism development (63), large-scale manipulation of sequences (allowing engineering and perturbation of promoters and TFs), and large-scale tunable trans perturbation, including that in higher organisms (31). As such large-scale perturbations of cellular components become increasingly feasible, the number of samples that need to be genomically profiled becomes exceptionally high. This raises the need for genome-scale profiling methods that are at least two orders of magnitude cheaper and faster and require
substantially lower cell numbers and per-sample effort than, for example, a microarray. In this respect, application of very recent advances in assays for measurement of smaller gene signatures (of several hundred genes) at low cost and high scale (64,65) will be essential for both the generation and validation of large-scale models of gene regulation. Overall, such improved methods will allow construction of large-scale models of gene-regulation functions that are closer to the realistic models used in small-scale systems.

Another direction for a major advance is coupling such approaches with time-series experiments, which will allow the study of dynamic gene-regulation functions. Many current studies rely on steady-state measurements, but transcriptional responses unfold over time in response to environmental changes, during differentiation, and in disease. Furthermore, temporal relations can help distinguish correlation from causality. Most computational methods have not leveraged this power, but recent studies (31,51) have demonstrated its potential. A useful stepping stone will be to construct well-defined subnetworks (“toy-models”), and then to study their regulation and dynamics (20,66) as benchmarks to compare models’ performance.

The fundamental challenge for all approaches may be building models that truly generalize to novel states. Almost all current models predict expression in the studied conditions or very similar ones. As the space of possible states may be very large, how successful we can be may depend on our understanding of the underlying features of nonlinearity and combinatorial effects in gene-regulation functions.

In this review we only considered the circuits regulating transcript levels, where the inputs are cis sequences and trans factors that affect transcription directly (e.g., TFs, nucleosomes, or chromatin modifications), and the output is transcript level. However, these circuits are part of a much larger and more complex cellular network composed of many other interacting components. For example, transcripts alone are directly affected by editing, chemical modification, RNA binding proteins, and other noncoding RNAs, which affect their rate of degradation, accessibility for translation, and rate of translation to proteins. More generally, the transcriptional circuits are tightly coupled to signaling, metabolic, and localization systems that are part of the complex three-dimensional organization of cells and organisms. It is the way in which this complex system processes information and executes functions that ultimately determines the phenotype.
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