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Abstract. This paper describes a computationally efficient framework for uncertainty studies in global and regional climate change. In this framework, the Massachusetts Institute of Technology (MIT) Integrated Global System Model (IGSM), an integrated assessment model that couples an Earth system model of intermediate complexity to a human activity model, is linked to the National Center for Atmospheric Research (NCAR) Community Atmosphere Model (CAM). Since the MIT IGSM-CAM framework (version 1.0) incorporates a human activity model, it is possible to analyze uncertainties in emissions resulting from both uncertainties in the underlying socio-economic characteristics of the economic model and in the choice of climate-related policies. Another major feature is the flexibility to vary key climate parameters controlling the climate system response to changes in greenhouse gases and aerosols concentrations, e.g., climate sensitivity, ocean heat uptake rate, and strength of the aerosol forcing. The IGSM-CAM is not only able to realistically simulate the present-day mean climate and the observed trends at the global and continental scale, but it also simulates ENSO variability with realistic time scales, seasonality and patterns of SST anomalies, albeit with stronger magnitudes than observed. The IGSM-CAM shares the same general strengths and limitations as the Coupled Model Intercomparison Project Phase 3 (CMIP3) models in simulating present-day annual mean surface temperature and precipitation. Over land, the IGSM-CAM shows similar biases to the NCAR Community Climate System Model (CCSM) version 3, which shares the same atmospheric model. This study also presents 21st century simulations based on two emissions scenarios (unconstrained scenario and stabilization scenario at 660 ppm CO₂-equivalent) similar to, respectively, the Representative Concentration Pathways RCP8.5 and RCP4.5 scenarios, and three sets of climate parameters. Results of the simulations with the chosen climate parameters provide a good approximation for the median, and the 5th and 95th percentiles of the probability distribution of 21st century changes in global mean surface air temperature from previous work with the IGSM. Because the IGSM-CAM framework only considers one particular climate model, it cannot be used to assess the structural modeling uncertainty arising from differences in the parameterization suites of climate models. However, comparison of the IGSM-CAM projections with simulations of 31 CMIP5 models under the RCP4.5 and RCP8.5 scenarios show that the range of warming at the continental scale shows very good agreement between the two ensemble simulations, except over Antarctica, where the IGSM-CAM overestimates the warming. This demonstrates that by sampling the climate system response, the IGSM-CAM, even though it relies on one single climate model, can essentially reproduce the range of future continental warming simulated by more than 30 different models. Precipitation changes projected in the IGSM-CAM simulations and the CMIP5 multi-model ensemble both display a large uncertainty at the continental scale. The two ensemble simulations show good agreement over Asia and Europe.
However, the ranges of precipitation changes do not overlap – but display similar size – over Africa and South America, two continents where models generally show little agreement in the sign of precipitation changes and where CCSM3 tends to be an outlier. Overall, the IGSM-CAM provides an efficient and consistent framework to explore the large uncertainty in future projections of global and regional climate change associated with uncertainty in the climate response and projected emissions.

1 Introduction

For many years, the Massachusetts Institute of Technology (MIT) Joint Program on the Science and Policy of Global Change has devoted a large effort to estimating probability density functions (PDFs) of uncertain inputs controlling human emissions and the climate response (Reilly et al., 2001; Forest et al., 2001, 2008). Based on these PDFs, probabilistic forecasts of the 21st century climate have been performed to inform policy-makers and the climate community at large (Sokolov et al., 2009; Webster et al., 2012). This effort has been organized around the MIT Integrated Global System Model (IGSM), an integrated assessment model that couples an Earth system model of intermediate complexity to a human activity model. The IGSM framework presents major advantages in the application of climate change studies. A fundamental feature of the IGSM is the ability to vary key parameters controlling the climate system response to changes in greenhouse gases and aerosols concentrations, e.g., the climate sensitivity, the strength of aerosol forcing and the rate of heat uptake by the ocean (Raper et al., 2002; Forest et al., 2008). Webster and Sokolov (2000) show that uncertainty in climate sensitivity associated with differences in parameterizations of physical processes used in different Atmosphere-Ocean Coupled General Circulation Models (AOGCMs) can be treated as an uncertainty in the cloud feedback adjustment factor. As such, the IGSM enables structural uncertainties to be treated as parametric ones and provides a flexible framework to analyze the effect of some of the structural uncertainties present in AOGCMs. The uncertainty in the carbon cycle is also taken into account in the IGSM by varying the rate of carbon uptake by the ocean and terrestrial ecosystem. Another major advantage of the IGSM is the coupling of the Earth system with a detailed economic model. This allows not only simulations of future climate change for various emissions scenarios to be carried out but also for the analysis of the uncertainties in emissions that result from uncertainties intrinsic to the economic model (Webster et al., 2012).

Since the IGSM includes a two-dimensional zonal-mean representation of the atmosphere, it has been used primarily for global mean climate change studies. While projections of future changes in the global mean climate remains a fundamental objective, probabilistic projections of future regional climate change would prove beneficial to policy-makers and impact modeling research groups who investigate climate change and its societal impacts at the regional level, including agriculture productivity, water resources and energy demand (Reilly et al., 2013). The aim of the MIT Joint Program is to contribute to this effort by investigating regional climate change under uncertainty in the climate response and projected emissions. For studies requiring three-dimensional atmospheric capabilities, a new capability of the MIT Joint Program modeling framework is presented in which the IGSM is linked to the National Center for Atmospheric Research (NCAR) Community Atmosphere Model (CAM) version 3.

In this paper, we provide a description of the IGSM, including the Earth system model of intermediate complexity and the human activity model, and of the newly developed IGSM-CAM framework. Then, we compare IGSM-CAM and IGSM stand-alone historical simulations with observations and with models from the Coupled Model Intercomparison Project Phase 3 (CMIP3; Meehl et al., 2007b). We then present results from 21st century simulations based on two emissions scenarios (unconstrained emissions scenario and stabilization scenario at 660 ppm CO₂-equivalent by 2100) and three sets of climate parameters. The chosen climate parameters provide a good approximation for the median, and the 5th and 95th percentiles of the probability distribution of 21st century changes in surface air temperature. Thus, this study presents estimates of the median and 90% probability interval of regional climate change for two different emissions scenarios. We then compare the range of projections with that of models from the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al., 2012).

2 Modeling framework

2.1 The MIT IGSM framework

The MIT IGSM (Dutkiewicz et al., 2005; Sokolov et al., 2005) is an integrated assessment model that couples an Earth system model of intermediate complexity to a human activity model. The atmospheric dynamics and physics component (Sokolov and Stone, 1998) is a two-dimensional zonal-mean, statistical dynamical representation of the atmosphere at 4° resolution in latitude with eleven levels in the vertical. In version 2.2, the IGSM uses a two-dimensional mixed layer anomaly diffusive ocean model. In version 2.3, the ocean component includes a three-dimensional dynamical ocean component based on the MIT ocean general circulation model (Marshall et al., 1997) with a thermodynamic sea-ice model and an ocean carbon cycle (Dutkiewicz et al., 2005, 2009). The ocean model has a realistic bathymetry, and a 2° × 2.5° resolution in the horizontal with twenty-two layers in the vertical, ranging from 10 m at the surface to 500 m thick at depth. Heat and freshwater fluxes are anomaly coupled in order to simulate a realistic ocean state. In order
to more realistically capture surface wind forcing over the ocean, six-hourly National Centers for Environmental Prediction (NCEP) reanalysis 1 (Kalnay et al., 1996) surface 10 m wind speed from 1948–2007 is used to formulate wind stress. The data are detrended through analysis of changes in zonal mean over the ocean (by month) across the full 60 yr period; this has little impact except over the Southern Ocean, where the trend is quite significant (Thompson and Solomon, 2002). For any given model calendar year, a random calendar year of wind stress data is applied to the ocean. This approach ensures that both short-term weather variability and interannual variability are represented in the ocean’s surface forcing. Different random sampling can be applied to simulate different natural variability, augmenting the traditional approach of specifying perturbations in initial conditions.

The IGSM also includes an urban air chemistry model (Mayer et al., 2000) and a detailed global scale zonal-mean chemistry model (Wang et al., 1998) that consider the chemical fate of 33 species including greenhouse gases and aerosols. The terrestrial water, energy and ecosystem processes are represented by the Global Land System (GLS) framework (Schlosser et al., 2007) that integrates three existing models: the NCAR Community Land Model (CLM) (Oleson et al., 2004), the Terrestrial Ecosystem Model (TEM) (Melillo et al., 1993) and the Natural Emissions Model (NEM) (Liu, 1996). The GLS framework represents biogeophysical characteristics and fluxes between land and atmosphere and estimates changes in terrestrial carbon storage and the net flux of carbon dioxide, as well as emissions of methane and nitrous oxide from terrestrial ecosystems.

Finally, the human system component of the IGSM is the MIT Emissions Predictions and Policy Analysis (EPPA) model version 4 (Paltsev et al., 2005), which provides projections of world economic development and emissions over 16 global regions along with an analysis of proposed emissions control measures. EPPA is a recursive-dynamic multi-regional general equilibrium model of the world economy, which is built on the Global Trade Analysis Project (GTAP) data set of the world economic activity (maintained at Purdue University) augmented by data on the emissions of greenhouse gases, aerosols and other relevant species, and details of selected economic sectors. The model projects economic variables (gross domestic product, energy use, sectoral output, consumption, etc.) and emissions of greenhouse gases (CO₂, CH₄, N₂O, HFCs, PFCs and SF₆) and other air pollutants (CO, VOC, NOₓ, SO₂, NH₃, black carbon and organic carbon) from combustion of carbon-based fuels, industrial processes, waste handling and agricultural activities.

Since the IGSM includes a human activity model, it can be used to examine the impact of different climate policies on emissions of greenhouse gases and aerosols and on future climate change within a single consistent framework. Another major feature of the IGSM is the flexibility to vary key climate parameters controlling the climate response. The climate sensitivity can be changed by varying the cloud feedback (Sokolov, 2006) while the strength of the aerosol forcing is modified by adjusting the total sulfate aerosol radiative forcing efficiency. In the IGSM2.3, the rate of ocean heat uptake can be changed by modifying the value of the diapycnal diffusion coefficient (Dalan et al., 2005), resulting in multiple versions of the IGSM2.3 with different ocean heat uptake rates. The IGSM is also computationally efficient and thus particularly adapted to conduct sensitivity experiments or to allow for several millennia long simulations. The IGSM has been used in EMIC intercomparison exercises (Gregory et al., 2005; Petoukhov et al., 2005; Brovkin et al., 2006; Stouffer et al., 2006; Plattner et al., 2008; Eby et al., 2013; Zickfeld et al., 2013) as well as to quantify the PDFs of climate parameters using optimal fingerprint detection statistics (Forest et al., 2001, 2008). This is accomplished by comparing observed changes in surface, upper-air, and deep-ocean temperature changes against IGSM simulations of 20th century climate where model parameters are systematically varied. The IGSM has also been used to make probabilistic projections of 21st century climate change under varying emissions scenarios and climate parameters (Sokolov et al., 2009; Webster et al., 2012) and to investigate the ocean circulation response to climate change (Scott et al., 2008).

### 2.2 The IGSM-CAM framework

Because the atmospheric component of the IGSM is two-dimensional (zonally averaged), regional climate cannot be directly resolved. For investigations requiring three-dimensional atmospheric capabilities, the IGSM2.3 is linked to CAM version 3 (Collins et al., 2004), at a 2° × 2.5° horizontal resolution with 26 vertical levels. Figure 1 shows the schematic of the IGSM-CAM (version 1.0) framework. The IGSM version 2.3 is preferred over version 2.2 because of the ability of the three-dimensional dynamical ocean component to more accurately simulate ocean dynamics and regional variability. CAM3 is chosen over different atmospheric models because it is coupled to CLM, and thus provides a biogeophysical representation of the land consistent with the IGSM. For further consistency within the IGSM-CAM framework, new modules were developed and implemented in CAM in order to change its climate parameters to match those of the IGSM. In particular, the climate sensitivity is changed using a cloud radiative adjustment method (Sokolov and Monier, 2012). CAM is driven by greenhouse gases concentrations and aerosols loading simulated by the IGSM model. Since the IGSM only computes a 2-D zonal-mean distribution of aerosols, we use a pattern scaling method in order to provide CAM with a 3-D distribution of aerosols. Since CAM provides a scaling option for carbon aerosols, the default 3-D black carbon aerosols loading is scaled to match the global carbon mass in the IGSM. A similar scaling for sulfate aerosols was implemented in CAM and the default 3-D sulfate aerosols loading is scaled so that the sulfate aerosol radiative forcing matches that of the IGSM. The
ozone concentrations driving CAM are a combination of the IGSM zonal-mean distribution of ozone in the troposphere and of stratospheric ozone concentrations derived from the Model for Ozone and Related Chemical Tracers (MOZART, Horowitz et al., 2003). Finally, CAM is driven by monthly IGSM sea surface temperature (SST) anomalies from a control simulation corresponding to pre-industrial forcing added to monthly mean climatology (over the 1870–1880 period) taken from the merged Hadley-OI SST, a surface boundary data set designed for uncoupled simulations with CAM (Hurrell et al., 2008). Not surprisingly, the IGSM SSTs exhibit regional biases, due to the lack of representation of storm tracks and other inherent limitations of coupling the ocean with a 2-D atmosphere. These biases are present in the seasonal cycle of the ocean state but SST anomalies from, for example, the pre-industrial mean agree well with observed anomalies. For this reason, CAM is driven by the IGSM SST anomalies and not the full SSTs. More details on the IGSM SST bias are given in the Supplement.

The IGSM-CAM provides an efficient method to estimate uncertainty in global and regional climate change. First, the IGSM-CAM can make use of the IGSM probabilistic ensemble projections and can then subsample them at key quantile values (e.g., 5th and 95th percentile, median) to obtain a first-order assessment of regional uncertainties without necessarily having to run the entire set of members (in the order of several hundred simulations) from the IGSM ensemble. Second, since the atmospheric chemistry and the land and ocean biogeochemical cycles are computed within the computationally efficient IGSM (and not in the 3-dimensional atmospheric model), the IGSM-CAM is more computationally efficient than a fully coupled GCM, like the NCAR Community Climate System Model (CCSM). On the other hand, the current version of the IGSM-CAM does not consider potential changes in the spatial distribution of aerosols and ozone. In future versions, the spatial distribution of ozone and aerosols will be modified spatially as a function of the change in the emissions distribution, computed in the human system component of the IGSM-CAM. Nonetheless, the IGSM-CAM version 1.0 provides a framework well adapted for uncertainty studies in global and regional climate change since the key parameters that control the climate system response (climate sensitivity, strength of aerosol forcing and ocean heat uptake rate) can be varied consistently within the modeling framework.

3 Description of the simulations

In this study, results from simulations with two emissions scenarios and three sets of climate parameters are presented. For each set of climate parameters and emissions scenarios, a five-member ensemble is run with different random wind sampling and initial conditions, referred to as simply initial conditions in the remainder of the article, in order to account for the uncertainty in natural variability, resulting in a total of 30 simulations.
3.1 Emissions scenarios

The two emissions scenarios presented in this study are a median unconstrained reference scenario where no policy is implemented after 2012, referred to as REF, and a stabilization scenario that corresponds to the level 2 stabilization (L2S) described in Clarke et al. (2007), where greenhouse gases are stabilized at 660 ppm CO$_2$-equivalent (550 ppm CO$_2$-only) by 2100 (see Fig. 2). These emissions are similar to, respectively, the Representative Concentration Pathways RCP8.5 and RCP4.5 scenarios (Moss et al., 2010). The median unconstrained reference scenario corresponds to the median of the distribution obtained by performing Monte Carlo simulations of the EPPA model, using Latin Hypercube sampling of 100 parameters, resulting in a 400-member ensemble simulation of the economic model (Webster et al., 2008). As opposed to the Special Report on Emissions Scenarios (SRES, Nakicenovic et al., 2000) and RCP scenarios, this approach allows a more structured development of scenarios that are suitable for uncertainty analysis of an economic system that results in different emissions profiles. Usually the EPPA scenario construction starts from a reference scenario under the assumption that no climate policies are imposed. Then additional stabilization scenarios framed as departures from its reference scenario are achieved with specific policy instruments. The 660 ppm CO$_2$-equivalent stabilization scenario is achieved with a global cap and trade system with emissions trading among all regions beginning in 2015. The path of the emissions over the whole period (2015–2100) was constrained to simulate cost-effective allocation of abatement over time. More details on the emissions scenarios used in this study can be found in Clarke et al. (2007).

3.2 Climate parameters

Different versions of the IGSM2.3 exist with different values of the diapycnal diffusion coefficient. The corresponding effective vertical diffusion is computed using the methodology described in Sokolov et al. (2003). In this study, we pick the version of the IGSM2.3 with a rate of ocean heat uptake that corresponds to an effective vertical diffusion of 0.5 cm$^2$ s$^{-1}$, which lies between the mode and the median of the probability distribution obtained with the IGSM using optimal fingerprint detection statistics (Forest et al., 2008). Following a methodology similar to Forest et al. (2008), we compute the bivariate marginal posterior probability density function with uniform prior for the climate sensitivity-net aerosol forcing (CS-$F_{\text{aer}}$) parameter space (Fig. 3). We choose three values of climate sensitivity (CS) that correspond to the 5th percentile (CS = 2.0$^\circ$C), median (CS = 2.5$^\circ$C), and 95th percentile (CS = 4.5$^\circ$C) of the marginal posterior probability density function with uniform prior (integrated over the net aerosol forcing). The lower and upper bounds of climate sensitivity agree well with the conclusions of the Fourth Intergovernmental Panel on Climate Change (IPCC) Assessment Report (AR4) that finds that the climate sensitivity is likely to lie in the range of 2.0 to 4.5$^\circ$C (Hegerl et al., 2007). The value of the net aerosol forcing is then chosen from the CS-$F_{\text{aer}}$ probability density function, with the objective to provide the best agreement with the observed 20th century climate change. The values for the net aerosol forcing are $-0.25$ W m$^{-2}$, $-0.55$ W m$^{-2}$ and $-0.85$ W m$^{-2}$, respectively, for CS = 2.0$^\circ$C, CS = 2.5$^\circ$C, CS = 4.5$^\circ$C. Global climate changes obtained in these simulations provide a good approximation for the median and the 5th and 95th percentiles of the probability distribution of 21st century changes in surface air temperature from previous work with the IGSM.

4 Data sets

While CAM3 has been the subject of extensive validation (Hurrell et al., 2006; W. D. Collins et al., 2006), the IGSM-CAM framework needs to be evaluated for its ability to simulate the present climate state as well as past observed
changes. First the IGSM-CAM is compared to the IGSM2.3 stand-alone (for the remainder of the article, unless indicated otherwise, when the IGSM is mentioned, we refer to version 2.3) and evaluated against a large number of observational data sets and the CMIP3 models. The various observational data sets used in this study are: HadISST (Rayner et al., 2003), CRU surface temperature (Jones et al., 1999), CRUTEM4 (Jones et al., 2012), HadCRUT4 (Morice et al., 2012), 20th Century Reanalysis (20CR) V2 (Compo et al., 2011), Global Precipitation Climatology Project (GPCP) version 2.2 (Adler et al., 2003), Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) data set (Xie and Arkin, 1997), ERA-Interim (Dee et al., 2011), NCEP reanalysis 1 (Kalnay et al., 1996) and the newly developed global reconstructed precipitation (REC) data (Smith et al., 2012). When comparing the IGSM and IGSM-CAM simulations with observations, the simulations with the median climate sensitivity are chosen. Simulations with a different choice of climate sensitivity yield very similar results since the other values of climate parameters are chosen to best reproduce the observed 20th century climate change. Then, future projections of surface air temperature and precipitation are compared to 31 CMIP5 models (the list of the 31 CMIP5 models available at the time of the study is given in the Supplement).

5 Results

5.1 Evaluation of the present-day climate

Figures 4 and 5 show present-day (1981–2010 period) latitude-height cross sections of temperature and relative humidity for the IGSM, IGSM-CAM and two reanalysis products (ERA-Interim and NCEP reanalysis 1). The IGSM simulation displays a strong cold bias in the stratosphere and near-surface polar regions, and a small cold bias elsewhere. This cold bias is also present in the GISS atmospheric model (Hansen et al., 1983), from which the IGSM atmosphere is derived. The IGSM also shows a strong moist bias, in particular in the stratosphere and over the tropics. The moist bias in the tropics is likely due to the well-mixed 2-D zonal-mean atmosphere that overestimates relative humidity over land. In comparison, the IGSM-CAM simulation shows significant improvement over the IGSM simulation. The general cold bias in the IGSM is largely reduced, except in the stratospheric polar regions. Furthermore, the relative humidity simulated in the IGSM-CAM shows reasonable agreement with the reanalyses, especially in the tropics and in the stratosphere. The largest disagreement between the IGSM-CAM and the observations takes place where the two reanalyses tend to show the most discrepancies, e.g., relative humidity in the polar regions.

Figure 6 shows the present-day (1981–2010 period) latitudinal distribution of zonal-mean annual mean surface air temperature and precipitation for the IGSM and IGSM-CAM simulations and for observational data (20CR V2 and HadCRUT4 for temperature and 20CR V2 and GPCP v2.2 for precipitation). Generally, the IGSM-CAM simulation shows better agreement with the observations than the IGSM simulation. For temperature, the IGSM-CAM displays a strong agreement with the 20CR from 50°S to 60°N. The agreement is not as good over the polar regions, where there is also a strong disagreement between the 20CR and HadCRUT4 data sets. For precipitation, the IGSM-CAM simulates a realistic distribution of precipitation, with local maxima in the tropics, away from the equator, and at mid-latitudes. However, mid-latitude precipitation tends to span narrower bands than in the observations, with precipitation being underestimated in the 30–45° latitude bands. Nonetheless, the IGSM-CAM simulation of precipitation is improved over the IGSM, which displays weak mid-latitude precipitation.

Figure 7 shows the observed annual-mean merged SST and surface air temperature over land (CRU and HadISST) along with the IPCC AR4 multi-model mean error, the typical IPCC AR4 model error, and the CCSM3 and IGSM-CAM model errors. While comparing a single model with the IPCC AR4 multi-model mean is useful, in most cases, the multi-model mean is better than all of the individual models (Gleckler et al., 2008; Annan and Hargreaves, 2011). For this reason it is important to consider the typical error as an additional means of comparison and validation of the modeling
framework. The IGSM-CAM is also compared to CCSM3 because they share the same atmospheric model. As a result, a direct comparison with CCSM3 is useful to determine if these models share the same biases. Figure 7 reveals that the IGSM-CAM surface temperature error compares well with the multi-model mean error over most of the globe and is generally within the typical error. The IGSM-CAM surface temperature agrees particularly well with observations over the ocean, with errors less than 1 °C. The close match over the ocean is a reflection of the IGSM-CAM anomaly

Fig. 4. Zonal mean vertical cross sections of present-day (1981–2010 period) temperature (°C) for the IGSM and IGSM-CAM simulations, under median climate sensitivity, and for the ERA-Interim and NCEP Reanalysis 1.

Fig. 5. Same as Fig. 4 but for relative humidity (%).
coupling approach discussed in Sect. 2.2, whereas CCSM3 is fully coupled and would be expected to have larger SST errors. Over land areas, the IGSM-CAM generally exhibits regional biases similar to CCSM3. For example, the Great Lakes region and northern Eurasia suffer from a warm bias, while a cold bias is present over the Sahara and Sahel, caused by low column water vapor (Dickinson et al., 2006). The IGSM-CAM tends to be globally warmer than CCSM3 and thus shows exacerbated warm regional biases and reduced cold regional biases compared to CCSM3. Nonetheless, the largest errors in surface temperature are generally located in areas where the IPCC AR4 typical error is large. Such typical biases include warm biases over Antarctica, the Canadian Arctic region and eastern Siberia along with cold biases over the coast of Antarctica and the Himalayas. These errors are generally associated with polar regions, where biases in the simulated sea-ice have large impacts on surface temperature, and near topography that is not realistically represented at the resolution of the model.

Figure 8 shows a similar analysis for precipitation. The IGSM-CAM is generally able to simulate the major regional characteristics shown in the CMAP annual mean precipitation, including the lower precipitation rates at higher latitudes and the rainbands associated with the Intertropical Convergence Zone (ITCZ) and mid-latitude oceanic storm tracks. Nonetheless, the IGSM-CAM model error shows regional biases with patterns generally similar to the mean IPCC AR4 model error over the ocean, but with larger magnitudes. Like in the IPCC AR4 mean model, the IGSM-CAM precipitation presents a wet bias in the western basin of the Indian Ocean and a dry bias in the eastern basin. The IGSM-CAM and the IPCC AR4 mean model also show similar biases in precipitation patterns over the Pacific and Atlantic Ocean. Over the extratropical region (in particular in the 30–45° latitudinal bands), the dry bias in the IGSM-CAM described earlier is also present in the IPCC AR4 mean model and CCSM3. The typical IPCC AR4 model error reveals that many of the IPCC AR4 models display substantial precipitation biases, especially in the tropics, which often approach the magnitude of the observed precipitation (Randall et al., 2007). Over land, the IGSM-CAM model error displays regional biases very similar to CCSM3. For example, the Amazon Basin tends to be too dry (Dickinson et al., 2006) and so does the Gulf Coast of the United States and Southeast Asia. Meanwhile, a wet bias can be seen over Central Africa in both CCSM3 and the IGSM-CAM.

The IGSM-CAM tends to simulate more realistically the present-day climatology of temperature, relative humidity and precipitation than the IGSM. This is not entirely surprising considering that the IGSM includes an Earth system model of intermediate complexity with a 2-D zonal-mean atmosphere. While the IGSM 2-D atmosphere includes parameterizations of heat, moisture, and momentum transports by large-scale eddies, it cannot accurately simulate the ocean/land contrasts and atmospheric circulations. As a result, the addition of a 3-D atmospheric component shows substantial improvements. As a result, the IGSM-CAM shares the same general strengths and limitations as the CMIP3 models in simulating present-day annual mean surface temperature and precipitation. Over land, the IGSM-CAM model error in surface temperature and precipitation are very similar to CCSM3, indicating that the two models share biases and that model errors within CAM are likely to propagate in IGSM-CAM climate projections. In addition, the substantial biases in the simulated present-day precipitation can explain the lack of consensus in the sign of future regional precipitation changes predicted by IPCC AR4 models in many regions of the world. However, a model does not necessarily require a realistic simulation of the present mean state to accurately simulate past trends and presumably future trends, as demonstrated in Eby et al. (2013).

5.2 Evaluation of the variability

Figures 9 and 10 show Hovmöller diagrams of surface air temperature and precipitation anomalies over the 1900–2010
Fig. 7. (a) Observed annual-mean HadISST1 climatology for 1980–1999 and CRU surface air temperature climatology over land for 1961–1990; (b) root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models); (c) IPCC AR4 multi-model mean error (°C), simulated minus observed; (d) CCSM3 model error (°C), simulated minus observed; and (e) IGSM-CAM model error (°C), under median climate sensitivity, simulated minus observed. The model results are for the same period as the observations. In the presence of sea ice, the SST is assumed to be at the approximate freezing point of sea water (−1.8°C). Adapted from Randall et al. (2007), Fig. S8.1b.

Fig. 8. (a) Observed annual-mean CMAP precipitation climatology for 1980–1999 (cm); (b) root-mean-square model error (cm), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models); (c) IPCC AR4 multi-model mean error (cm), simulated minus observed; (d) CCSM3 model error (cm), simulated minus observed; and (e) IGSM-CAM model error (cm), under median climate sensitivity, simulated minus observed. The model results are for the same period as the observations. Observations were not available in the gray regions. Adapted from Randall et al. (2007), Fig. S8.9b.

period for the IGSM and IGSM-CAM simulations and for a set of two observational data sets, one based on station data or satellite measurements (HadCRUT4 for temperature and GPCP v2.2 for precipitation), the other being a reanalysis product (20CR V2 for both temperature and precipitation). Both IGSM and IGSM-CAM simulations show a realistic increase in the zonal-mean surface air temperature over the period considered, which the largest increase in the polar regions. They also display a distinct year-to-year variability in the tropics, consistent with the two observational data sets. However, the IGSM-CAM simulates a larger and more realistic year-to-year variability in the polar regions.
than the IGSM. Generally, the IGSM and IGSM-CAM simulations differ the most from the observations at high latitudes, where the two observational data sets show the least amount of agreement. In terms of precipitation, the IGSM-CAM presents a significant improvement over the IGSM, in particular outside of the tropics where the IGSM simulation shows very little variability. In addition, the spatial and temporal coherency of the IGSM-CAM precipitation anomalies compares well with the two observational data sets. Considering the large uncertainty in observational precipitation at the global scale, the IGSM-CAM simulates reasonable past changes in precipitation.

An analysis of the El Niño–Southern Oscillation (ENSO) in the IGSM is shown in Fig. 11. Figure 11 shows the Nino3.4 index (defined as the average of sea surface temperature anomalies over the region 5°S–5°N and 170°W–120°W) for the IGSM simulation and HadCRUT4 observation and the SSTs regressed upon the Nino3.4 index, along with the monthly standard deviation and the maximum entropy power spectrum of the Nino3.4 index. This analysis reveals that the IGSM produces ENSO variability that occurs on the observed timescale and with a realistic seasonality. However, the amplitudes of the simulated ENSO tend to be larger than observed. The associated SST pattern shows a general agreement with the observations and demonstrates the ability of the IGSM to realistically simulate the meridional extent of the anomalies in the eastern Pacific. As a result, the IGSM-CAM shows a reasonable ENSO variability in precipitation, cloud cover and wind patterns (not shown). However, like most AOGCMs, the ENSO simulated in the IGSM is too narrowly confined to the Equator and shows characteristics more reminiscent of central-Pacific ENSO types than of eastern-Pacific types (Yu and Kim, 2010).

Altogether, Figs. 9 and 10 demonstrate that the IGSM-CAM framework simulates observed variability in the zonal-mean surface air temperature and precipitation significantly better than the IGSM, especially outside of the tropics. In the tropics, the IGSM benefits from a reasonable simulation of the ENSO, largely driven by the use of observed wind stress to force the 3-D ocean model. This is an important feature of the IGSM-CAM considering that the ENSO can remotely affect regional climate through teleconnections.

5.3 Past and future trends in global and regional climate

Figure 12 shows the historical changes in global mean land-ocean and land-only surface air temperature and global mean precipitation anomalies from the 1901–1950 period for all the IGSM-CAM simulations and for observations. Overall, the global mean surface air temperature and precipitation simulated in the IGSM-CAM show reasonable agreement with the observational record and are consistent with the CMIP5 multi-model ensemble. The land-ocean temperature displays a strong agreement with the CMIP5 models, as it generally overlaps the 25–75% bounds of the CMIP5 models. After 2000, both the IGSM-CAM ensemble and
the CMIP5 models tend to overestimate the global mean land-ocean warming. However, there is good agreement when only land temperature is considered. This indicates that the IGSM-CAM and the CMIP5 models overestimate SST warming. Recent studies suggest that the recent hiatus in surface warming is the result of greater ocean heat uptake by the deep ocean and less by the upper ocean layers (Balmaseda et al., 2013), which is mainly caused by natural variability (Meehl et al., 2013). A potential cause for discrepancies in the global mean temperature after 2000 between the IGSM-CAM simulations and the observations is that the IGSM2.3 version used in the IGSM-CAM simulations has a lower ocean heat uptake rate than most CMIP3 models – although it is unclear how it compares to the CMIP5 models (Forest et al., 2008). In addition, the estimation of the climate parameters used in this study was conducted based on observational data up to 1995. As a result, an updated analysis using data up to 2012 might improve the simulation of the historical surface air temperature changes, including the hiatus of post-2004. The IGSM-CAM simulates past changes in global mean precipitation reasonably well compared to the reconstruction of global mean precipitation, albeit with less year-to-year variability. Before 2000, the IGSM-CAM precipitation anomalies tend to overlap the 25–75% bounds of the CMIP5 models. After 2000, they tend to be slightly higher than the observations and the 25–75% bounds of the CMIP5 models but stay mostly within the 5–95% bounds of the CMIP5 models. The IGSM-CAM simulation of past global mean precipitation changes are well within the large uncertainty in the observations shown in Smith et al. (2013).

Figure 13 shows past changes and projections of future changes in global mean surface air temperature and global mean precipitation anomalies from the 1901–1950 period for all the IGSM-CAM simulations. The IGSM-CAM simulates a broad range of increases in surface temperature at the last decade of the 21st century, with a global increase between 4.1 and 7.4°C (3.6 and 7.0°C from the 1981–2000 mean) for the reference scenario and between 2.1 and 3.9°C (1.6 and 3.5°C from the 1981–2000 mean) for the stabilization scenario. Even though the IGSM-CAM simulations rely on only three sets of climate parameters, the range of warming is in excellent agreement with Sokolov et al. (2009), who performed a 400-member ensemble of climate change simulations with the IGSM version 2.2 for the median unconstrained emissions scenario, with Latin Hypercube sampling of climate parameters based on probability density functions estimated by Forest et al. (2008). They found that the 5th and 95th percentiles of the distribution of surface warming for the last decade of the 21st century relative to the 1981–2000 mean are respectively 3.8 and 7.0°C when only considering climate uncertainty. This confirms that the low and high climate sensitivity simulations presented in this study are representative of, respectively, the 5th and 95th percentiles of the probability distribution of 21st century changes in surface air temperature based on previous work (Sokolov et al., 2009). Furthermore, the IGSM-CAM global

![Hovmöller diagrams of zonal-mean precipitation anomalies from the 1981–2010 mean (mm day$^{-1}$) for the IGSM and IGSM-CAM simulations, under median climate sensitivity, and for the GPCP v2.2 and 20CR V2.](image-url)
mean surface air temperature anomalies at the end of the simulations (year 2100) are in excellent agreement with simulations of stand-alone IGSM2.3 with the same climate parameters (shown by the horizontal lines in Fig. 13). This demonstrates the consistency in the global climate response within the framework, largely due to the consistent SST forcing and the matching climate parameters in the IGSM and CAM. Meanwhile, the changes in global mean precipitation at the last decade of the 21st century show increases between 0.15 and 0.27 mm day$^{-1}$ for the stabilization scenario and between 0.28 and 0.49 mm day$^{-1}$ for the reference scenario. Even though the IGSM and CAM have very distinct microphysics parameterization schemes, global mean precipitation anomalies in 2100 agree well between the IGSM-CAM and stand-alone IGSM2.3 simulations, except for the high climate sensitivity under the reference scenario where the IGSM-CAM underestimates the increase in precipitation compared to the IGSM. Figure 13 indicates that implementing a 660 ppm CO$_2$-equivalent stabilization policy can significantly decrease future global warming, with the lower bound warming (from the 1901–1950 mean) just above 2 °C and the upper bound equal to the lower bound warming of the unconstrained emissions scenario. It also presents evidence that the uncertainty associated with the climate response is of comparable magnitude to the uncertainty associated with the emissions scenarios, thus demonstrating the need to account for both.

Figure 14 shows the decadal mean continental surface air temperature anomalies from the 1901–1950 mean for the IGSM-CAM simulations (from 1906 to 2100) and for the HadCRUT4 (from 1906 to 2005). Over the historical period, the IGSM-CAM simulates well the observed trends in surface air temperature at the continental scale. This is especially true for South America and Africa where the range of the IGSM-CAM simulations, with different values of climate sensitivity and different initial conditions, is narrow and in very good agreement with the observations. For Europe and North America, the range of the IGSM-CAM simulations is wider, indicating a larger year-to-year variability over these regions. Like the global mean temperature projections, the
Fig. 12. Global mean (a) land-ocean surface air temperature anomalies (°C), (b) land-only surface air temperature anomalies and (c) precipitation anomalies (mm day\(^{-1}\)) from the 1901–1950 mean for the IGSM-CAM simulations, observations and CMIP5 models. The IGSM-CAM simulations are represented by black solid lines. The observations are shown in red lines, with the uncertainty shown in a pink band when available. The 5–95 % (25–75 %) range of the CMIP5 simulations are shown in light (dark) blue. For the land-ocean surface air temperature, HadCRUT4 is shown for observations. For land-only surface air temperature, CRUTEM4 is shown. For precipitation, REC is shown.

Fig. 13. Global mean (a) surface air temperature anomalies (°C) and (b) precipitation anomalies (mm day\(^{-1}\)) from the 1901–1950 mean for the IGSM-CAM simulations. The reference (REF) and stabilization (L2S) scenarios are represented by, respectively, solid and dashed lines. The simulations with a climate sensitivity of 2.0, 2.5 and 4.5 °C are shown respectively in blue, green and red. The thin lines represent each of the five-member ensemble with different initial conditions and random wind sampling while the thick lines represent the ensemble means. The 2100 anomalies from the stand-alone IGSM2.3 simulations with the same climate parameters and emissions scenarios are represented by the horizontal lines on the right y axis.
Fig. 14. Decadal mean continental surface air temperature anomalies (°C) from the 1901–1950 mean for the IGSM-CAM simulations (from 1906 to 2100) and for the HadCRUT4 (from 1906 to 2005). The black lines represent the observations and the pink bands show the range of temperature anomalies among all the historical IGSM-CAM simulations. The blue and orange bands show the range of temperature anomalies for the REF and L2S scenarios among all the IGSM-CAM simulations. The red and blue lines show the mean of the five-member ensemble IGSM-CAM simulations under the median climate sensitivity. From 1906 to 2005, the decadal averages are centered on the decade boundaries, whereas for the future period they are centered on the decade mid-points.

Regional projections display a wide range of warming. All continents are projected to warm by at least 2 °C, even under the stabilization scenario, and North America, Europe and Asia are projected to warm more than South America, Africa and Australia. By 2100, the range of warming for the two emissions scenarios separates and does not overlap, except for Australia. This further emphasizes the significant impact of implementing a 660 ppm CO₂-equivalent stabilization policy. Figure 14 demonstrates the IGSM-CAM capability to simulate uncertainty in future warming at the continental scale, like the IPCC AR4 multi-model analysis (see Box 11.1, Fig. 1, Christensen et al., 2007).

5.4 Regional projections

Figure 15 shows maps of the IGSM-CAM ensemble mean changes in annual mean surface air temperature between the 1981–2000 and 2081–2100 periods. Figure 15 further demonstrates the wide range of warming between the different scenarios. It also shows well-known patterns of polar amplification and of stronger warming over land. The warming is significantly weaker over the ocean, except over the coast of Antarctica and over the Arctic Ocean where melting sea-ice leads to a stronger warming. In addition, the IGSM-CAM projects a lack of warming over the ocean south of Greenland, a feature present in many models (Meehl et al., 2007a). Over high-latitude land areas, the warming ranges between 5 and 12 °C for the reference scenario and between 2 and 6 °C for the stabilization scenario. These results indicate that several regions are at risk of severe warming. For example, the high climate sensitivity simulation for the reference scenario shows northern Eurasia warming by as much as 12 °C in the annual mean and 16 °C in wintertime (not shown). Similarly, western Europe would warm by 8 °C in the annual mean and 12 °C in summertime. To put this in perspective, during the European summer heat wave of 2003, Europe experienced summer surface air temperature anomalies (based on the June-July-August daily averages) reaching up to 5.5 °C with respect to the 1961–1990 mean (Garcia-Herrera et al., 2010). That heat wave resulted in more than 70,000 deaths in 16 countries (Robine et al., 2008). A warming of 12 °C in summertime would likely result in serious strain on the most vulnerable populations and could lead to significant casualties. Figure 16 shows maps of the IGSM-CAM changes in annual mean surface air temperature between the 1981–2000 and 2081–2100 periods for each simulation with different initial conditions under the median climate sensitivity and the stabilization scenario. The different initial conditions lead to visible differences in the magnitude and location of the largest warming. This is particularly clear over the polar regions, like northern Eurasia and Canada, and some differences can also be seen over the contiguous United States and Australia. While these differences are significantly smaller than between simulations with different values of climate sensitivity or emissions scenarios, the differences are large enough to have potentially significant climate impacts.

The same analysis for precipitation is shown in Figs. 17 and 18. Precipitation changes show general patterns that are consistent among all ensemble means. The overall agreement in the patterns of precipitation change is the result of averaging over multiple simulations with different initial conditions, thus extracting the forced signal, and of relying on one single GCM. Figure 17 also shows that the magnitude
of precipitation changes generally increases with increasing warming so that the high climate sensitivity simulation for the reference scenario presents the largest overall precipitation changes. Precipitation tends to increase over most of the tropics, at high latitudes and over most land areas. In contrast, the subtropics and mid-latitudes experience decreases in precipitation over the ocean. Decreases in precipitation over Europe (except northern Europe), northwest Africa, southeast Africa and Patagonia agree well with the results from the IPCC AR4 (Meehl et al., 2007a, see Fig. 10.12). Decreases in precipitation over the Western United States are similar to the projections with CCSM3. Nevertheless, there is also regional uncertainty associated with differences in the climate sensitivity (Sokolov and Monier, 2012). Modest decreases in rainfall in southwestern Australia are present in most of the IGSM-CAM simulations but not all, and they are not as marked as in the IPCC AR4. Several regions even exhibit changes in precipitation of different signs among all the simulations. That is the case of Australia, southeast China and India. These regions tend to experience decreases in precipitation for the simulations with the least warming but increases in precipitation for the simulations with the strongest warming. While the ensemble mean simulations with different climate parameters and emissions scenarios tend to show consistent patterns of precipitation change, the large impact of the initial conditions can be seen in Fig. 18. Perturbing the initial conditions leads to regional differences, both in the magnitude and in the sign of the precipitation changes. For example, over the Eastern United States and northern Eurasia, the increase in precipitation shows different magnitude and location of the maxima. Meanwhile, regions like the Western United States, Australia or India exhibit drying to different extents in the simulations with different initial conditions. This result suggests that natural variability is larger in these regions than anthropogenically driven changes in precipitation.

Figure 19 shows the median and the range of surface air temperature changes over the globe, each hemisphere and the seven continents for the period 2081–2100 relative to 1981–2000 for the IGSM-CAM under the reference

---

**Fig. 15.** Changes in annual mean surface air temperature (°C) for the period 2081–2100 relative to 1981–2000 for the five-member ensemble means of the IGSM-CAM simulations.

**Fig. 16.** Changes in annual mean surface air temperature (°C) for the period 2081–2100 relative to 1981–2000 for the five simulations with different initial conditions under the median climate sensitivity and L2S scenario.
Fig. 17. Same as Fig. 15 but for changes in precipitation (mm day$^{-1}$).

Fig. 18. Same as Fig. 16 but for changes in precipitation (mm day$^{-1}$).

and stabilization scenarios and for the CMIP5 models under the RCP8.5 and RCP4.5. For the IGSMS-CAM, the range is estimated as the minimum and maximum changes over the 30 simulations, while the median is estimated as the ensemble mean for the median climate sensitivity. For the CMIP5 models, the range is estimated as the 90% range amongst all the models (by removing the “outliers”), and the median is calculated based on all 31 models. Figure 19 shows generally good agreement in the range of projected changes between the IGSMS-CAM and the CMIP5 models, except over Antarctica where the IGSMS-CAM overestimates the warming. Nonetheless, the IGSMS-CAM tends to slightly overestimate the warming compared to the CMIP5 models, which can be explained by the differences in emissions scenarios, the two scenarios used in this study having slightly larger radiative forcing than the RCP8.5 and RCP4.5 used by the CMIP5 models. Figure 19 further confirms the wide range of uncertainty in the future global and regional climate change associated with both the uncertainty in emissions and the climate response. Under the unconstrained emissions scenario, every continent is projected to warm by at least 2.5 $^\circ$C. Meanwhile, the implementation of the stabilization policy examined in this study leads to a significant reduction in warming over all continents. Generally, the upper bound warming under the stabilization scenario and the lower bound warming under the reference scenario agree well.

Figure 20 shows the same analysis as in Fig. 19 for precipitation. Changes in precipitation at the continental scale display a large uncertainty in both the IGSMS-CAM and CMIP5 ensemble simulations. Although the range of precipitation changes does not always overlap, the size of the range is generally in good agreement. Unlike the CMIP5 ensemble, where some models project decreases in precipitation over several continents, i.e. Africa, South America and Australia and Oceania, the IGSMS-CAM simulates increases in precipitation over all the continents. This leads to a general overestimation of precipitation increases in the IGSMS-CAM simulations compared to the CMIP5 models. The agreement between the two ensemble simulations varies widely between the different continents and is much stronger for the Northern Hemisphere than for the Southern Hemisphere. The two ensemble simulations show good agreement over Europe and Asia. Over Australia and Oceania, the IGSMS-CAM simulates...
Fig. 19. Range of and median surface air temperature changes (°C) over the globe, each hemisphere and the seven continents for the period 2081–2100 relative to 1981–2000 simulated by the IGSM-CAM under the reference and level 2 stabilization scenarios and by 31 CMIP5 models under the RCP8.5 and RCP4.5. The reference scenario is shown in dark (light) red for the IGSM-CAM (CMIP5 models) and the stabilization scenario is shown in dark (light) blue for the IGSM-CAM (CMIP5 models). For the IGSM-CAM, the range is estimated as the minimum and maximum changes over the 30 simulations, while the median is estimated as the ensemble mean for the median climate sensitivity. For the CMIP5 models, the range is estimated as the 90% range amongst all the models (by removing the “outliers”), and the median is calculated based on all 31 models.

a similar range of precipitation increase but fails to simulate the decrease in precipitation displayed by several CMIP5 models. Finally, the ranges of precipitation changes over Africa and South America do not overlap, but display similar size. Africa and South America are arguably the two continents where the CMIP3 models show the least agreement in the sign of precipitation changes and where CCSM3 is an outlier (see the Supplement from Christensen et al., 2007).

6 Discussion and conclusion

This paper describes a new framework where the MIT IGSM, an integrated assessment model that couples an Earth system model of intermediate complexity to a human activity model, is linked to the three-dimensional atmospheric model CAM version 3. Although it is not a state-of-the-art fully coupled GCM, the IGSM-CAM modeling system is an efficient and flexible framework to explore uncertainties in the future global and regional climate change. First, the IGSM-CAM incorporates a human activity model, thus it can be used to examine uncertainties in emissions resulting from both uncertainties in the underlying socio-economic characteristics of the economic model and in the choice of climate-related policies. Second, the key climate parameters controlling the climate response (climate sensitivity, strength of aerosol forcing and ocean heat uptake rate) can be consistently changed within the modeling framework, so that the IGSM-CAM can be used to address uncertainty in the climate response to future changes in greenhouse gases and aerosols concentrations. As a result, the IGSM-CAM can make use of the IGSM probabilistic ensemble projections and can then subsample them at key quantile values (e.g., 5th and 95th percentile, median) to obtain a first-order assessment of regional uncertainties without necessarily having to run the entire set of members (in the order of several hundred simulations) from the IGSM ensemble. In addition, since the atmospheric chemistry and the land and ocean biogeochemical cycles are computed within the IGSM 2-D zonal-mean atmosphere, the IGSM-CAM is more computationally efficient than a fully coupled GCM, like CCSM3.

The IGSM-CAM is evaluated against several observational data sets and compared to the CMIP3 models. The IGSM-CAM provides significant improvements over the IGSM in the simulation of present-day mean temperature, precipitation and moisture fields, as well as past trends and natural variability. This is not entirely surprising considering that the IGSM includes an Earth system model of intermediate complexity with a 2-D zonal-mean atmosphere. Even though the IGSM 2-D atmosphere includes parameterizations of heat, moisture, and momentum transports by large-scale eddies, it cannot accurately simulate the ocean/land contrasts and atmospheric circulations. For this reason, linking the IGSM to a 3-D atmospheric model shows substantial improvements. The IGSM-CAM not only realistically simulates the present-day mean climate and past variability but it also reproduces ENSO variability with realistic time scales, seasonality and patterns of SST anomalies, albeit with stronger magnitudes than observed. Finally, the IGSM-CAM shares the same general strengths and limitations as current climate models in simulating observed changes in surface temperature and precipitation, as well as in the present-day mean climate. The IGSM-CAM model error in surface temperature and precipitation over land are very similar to CCSM3, which shares the same atmospheric model. This
indicates that the two modeling systems share biases and that model errors within CAM are likely to propagate in IGSM-CAM climate projections. If the IGSM were linked to a different 3-D atmospheric model, it would likely lead to different textures in the model biases and errors and propagate into the range of projections.

The IGSM-CAM was also used to simulate future climate change under two emissions scenarios and three sets of climate parameters. The two emissions scenarios tested are a reference scenario with unconstrained emissions, similar to the RCP8.5 scenario, and a stabilization scenario at 660 ppm CO\textsubscript{2}-equivalent by 2100, similar to the RCP4.5 scenario. The three values of climate sensitivity were chosen to provide a good approximation for the median, and the 5th and 95th percentiles of the probability distribution of 21st century changes in surface air temperature from Sokolov et al. (2009). Results show a wide range of future warming and changes in precipitation at the global and regional scales. The implementation of a stabilization scenario significantly decreases the projected climate warming. Over each continent, the upper bound climate warming under the stabilization scenario is comparable with the lower bound increase in temperature in the reference scenario. This underscores the effectiveness of a global climate policy, even given the uncertainty in the climate response. This also demonstrates the need to account for both sources of uncertainty in climate change projections. Changes in surface air temperature and precipitation for the different values of climate sensitivity and the different emissions scenarios generally show similar patterns of change, but with different magnitude, once they are averaged over multiple simulations with different initial conditions. However, simulations with different initial conditions display visible differences in both magnitude and location of the largest warming and, for precipitation, in the sign of the changes. This underlines the importance of natural variability in projections of regional climate change, a finding that is in agreement with other studies (Hawkins, 2011; Deser et al., 2012a, b).

The fact that the patterns of change for the ensemble mean is similar for different values of climate sensitivity is due to the fact that the IGSM-CAM framework relies on a single atmospheric model and also on the cloud radiative adjustment method used to change the climate sensitivity of the model. Unlike the more traditional perturbed physics approach, which can produce several versions of a model with the same climate sensitivity but with very different regional patterns of change, the cloud radiative adjustment method can only produce one version of the model, with one specific value of climate sensitivity (Sokolov and Monier, 2012). As a result, the IGSM-CAM cannot cover the full uncertainty in regional patterns of climate change. Nonetheless, the IGSM-CAM framework has some advantages over the perturbed physics approach. The perturbed physics approach has been implemented in several AOGCMs to obtain versions of a model with different values of climate sensitivity (Murphy et al., 2004; Stainforth et al., 2005; M. Collins et al., 2006; Yokohata et al., 2010; Sokolov and Monier, 2012). In most cases, the obtained climate sensitivities do not cover the full range of uncertainty based on the observed 20th century climate change and they tend to cluster around the climate sensitivity of the unperturbed version of the given model (Sokolov and Monier, 2012). Typically, in a perturbed physics ensemble, each version of the model with a different perturbation is weighted equally regardless of the obtained climate sensitivity, even though the values of climate sensitivity are not equally probable. In comparison, any value of climate sensitivity within the wide range of uncertainty can be obtained in the IGSM-CAM framework, which allows Monte Carlo type probabilistic climate projections to be conducted where values of uncertain parameters not only cover the whole uncertainty range, but also cover their probability distribution homogeneously.

The IGSM-CAM simulations of future climate change were also compared to simulations from 31 CMIP5 models under the RCP4.5 and RCP8.5 scenarios. Even though it uses only one single model, the IGSM-CAM simulates a range of future warming at the continental scale that is in very good agreement with the range from the CMIP5 models, except over Antarctica, where the IGSM-CAM significantly overestimates the warming. This demonstrates that, by sampling the climate system response, one single climate model can essentially reproduce the range of future continental warming simulated by more than 30 different models. It also suggests that the range of warming obtained by the CMIP5 models is likely driven by the range of the models’ climate sensitivity, which is similar to that of the IGSM distribution (Andrews et al., 2012). For precipitation, the IGSM-CAM also simulates a range of continental changes of comparable size as the CMIP5 models. The ranges of precipitation projected in both ensemble simulations show good agreement over Asia and Europe. However, they do not overlap (but display similar sizes) for Africa and South America, two continents where models generally show little agreement in the sign of precipitation changes and where CCSM3 tends to be an outlier. A particular difference between the two ensemble simulations is that the IGSM-CAM simulations with the largest warming are usually associated with the largest increase in precipitation. That is due to the linear relationship between changes in temperature and precipitation within a particular model (Senior and Mitchell, 1993; Sokolov et al., 2003). On the other hand, considering multiple models like the CMIP5, it is possible to have a model that simulates large warming with little changes in precipitation and another model that simulates little warming with large changes in precipitation.

An agreement between the IGSM-CAM and the CMIP5 models is neither guaranteed nor necessary, since the IGSM-CAM constitutes a different modeling framework, with an additional human component and thus different forcing. The results mainly underline the fact that structural uncertainty cannot be generalized as the largest or sole source of
uncertainty in climate projections and that the IGSM-CAM accounts for other important sources of uncertainty. Multi-
model ensemble simulations that do not sample the climate system response in each climate model likely underestimate the possible range of future climate change. At the same time, the IGSM-CAM framework also cannot cover the full range of uncertainty in future climate change because it only relies on one particular climate model. Structural uncertainty has been investigated with the IGSM using a pattern scaling method based on the regional patterns of climate change from the various IPCC AR4 models (Schlosser et al., 2013; Monier et al., 2013a, b). Yet, the IGSM-CAM has significant advantages over pattern scaling methods, including the capability to simulate regional climate variability and its past and future changes, to study changes in variables that do not scale well using this method (such as wind vectors and other dynamical quantities) and to simulate changes in extreme events (Monier and Gao, 2013). Together with the pattern scaling method, the IGSM-CAM framework has been used to investigate the role of various sources of uncertainty on future climate projections over the United States (Monier et al., 2013a) and northern Eurasia (Monier et al., 2013b).

While this paper provides useful information on bounds of probable climate change at the continental and regional scales, ensemble simulations are necessary to obtain probability distribution of future changes. In future work, the IGSM2.3 will be used to perform Monte Carlo simulations, with Latin Hypercube sampling of uncertain climate parameters, resulting in a large ensemble in the order of several hundred members. This will provide probabilistic projections of climate change over the 21st century. It will then be possible to run ensemble simulations of the IGSM-CAM based on a sub-sampling of the probabilistic projections of global surface air temperature changes by the end of the 21st century. As such, probabilistic projections of regional climate change could be obtained with a smaller number of ensemble members than usually needed for Monte Carlo simulation, e.g., 20 simulations representing every 20 quantiles of the IGSM probabilistic distribution of global mean surface temperature changes. In addition, further work is required to investigate aspects of climate change other than changes in the mean state. For example, changes in the frequency and magnitude of extreme events, such as heat waves or storms, are of primary importance for impact studies and to inform policy-makers. For this reason, the IGSM-CAM framework will be utilized for a wide range of applications on continental and regional climate change and their societal impacts.

7 Code availability

The source code of the IGSM-CAM can be obtained upon request (see http://globalchange.mit.edu/research/IGSM/download). The code is released on an “as is” basis, which means that a third party may face problems compiling and running the code on a platform that differs significantly from the MIT Joint Program’s high-performance computing cluster. Unfortunately, the MIT Joint Program does not have resources available at this time to provide technical support but we are currently working on improving the usability of the modeling framework.

Supplementary material related to this article is available online at http://www.geosci-model-dev.net/6/2063/2013/gmd-6-2063-2013-supplement.pdf.
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