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Abstract—We describe an approach for enabling robots to recover from failures by asking for help from a human partner. For example, if a robot fails to grasp a needed part during a furniture assembly task, it might ask a human partner to “Please hand me the white table leg near you.” After receiving the part from the human, the robot can recover from its grasp failure and continue the task autonomously. This paper describes an approach for enabling a robot to automatically generate a targeted natural language request for help from a human partner. The robot generates a natural language description of its need by minimizing the entropy of the command with respect to its model of language understanding for the human partner, a novel approach to grounded language generation. Our long-term goal is to compare targeted requests for help to more open-ended requests where the robot simply asks “Help me,” demonstrating that targeted requests are more easily understood by human partners.

I. INTRODUCTION

Failures are inevitable in complex robotic systems. Engineers may design contingency plans that enable robots to handle anticipated failures in perception or manipulation, but humans remain more adept at dealing with complex or unforeseen errors. We describe an approach to enable robots to recover from failures during complex tasks: when the robot encounters failure, it asks for assistance from a human partner. After receiving assistance, it continues to execute the task autonomously.

To implement this strategy, the robot must first be able to detect its own failures and identify a strategy to recover from them. Next, it must somehow communicate this strategy to the human partner. And finally, it must detect when the human has successfully or unsuccessfully provided help to the robot, in order to plan its next actions. When articulating its help request, the robot generates a natural language description of the needed action. Because the robot might need help in different contexts and situations, a pre-specified template-based set of help requests is inadequate. Instead, we present a new algorithm for generating a natural language request for help by searching for an utterance that maximizes the probability that the person will successfully follow the request, involving either generic requests (e.g., “Help me”) or template-based non-context-specific requests.

II. FURNITURE ASSEMBLY

As a test domain, we focus on the problem of assembling Ikea furniture. We assume the robot has a pre-existing model of the piece to be assembled and a plan for assembling it. However, due to perceptual and mechanical failures or to plan inadequacy, parts of the plan might be difficult or impossible to carry out. For example, in Figure 1, the robot may have failed to grasp the white table leg because of an ability to approach it from the correct angle due to obstacles. However, using its model of what needs to be done, the robot requests help from its human partner. After receiving help, the robot continues to execute the task.

A procedure derived from a symbolic planner guides the automated furniture assembly, as in the work of Knepper et al. [2]. Each step of the plan comprises an action (pick up the table leg), a set of preconditions (hand is empty, robot is near table leg), and a set of postconditions (table leg is in hand). At plan time, a sequence of steps is discovered such that executing the actions in turn causes the postconditions to

Fig. 1. When a robot needs human help with an assembly task, effective communication requires intuitive formulation of the request. Simple canned expressions like “Help me” or “Hand me white_leg_2” fail to exploit available information that could disambiguate the request. By integrating a natural language model, the robot is able to effectively communicate context-appropriate relations, such as “Hand me the white table leg near me.”
become true. At each step, each precondition is satisfied by either an initial condition or an earlier action’s postcondition. Thus, if the symbolic problem is properly specified and the robot properly executes every step, then the procedure results in a completely assembled piece of furniture.

Of course, real robots do not always succeed on the first try, due to myriad causes. A failure can be detected by comparing the pre- or postconditions to the state of the real world. Any mismatch—for example the robot hand is not holding the specified table leg—triggers a recovery routine. Recovery could be accomplished by rerunning the symbolic planner from the current state of the world. Most often, this strategy would result in retrying the failed step. However, this solution is not complete due to unforeseen circumstances outside of the robot’s control. For example, in Fig. 1 the white table leg is blocked by the black table legs. If the programmer failed to include a contingency for moving table legs out of the way, the robot can still accomplish its goal by asking a human for help.

III. Asking For Help From A Human Partner

In order to be understood, a robot asking for help should follow the Gricean maxims [1], which dictate that communication should be truthful, relevant, clear, and should provide as much information as is needed but no more. This last maxim, especially, guides our solution approach.

The simplest possible request for help (i.e. “Help me.”) may fail to result in the needed assistance from many human users because it is unclear what help is needed. A more sophisticated approach to asking for help might include a template request for each failed condition, with details filled in. An example template would be “Hand me the ____.”

Such templatized approaches are likely to be most effective when all items possess unique, well-known names and appearances. In the context of furniture assembly, parts are often unnamed, and many parts look similar. In such situations, engineers may have difficulty encoding all possible situations and relations among parts in order to generate appropriate requests. Thus, we propose a more flexible framework of referring to concepts by means that either disambiguate among similar parts (“Hand me the white table leg that is near me.”) or else make clear that any member of a class of parts is acceptable (“Hand me any white table leg that is unattached.”).

IV. Language Generation

We generate language using the Generalized Grounding Graph (\(G^2\)) framework of Tellex et al. [3]. That work performs sentence understanding on human requests by inferring a set of groundings corresponding to phrases broken up according to the grammatical structure of the sentence. For instance, “Give me the table leg” would yield groundings corresponding to “me” – a location in space, “the table leg” – another location, and “give” – a path in space from the table leg to me. In order to find a set of groundings that best correlates to the given phrases, a corpus of annotated examples is provided as training data. From these groundings, a robot is able to execute an action that satisfies the human’s request.

In the present work, we invert the process by searching over grounding graphs (i.e. sentence structures) and language elements that appropriately describe the groundings, which in this case are provided by the robot’s failed condition. This process attempts to satisfy the Gricean maxims of truthfulness and relevance. However, even a sentence that correlates to the groundings with high probability may be ambiguous. In order to achieve clarity and appropriate information, we model human understanding by feeding candidate sentences back through the understanding algorithm, which returns a probability distribution over possible groundings. Tellex et al. [4] select a specific node in the grounding graph with high entropy and generate targeted clarifying questions to increase certainty on that term. In the current work, we instead examine the probability of getting back the correct grounding. The search is successful when a sentence is discovered that yields a sufficiently high probability of correct interpretation by the human helper. To keep the request succinct, we search sentence structures in sorted order from the simple to the complex.

V. Preliminary Results

none so far

VI. Conclusion

This work represents a step toward the goal of mixed-initiative human-robot cooperative furniture assembly. We demonstrate the capability to both understand and generate natural language commands in the context of furniture assembly—a domain in which many actions and objects are confusingly similar, and only the careful selection and interpretation of language in the spatial context of the problem can disambiguate the request.

REFERENCES