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For the first time in several years, the El Niño-Southern Oscillation did not dominate regional climate conditions around the globe. A weak La Niña dissipated to ENSO-neutral conditions by spring, and while El Niño appeared to be emerging during summer, this phase never fully developed as sea surface temperatures in the eastern equatorial Pacific uncharacteristically returned to neutral conditions. Nevertheless, other large-scale climate patterns and extreme weather events impacted various regions during the year. A negative phase of the Arctic Oscillation from mid-January to early February contributed to frigid conditions in parts of northern Africa, eastern Europe, and western Asia. A lack of rain during the 2012 wet season led to the worst drought in at least the past three decades for northeastern Brazil. Central North America also experienced one of its most severe droughts on record. The Caribbean observed a very wet dry season and it was the Sahel’s wettest rainy season in 50 years.

Overall, the 2012 average temperature across global land and ocean surfaces ranked among the 10 warmest years on record. The global land surface temperature alone was also among the 10 warmest on record. In the upper atmosphere, the average stratospheric temperature was record or near-record cold, depending on the dataset. After a 30-year warming trend from 1970 to 1999 for global sea surface temperatures, the period 2000–12 had little further trend. This may be linked to the prevalence of La Niña-like conditions during the 21st century. Heat content in the upper 700 m of the ocean remained near record high levels in 2012. Net increases from 2011 to 2012 were observed at 700-m to 2000-m depth and even in the abyssal ocean below. Following sharp decreases in global sea level in the first half of 2011 that were linked to the effects of La Niña, sea levels rebounded to reach record highs in 2012. The increased hydrological cycle seen in recent years continued, with more evaporation in drier locations and more precipitation in rainy areas. In a pattern that has held since 2004, salty areas of the ocean surfaces and subsurfaces were anomalously salty on average, while fresher areas were anomalously fresh.

Global tropical cyclone activity during 2012 was near average, with a total of 84 storms compared with the 1981–2010 average of 89. Similar to 2010 and 2011, the North Atlantic was the only hurricane basin that experienced above-normal activity. In this basin, Sandy brought devastation to Cuba and parts of the eastern North American seaboard. All other basins experienced either near- or below-normal tropical cyclone activity. Only three tropical cyclones reached Category 5 intensity—all in the Western North Pacific basin. Of these, Super Typhoon Bopha became the only storm in the historical record to produce winds greater than 130 kt south of 7°N. It was also the costliest storm to affect the Philippines and killed more than 1000 residents.

Minimum Arctic sea ice extent in September and Northern Hemisphere snow cover extent in June both reached new record lows. June snow cover extent is now declining at a faster rate (-17.6% per decade) than September sea ice extent (-13.0% per decade). Permafrost temperatures reached record high values in northernmost Alaska. A new melt extent record occurred on 11–12 July on the Greenland ice sheet; 97% of the ice sheet showed some form of melt, four times greater than the average melt for this time of year.

The climate in Antarctica was relatively stable overall. The largest maximum sea ice extent since records began in 1978 was observed in September 2012. In the stratosphere, warm air led to the second smallest ozone hole in the past two decades. Even so, the springtime ozone layer above Antarctica likely will not return to its early 1980s state until about 2060.

Following a slight decline associated with the global financial crisis, global CO2 emissions from fossil fuel combustion and cement production reached a record 9.5 ± 0.5 Pg C in 2011 and a new record of 9.7 ± 0.5 Pg C is estimated for 2012. Atmospheric CO2 concentrations increased by 2.1 ppm in 2012, to 392.6 ppm. In spring 2012, for the first time, the atmospheric CO2 concentration exceeded 400 ppm at 7 of the 13 Arctic observation sites. Globally, other greenhouse gases including methane and nitrous oxide also continued to rise in concentration and the combined effect now represents a 32% increase in radiative forcing over a 1990 baseline. Concentrations of most ozone depleting substances continued to fall.
I. INTRODUCTION—D. S. Arndt, J. Blunden, and K. M. Willett

This is the 23rd edition of the annual State of the Climate series, from its origin as NOAA’s Climate Assessment, and the 18th consecutive year of its association with the Bulletin of the American Meteorological Society (BAMS). As always, its primary goals are to place the weather and climate events of the year into accurate historical perspective, and to provide information on the state, trends, and variability of the climate system’s many variables and phenomena.

For the first time in several years, this year was not dominated by a strong ENSO signal and its consequences. The year clearly started in La Niña, then transitioned into neutral conditions. A brief foray into warm conditions in the late boreal summer was captured differently by the many metrics and perspectives that look upon ENSO. We have generally left the author’s language intact regarding this episode. Please be advised that this means that different sections of this document may have slightly different language to characterize this period.

On the topic of interrupting multiyear trends, after many years of rapid growth, this issue of State of the Climate is the first issue shorter than the previous year’s since 1999. This is due to a concerted effort by the chapter editors to reduce the bulk and improve the organization of the document. We are grateful for their patience and their effort in streamlining what has become a very comprehensive and anticipated series.

The rapid change in the Arctic was our choice for this issue’s cover images. As with any piece of the climate system, the Arctic itself is beautifully and even frustratingly complex. To observe significant change, on the water, in the water, on the ground, and under the ground underscores the complexity and connectedness of the Arctic and the climate system as a whole.

Beginning this year, time series of major climate indicators are presented in this introductory chapter. Many of these indicators are essential climate variables (ECVs), originally defined in GCOS 2003 and updated again by GCOS in 2010. Sidebar 1.1 discusses the origins of this way of organizing data and information about the climate system, and how this approach has successfully been applied in other earth sciences and even life sciences disciplines.

Although the sidebar does not directly address the issue, it is important to note that the data with which these ECVs are assessed come from the many observing systems throughout the world. We often comment that the State of the Climate series not only offers annual snapshots of the climate’s state, but also of our capacity to monitor it. The loss of lake temperature and level information from the demise of the ENVISAT platform is a reminder that observing systems, both ground-based and space-based, need to be healthy to support even a minimal understanding of this rich, complex, dynamic climate system and all the phenomena embedded within it.

The following ECVs, included in this edition, are considered “fully monitored”, in that they are observed and analyzed across much of the world, with a sufficiently long-term dataset that has peer-reviewed documentation:

- Atmospheric Surface: air temperature, precipitation, air pressure, water vapor.
- Atmospheric Upper Air: earth radiation budget, temperature, water vapor.
- Atmospheric Composition: carbon dioxide, methane, other long-lived gases, ozone.
- Ocean Surface: temperature, salinity, sea level, sea ice, current, ocean color, phytoplankton.
- Ocean Subsurface: temperature, salinity.
- Terrestrial: snow cover, albedo.

ECVs in this edition that are considered “partially monitored”, meeting some but not all of the above requirements, include:

- Atmospheric Surface: wind speed and direction.
- Atmospheric Upper Air: cloud properties.
- Atmospheric Composition: aerosols and their precursors.
- Ocean Surface: carbon dioxide, ocean acidity.
- Ocean Subsurface: current, carbon.
- Terrestrial: soil moisture, permafrost, glaciers and ice caps, river discharge, groundwater, ice sheets, fraction of absorbed photosynthetically-active radiation, biomass, fire disturbance.

ECVs that are expected to be added in the future include:

- Atmospheric Surface: surface radiation budget.
- Atmospheric Upper Air: wind speed and direction.
- Ocean Surface: sea state.
- Ocean Subsurface: nutrients, ocean tracers, ocean acidity, oxygen.
- Terrestrial: water use, land cover, lakes, leaf area index, soil carbon.
An overview of findings is presented in the Abstract and Fig. 1.1. Chapter 2 features global-scale climate variables; Chapter 3 highlights the global oceans; and Chapter 4 includes tropical climate phenomena including tropical cyclones. The Arctic and Antarctic respond differently through time and are reported in separate chapters (5 and 6, respectively). Chapter 7 provides a regional perspective authored largely by local government climate specialists. Sidebars included in each chapter are intended to provide background information on a significant climate event from 2012, a developing technology, or an emerging dataset germane to the chapter’s content. A list of relevant datasets and their sources for all chapters is again provided as an Appendix.

This series is consciously conservative with statements of attribution regarding drivers of events on the scale of climate variability and change. Only widely-understood and established attribution relationships, such as those for ENSO’s influence, are employed here. However, for the second consecutive year, BAMS will publish an annual collection of such analyses, allowing this series to continue its focus as a chief scorekeeper of the climate’s evolving state.
Fig. I.1. Geographical distribution of notable climate anomalies and events occurring around the world in 2012.
In 1990, the First Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) was published. In addition to its findings on the state of the climate system, the IPCC made the following statement on the observing system: Systematic long term observations of the system are of vital importance for understanding the natural variability of the Earth’s climate system, detecting whether man’s activities are changing it, parameterizing key processes for models, and verifying model simulations (Houghton et al. 1990, p. xxxii). This was the first step in creating the Global Climate Observing System (GCOS) program, which was a key outcome of the Second World Climate Conference held in 1990 and led to the formal establishment of GCOS in 1992.

In 2003, The Second Report on the Adequacy of the Global Observing Systems for Climate in Support of the UNFCCC (GCOS 2003) first documented the concept of Essential Climate Variables (ECVs). The focus of this seminal report was to establish a set of ECVs that were feasible for global implementation and had high impact with respect to the requirements of both the United Nations Framework Convention for Climate Change (UNFCCC) and the IPCC.

These 44 ECVs covered the atmospheric, oceanic, and terrestrial domains. While not covering every possible variable, they were selected as being a reasonably achieved set of key variables that could best meet critical climate observing needs. In 2010, with the publication of the Implementation Plan for the Global Observing System for Climate in Support of the UNFCCC (GCOS 2010), the list of ECVs was expanded to 50 (http://gosic.org/ios/MATRICES/ECV/ECV-matrix.htm). Both satellite and in situ observations are essential to fully understand the nature of the global climate system and both types of observations contribute to the composition of ECVs. In situ observations provide the long-term historical record for most variables and serve a vital role in satellite calibration; and in some cases, such as in the deep ocean, they are the only currently viable observing technology available.

The observations and supporting information encompass a broad spectrum, including (a) routine weather observations, collected consistently over a long period of time; (b) observations collected as part of research investigations or one-time satellite missions to elucidate climate processes or demonstrate the technical feasibility of particular observations; (c) highly precise, sustained observations collected for the express purposes of detailed documentation of local changes and calibration of other observations, from a limited set of sites sampling different climatic regimes; (d) climate observations designed to document more generally the changing state of the oceans, atmosphere, sea ice, and land systems; (e) proxy information based on documentary records and natural paleoclimatic data, used to extend the instrumental climate record to remote regions and back in time; and (f) observations of climate forcing constituents, such as greenhouse gases and aerosols. The importance of observing these ECVs was presented to the World Climate Conference 3 (WWC-3) in 2009 (Karl et al. 2010).

The true success of the ECV concept is to focus attention and provide a systematic approach to organizing a wide global effort such as GCOS. For example, the organization and coordination of satellite observations in support of climate is a complicated and costly effort, and in this regard, having ECVs as an organizing focus has been useful (Schulz et al. 2009). In fact, the concept of ECVs has become such a well-recognized and successful effort that it has been picked up by other thematic communities. For example, in developing a Framework for Ocean Observing at the OceanObs’09 conference, in September 2009, a task team was established to develop a set of Essential Ocean Variables (see http://www.oceanobs09.net/foo/FOO_Report.pdf). And the biodiversity community, responding to the challenge of developing a global observation system in support of the UN Convention on Biological Diversity, developed a set of Essential Biodiversity Variables (EBVs), modeled upon the ECV concept. The goal of EBVs is to help observation communities harmonize the monitoring of biodiversity by identifying how variables should be sampled and measured (Pereira et al. 2013).

The ECV concept has not only demonstrated its value to the climate community as a useful organizing mechanism to better organize the complicated nature of global climate observing, but has also been valuable to other scientific thematic areas. This successful framework has also assisted in the evolution and progress of the annual State of the Climate reports.
### Plate 1.1

Global (or representative) average time series for essential climate variables. Anomalies are shown relative to the base period in parentheses although original base periods may differ. Data products are colored black for in situ (IS), red for satellite (S), and blue for reanalyses (R).

1. **Northern Hemisphere lower stratospheric ozone in March (1IS, 2S)**
2. **Southern Hemisphere lower stratospheric ozone in October (1IS, 2S)**
3. **Lower stratospheric temperature (4IS, 3S, 3R)**
4. **Lower tropospheric temperature (4IS, 2S, 4R)**
5. **Surface temperature (4IS, 5R)**
6. **Land surface wind speed (2IS)**
7. **Ocean surface wind speed (1IS, 1S, 5R)**
8. **Continental snow cover extent (1S)**
9. **Precipitation over land (3IS)**
10. **Lower stratospheric water vapor over Boulder, CO (1IS, 1S)**
11. **Surface specific humidity over land (4IS, 5R)**
12. **Surface specific humidity over ocean (3IS, 5R)**
13. **Surface relative humidity over land (3IS, 4R)**
14. **Surface relative humidity over ocean (2IS, 4R)**
15. **Arctic sea ice extent (1IS)**
16. **Antarctic sea ice extent (1IS)**
17. **Glacier cumulative mean specific balance (1IS)**
18. **Precipitation over ocean (3S)**
19. **Cloudiness (1IS, 5S)**
20. **Total column water vapor over land (2IS, 1S)**
21. **Total column water vapor over ocean (25[k1])**
22. **Soil moisture (1S)**
23. **Ocean heat content (0–700 m) (4IS)**
24. **Terrestrial groundwater storage (1S)**
25. **FAPAR (1S)**
26. **Land surface albedo in the visible spectrum (1S)**


Unlike the preceding two years, the climate of 2012 was not dominated by the phase of the El Niño Southern Oscillation. The La Niña that began in fall 2011 rapidly dissipated in early 2012. During the summer of 2012 an El Niño appeared to be building but by year’s end the ENSO state was neutral again. This lack of a strong large-scale dynamic forcing of the global system led to a return to more average global-mean conditions for many variables and a greater degree of regional heterogeneity within many aspects of the climate system. (See Chapter 7 for details of regional behavior.)

Depending on the dataset, 2012 was eighth or ninth warmest in the record since 1850 at the surface and eighth to eleventh warmest since 1979 in the troposphere. All top ten years in both records have occurred since the large El Niño event of 1998. The stratosphere was cooler than the long-term average. Cryospheric indicators showed declines in spring snow cover and glacial mass, continuing long-term trends which are consistent with observed surface and tropospheric temperature change. Glacial mass balance likely was negative globally for the 22nd consecutive year.

Globally averaged, anomalies in elements of the hydrological cycle were unremarkable in nature. But this masks large regional anomalies such as drought over much of North America and southeastern Europe. Meanwhile several other areas experienced substantially above-average rainfall or started the year in drought and ended with significant flooding (e.g., northwestern Europe).

Greenhouse gas concentrations continued to increase and ozone depleting gases continued to decrease in concentration. Stratospheric ozone exhibited values closer to pre-ozone levels in the Southern Hemisphere, primarily attributable to an early breakdown of the circumpolar vortex and associated polar stratospheric warming. For the first time, an assessment of tropospheric ozone is included in this year’s chapter. Tropospheric ozone is a gas of both natural and anthropogenic origin (Sidebar 2.1), having a positive radiative balance and potential human health and ecological impacts. Globally, it has slightly increased.

Maps of anomalies of many of the variables described in this chapter are available in Plate 2.1. Time series from variables in this chapter and some from other chapters are shown in Plate 1.1. Wherever possible a standard 1981–2010 climatology has been used which covers the period of many satellite observations and all reanalyses products. A number of sections refer to online figures that can be found here: http://dx.doi.org/10.1175/2013BAMSStateoftheClimate.2, alongside alternative figure versions exploring structural uncertainties arising from the use of different data sources and data processing choices. Finally, owing to the demise of the ENVISAT satellite which carried the AATSR instrument, lake surface temperatures cannot be included this year.

(a) Return to more neutral ENSO conditions; (b) global surface temperature anomalies with North America warmth; (c) continued glacier loss; (d) continued greenhouse gas accumulation. See Plate 2.1c and Figs. 2.22b, 2.9, and 2.32 for more information.
Plate 2.1.
a) ERA-Interim 2012 anomalies of MSU Channel 4 equivalent for the lower stratospheric temperature.
b) ERA-Interim 2012 anomalies of MSU Channel 2LT equivalent for the lower tropospheric temperature.
c) NOAA NCDC 2012 anomalies of surface temperature.
d) PATMOS-x 2012 anomalies of cloudiness.
e) SSMIS (ocean) and COSMIC (land) with radiosonde (triangles) and ground based GPS (circles); (land) 2012 anomalies of total column water vapor.
f) HadISDH (land) and NOCS v2.0 (ocean) 2012 anomalies of surface specific humidity.
g) ERA-Interim 2012 anomalies of surface relative humidity.
h) RSS and GHCN precipitation 2012 anomalies.
i) Water balance model analysis by authors showing 2012 anomalies of river discharge over continents.
j) GRACE satellite observations of 2012 minus 2011 annual mean terrestrial water storage (the sum of groundwater, soil water, surface water, snow, and ice, as an equivalent depth of water in cm).
k) ESA’s CCI ESV SM satellite observations of 2012 anomalies of soil moisture.
l) HadSLP2r 2012 anomalies of sea level pressure.
m) Satellite radiometer (ocean), ERA-Interim (land and ocean where satellite estimates are unavailable), and in situ sites (land) from ISD-LITE and Australian stations (from McVicar et al. 2008) 2012 anomalies of surface wind speed.

n) MACC reanalysis for 2012 anomalies of total aerosol optical depth.
o) GOME/SCIAMACHY/GOME2 2012 anomalies of stratospheric ozone.
p) MODIS White Sky broadband 2012 anomalies of land surface albedo from the visible spectrum.
q) MODIS White Sky broadband 2012 anomalies of land surface albedo from the near-infrared spectrum.
r) Combined SeaWiFS, MERIS, and MODIS 2012 anomalies of Fraction of Absorbed Photosynthetically Active Radiation (FAPAR).
s) MACC GFAS processed MODIS observations for 2012 anomalies of biomass burning in terms of annual carbon emission per unit area.
b. Temperature

1) Surface temperature—A. Sánchez-Lugo, J. J. Kennedy, and P. Berrisford

Although the 2012 global surface temperature (combining land air and sea surface temperature) was not a record-setting value, it remained above the 1981–2010 average—ranking among the top 10 warmest years on record.

Globally-averaged, 2012 ranked as the eighth or ninth warmest year since records began in the mid-to-late 1800s, according to four independent analyses (NASA-GISS, Hansen et al. 2010; HadCRUT4, Morice et al. 2012; NOAA-NCDC, Smith et al. 2008; JMA, Ishihara 2006). The year was 0.14°C–0.17°C above the 1981–2010 average, depending on the dataset considered, which provides some estimate of “measurement uncertainty” (Table 2.1). Each agency analyzes air temperatures from weather stations over land and sea surface temperatures (SSTs) observed from ships and buoys separately and then merges the land and SST datasets to form a global analysis. While their methods differ, leading to minor differences in anomalies and ranks, all four analyses are in close agreement (Fig. 2.1).

As shown in Plate 2.1c and Online Figs. S2.1–S2.5, the main difference between the four datasets is how each methodology treats areas with little-to-no data. When combining the land and ocean surface temperature, the HadCRUT4 and JMA datasets do not interpolate over areas that have no data. The NOAA-NCDC dataset interpolates such areas but the analysis excludes polar regions. NASA-GISS interpolates using a different technique and includes polar regions (see Kennedy et al. 2010 for more detail).

Satellite data are not used in any of the four major global temperature analyses because of the difficulties of ensuring that the combination of in situ and satellite measurements is and remains homogeneous.

According to the global analyzed 2-m temperature in

| Table 2.1. Temperature anomalies (°C) for 2012 with respect to the 1981–2010 base period. For ERA-Interim, the values shown are the analyzed 2-m temperature anomalies for both land and ocean. Note that the land values computed for HadCRU used the CRUTEM4 dataset, the ocean values were computed using the HadSST3 dataset, and the global land and ocean values used the HadCRUT4 dataset. |
|---|---|---|---|---|
| Global | NASA-GISS | HadCRU | NOAA-NCDC | JMA | ERA-Int |
| Land | +0.29 | +0.24 | +0.29 | +0.28 | +0.28 |
| Ocean | +0.10 | +0.14 | +0.11 | +0.10 | +0.11 |
| Land & Ocean | +0.17 | +0.15 | +0.16 | +0.14 | +0.16 |
the ERA-Interim reanalysis, 2012 was 0.16°C above the 1981–2010 average, making the year the ninth warmest since 1979. The 2-m temperature for the year was 0.12°C below the highest value in ERA-Interim, which occurred in 2005. Other reanalyses are in generally close agreement.

La Niña conditions in late 2011 dissipated in early 2012 and SSTs in the tropical Pacific approached El Niño thresholds by late July. However, conditions had returned to near neutral by the end of the year. The effects of the 2011 La Niña were seen in early 2012, with global average temperatures in the first quarter being cooler than the remainder of the year. Global average temperatures for 2012 were slightly higher than in 2011, which had two La Niña episodes (Fig. 2.2; Online Figs. S2.6–S2.8).

The year was characterized by unusual warmth that affected most of the globe’s land areas, with the most prominent warmth across the Northern Hemisphere higher latitudes, specifically the contiguous United States, the eastern half of Canada, southern Europe, western Russia, and the Russian Far East (Plate 2.1c; Fig. 2.2; Online Figs. S2.1–S2.8). Cooler-than-average conditions affected Alaska, western parts of Canada, eastern Australia, and parts of central Asia. The globally-averaged annual temperature over land was 0.24°C–0.29°C above average, ranking between sixth and ninth warmest on record, depending on the dataset. For ERA-Interim, the average temperature over land was 0.28°C above average, making 2012 the 10th warmest year on record. The ocean surface was warmer than average except across parts of the northeastern and central equatorial Pacific Ocean, parts of the southern Atlantic Ocean, and some regions of the southern oceans. The ERA-Interim (Online Fig. S2.4) shows an additional swath of cooler-than-average conditions across the North Atlantic Ocean, which could reflect a difference between the air temperatures (as represented in ERA-Interim) and sea surface temperatures (as represented in the other datasets). Averaged globally, the ocean temperature was 0.10°C–0.14°C above average, the ninth to eleventh warmest year on record, depending on the dataset, and the sixth warmest according to ERA-Interim.

2) Lower tropospheric temperature—J. R. Christy

The 2012 annual, globally-averaged temperature of the lower troposphere (the atmosphere below 10 km altitude or roughly the lower 70 percent by mass) was approximately 0.15°C above the 1981–2010 mean and near the value of 2011. This placed 2012 between eighth and eleventh warmest of the past 34 years, depending on dataset (Fig. 2.3).

The year began with a dissipating La Niña in the tropical Pacific, which contributed to a below-average global tropospheric temperature for the first two months of the year (Fig. 2.4). These conditions ended during boreal spring and a warm phase El Niño appeared to gather strength mid-year with the heat signature in the troposphere appearing about two months later, in September and October. However, the warm SST anomalies faded to near average by year-end, and the global tropospheric temperature anomaly decreased as well.

Regionally, central and eastern North America and the entire Arctic experienced much-above-average

---

**Fig. 2.2.** HadCRUT4 monthly mean anomalies (°C; 1981–2010 base period) for surface temperature by latitude. Gray areas indicate regions where data are unavailable.

**Fig. 2.3.** Global average lower tropospheric temperature annual anomalies (°C; 1981–2010 base period) for the MSU 2LT equivalent layer. Radiosondes: HadAT2 (Thorne et al. 2005; 465 day, 384 night stations), RATPAC (Free et al. 2005; 85 stations), RAOBCORE (Haimberger et al. 2012; 1184 stations), and RICH-obs (Haimberger et al. 2012; 1184 stations). Satellites: UAHv5.5 (Christy et al. 2011) and RSSv3.3 (Mears and Wentz 2009). Reanalyses: as described in Fig. 2.1. Major volcanic eruptions, which cause 2–3 year cooling episodes, are indicated by triangles in 1963, 1982, and 1991.
temperatures, while northern China and the Gulf of Alaska saw much-below-average temperatures (Plate 2.1b). The tropical belt, while cooler than average at the start of the year and warmer than average mid-year, finished near average overall. The southern midlatitudes, in general, were above average (Fig. 2.4).

The long-term trend based on radiosondes (starting in 1958) is +0.15°C decade\(^{-1}\) and satellites (starting in 1979) is +0.14 ± 0.02°C decade\(^{-1}\) where the range represents the variation among the different datasets and serves as an estimate of measurement uncertainty (Fig. 2.3). Applying standard statistical methods to take into account the magnitude of the year-to-year variations produces a statistical confidence range of ±0.06°C decade\(^{-1}\), meaning the trends are significantly greater than zero. Part of the upward trend is due to major volcanic events (1963, 1981, and 1992). The resulting period of cooler temperatures at those times affected the early part of the tropospheric temperature record, the satellite period especially, enhancing the upward trend. Since 2002 there has been a relative plateau of anomalies, averaging about +0.2°C (+0.5°C) above the 1981–2010 (1961–90) average.

Basic lapse-rate theory indicates the tropospheric temperature should experience greater magnitudes in annual fluctuations and in long-term trends than surface temperature (National Academy of Sciences 2003). For the globe (tropics), this amplification of the surface trend in the bulk tropospheric layer measured by satellites is expected to be about 1.2 (1.4). Over the satellite era (1979 to present), trends in observations indicate a troposphere-to-surface ratio close to or slightly less than 1.0 for both global and tropical domains (Table 2.2). Over the longer radiosonde era (1958 to present), the observed results are nearer theoretically-expected values. Seidel et al. (2012) examined the “within-troposphere” tropical lapse rate finding the trends at an upper level at 200 hPa (~12 km altitude) were generally less than those at a lower level at 700 hPa (~3 km altitude). However, trends for an upper level of 300 hPa (~9 km altitude) were generally greater than those at 700 hPa, being closer to the theoretically-expected “within-troposphere” relationship.

Direct measurement of the lower atmosphere bulk temperature utilizes radiosonde datasets from 1958 and satellites from late 1978. Radiosondes are balloon-borne instrument packages that monitor the temperature of the air as the balloon ascends through the atmosphere. Satellites monitor the intensity of upwelling microwave emissions of atmospheric oxygen that are proportional to temperature. Temperature

---

**Table 2.2. Trend values of the tropospheric datasets utilized in this report with surface values indicated by ‘Sfc’**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RATPAC-B</td>
<td>+0.128</td>
<td>+0.136</td>
</tr>
<tr>
<td>HadAT2</td>
<td>+0.163</td>
<td>+0.159</td>
</tr>
<tr>
<td>RICHv1.5</td>
<td>+0.142</td>
<td>+0.150</td>
</tr>
<tr>
<td>RAOBCOREv1.5</td>
<td>+0.125</td>
<td>+0.147</td>
</tr>
<tr>
<td>UAHv5.5 LT</td>
<td>+0.138</td>
<td>-</td>
</tr>
<tr>
<td>RSSv3.3 LT</td>
<td>+0.131</td>
<td>-</td>
</tr>
<tr>
<td>Median LT</td>
<td>+0.135</td>
<td>+0.149</td>
</tr>
<tr>
<td>NCDC Sfc</td>
<td>+0.152</td>
<td>+0.129</td>
</tr>
<tr>
<td>HadCRUT4 Sfc</td>
<td>+0.161</td>
<td>+0.124</td>
</tr>
<tr>
<td><strong>20°S–20°N 1979–2012</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RATPAC-B</td>
<td>+0.090</td>
<td>+0.123</td>
</tr>
<tr>
<td>HadAT2</td>
<td>+0.111</td>
<td>+0.135</td>
</tr>
<tr>
<td>RICHv1.5</td>
<td>+0.120</td>
<td>+0.128</td>
</tr>
<tr>
<td>RAOBCOREv1.5</td>
<td>+0.085</td>
<td>+0.160</td>
</tr>
<tr>
<td>UAHv5.5 LT</td>
<td>+0.066</td>
<td>-</td>
</tr>
<tr>
<td>RSSv3.3 LT</td>
<td>+0.113</td>
<td>-</td>
</tr>
<tr>
<td>Median LT</td>
<td>+0.101</td>
<td>+0.132</td>
</tr>
<tr>
<td>NCDC Sfc</td>
<td>+0.110</td>
<td>+0.114</td>
</tr>
<tr>
<td>HadCRUT4 Sfc</td>
<td>+0.109</td>
<td>+0.098</td>
</tr>
</tbody>
</table>
variations in the troposphere are relatively large-scale when averaged over a month or year due to mixing by the large atmospheric wind systems. Hence, fewer spatial points (i.e., radiosondes) are needed to create a reasonable estimate of the global average compared to the more inhomogeneous surface. However, as at the surface, the instrumentation on both the radiosondes and satellites has changed through the years and so adjustments to the data are required to produce homogeneous time series for climate analysis. The different choices made in homogenizing the raw series lead to slightly different results (i.e., termed “measurement uncertainty” above.)

In addition to radiosonde and satellite estimates, five reanalysis products are also shown (Fig. 2.3). Reanalyses assimilate multiple data sources, including radiosondes and satellites, which are then assimilated into a global circulation model that seeks to balance the observations for dynamic and thermodynamic consistency. ERA-Interim shows good agreement with satellite estimates and is used here to provide the spatial depictions (Plate 2.1b; Fig. 2.4).

3) Lower Stratospheric Temperature—C. S. Long and J. R. Christy

Global-average temperatures in the lower stratosphere for 2012 were below the 1981–2010 climatology (Fig. 2.5). How the global-average temperature for 2012 ranked in comparison with previous years varies with the observation system. The satellite datasets ranked 2012 as either the coldest year since 1979 (RSS and STAR) or the third coldest (UAH). Two of the four radiosonde datasets agreed with the satellite that 2012 was either the coldest (RATPAC) or nearly the coldest (HadAT2) in their record. The other two radiosonde datasets ranked 2012 as the sixth coldest (RAOBCORE) and the eighth coldest (RICH-obs). The annually averaged cool signal was widespread, covering the southern midlatitudes, tropics, and northern midlatitudes (Plate 2.1a; Fig. 2.6). The northern high latitudes exhibited a wave-1 pattern in which the northern Atlantic and European regions were cooler than climatology and the Asian and Canadian regions were warmer than climatology. This pattern was most dominant in the boreal winter months. The southern high latitudes were much warmer than climatology, especially in October and November of 2012. The cooler-than-climatology temperatures in the tropics can be attributed to a thermal response to the descending quasi-biennial oscillation (QBO) easterly winds. Typically, the tropical temperature anomaly minima occur at progressively later times from 10 hPa down to 70 hPa, as shown by Online Fig. S2.9. The timing of the tropical temperature anomaly minima agrees well with the easterly phase of the QBO at that level (Online Fig. S2.10). Conversely, 2011 saw a westerly phase of the QBO, resulting in a warm tropical lower stratosphere (Long and Christy 2012). Because ENSO conditions were not outstanding in 2012, there was little influence of the Pacific SST forcing upon the lower stratospheric temperatures. For most of the extratropics, the temperature anomalies are a response to the elevated tropopause driven by the warm temperature anomalies in the troposphere (section 2b.2). In early October in the Southern Hemisphere, an amplified wave-1 in the middle stratosphere resulted in a large pulse of heat flux from the southern midlatitudes into the southern high latitudes, contributing to an early break down of the polar vortex; the resulting temperatures were well above normal in the lower stratosphere post-September. This played a role in the high levels of stratospheric ozone over the Antarctic in October and November 2012. This is in contrast to very low levels of ozone over Antarctica in 2011 in response to cool stratospheric temperatures in the polar region.

Global lower stratospheric temperatures as determined by radiosonde, satellite, and reanalysis show resumed cooling since 2010 (Fig. 2.5). The three satellite estimates of the cooling trend since 1979 differ slightly from each other, with the UAH time series having the greatest cooling trend (-0.371°C decade⁻¹). The RSS (-0.299°C decade⁻¹) and STAR (-0.320°C decade⁻¹) cooling trends are slightly weaker. However, these estimates are generally equivalent (range: 0.36 ± 0.06°C decade⁻¹). The three satellite estimates of the cooling trend since 1979 differ slightly from each other, with the UAH time series having the greatest cooling trend (-0.371°C decade⁻¹). The RSS (-0.299°C decade⁻¹) and STAR (-0.320°C decade⁻¹) cooling trends are slightly weaker. However, these estimates are generally equivalent (range:

![Fig. 2.5. Global average lower stratospheric temperature annual anomalies (°C; 1981–2010 base period) for the MSU channel 4 equivalent layer. Radiosondes, satellites, and reanalyses are as shown in Fig. 2.3 plus (satellite) STAR (Zou and Wang 2010). Major volcanic eruptions, which cause 2–3 year warming episodes, are indicated by triangles in 1963, 1982, and 1991.](image_url)
-0.299°C to -0.370°C decade^{-1}) when compared to the greater variability between estimates from radiosonde data (range: -0.300°C to -0.468°C decade^{-1}) and reanalyses (range: -0.220°C to -0.419°C decade^{-1}). Of the four radiosonde datasets, the RAOB anomalies are most similar to the satellite anomalies. The HadAT2 and RATPAC both have greater cooling trends (-0.439°C and -0.468°C decade^{-1}, respectively) than the satellites. The reanalyses assimilate both the radiosonde and satellite observations as well as other observations into a global circulation model. The reanalyses should replicate the information assimilated, while balancing the model physics. However, inherent model biases may alter the model’s analysis from the observations. MERRA, ERA-Interim, and NCEP-CFSR reanalyses are shown in Fig. 2.5. The three show a clear difference in the long-term trends with the ERA-Interim having the smallest negative trend (-0.220°C decade^{-1}) and NCEP-CFSR having the greatest (-0.419°C decade^{-1}). The trend of the MERRA (-0.292°C decade^{-1}) is most similar to that of the satellites.

Observations of the middle and upper stratosphere are not yet sufficient to constitute their own State of the Climate section. However, progress is being made toward understanding the differences between the UKMO and NOAA long-term SSU datasets (Thompson et al. 2012). The middle and upper stratosphere is where the various reanalyses disagree the most. Progress is being made towards understanding how best to assimilate the SSU and top AMSU-A channels (Kobayashi et al. 2009).

c. Cryosphere


Permafrost temperatures are collected within the Global Terrestrial Network on Permafrost (GTN-P). A Northern Hemisphere arctic permafrost thermal snapshot showed significant regional differences (Romanovsky et al. 2010a). Warm ocean currents influence the climate of northern Scandinavia, Svalbard, and northwestern Russia, resulting in generally higher permafrost temperatures in the discontinuous permafrost of this region compared to the permafrost temperatures at the same latitudes in eastern Siberia and North America. In high arctic Svalbard the -3°C permafrost temperature is the highest in the continuous permafrost zone (Christiansen et al. 2010). In the rest of Russia and North America, permafrost temperatures vary from 0°C to -2.5°C within the discontinuous zone, with colder conditions in the continuous zone with permafrost temperatures as low as -15°C in the high Arctic (Romanovsky et al. 2010b; Smith et al. 2010).

Antarctic permafrost monitoring activities have increased in the Antarctic Peninsula region with further implementation of the ANTPAS (Antarctic Permafrost, Soils and Periglacial Environments) latitudinal transect, with new boreholes in Amsler Island, near Palmer Station and in Cierva Cove, in the mainland. These will improve the snapshot by Vieira et al. (2010) as well as the contributions from Rothera and Signy Island boreholes presented in Christiansen et al. (2012). A new 31-m borehole has been established in Signy Island where first data confirm continuous permafrost even at 30-m asl but with a temperature of -1.3°C. Data will be available in 2013. Bockheim et al. (2013) have shown that the atmospheric warming registered since the 1950s in the Palmer Archipelago region also impacted permafrost, which is now in the sporadic permafrost region. Data from other Antarctic Peninsula sites show that permafrost temperatures range from -0.4°C to -1.8°C in the South Shetlands (62°S–63°S) and are -3.1°C at Adelaide Island (67°S).

Permafrost, which has been warming over the last two to three decades, generally continues to warm across the circumpolar north (Romanovsky et al. 2012a; Derksen et al. 2012; Isaksen et al. 2011). Record-high permafrost temperatures, for example, were observed in 2012 in the Alaskan Arctic and Canadian Archipelago (Romanovsky et al. 2012a). Smaller warming rates are observed in permafrost at temperatures close to 0°C, especially if it is ice-rich because latent heat effects dominate the ground thermal regime (see section 5h for details).

The permafrost measured in boreholes in the European Alps and Scandinavian mountains is discontinuous with mean annual ground tempera-
ture mostly between 0°C and -3°C (Haeberli et al. 2010). The steep topography, heterogeneous surface characteristics, and snow cover result in high spatial variability of the ground thermal conditions. Decadal records (Fig. 2.7) for European mountain permafrost show a general warming trend, with smaller increases in temperature where permafrost temperatures are close to 0°C (Isaksen et al. 2007; Haeberli et al. 2010; PERMOS 2010). Permafrost temperature anomalies associated with extreme warm years (2003, 2009, and 2011) are superimposed on the warming trend (PERMOS 2010; Phillips et al. 2009; Zenklusen-Mutter et al. 2010). More pronounced are trends observed in Scandinavia (Isaksen et al. 2011). The observed trends in permafrost temperatures are consistent with changes in air temperatures, but snow cover, soil properties (including ice and moisture content), and vegetation, also determine the magnitude of the changes in ground temperature changes (e.g., Haeberli et al. 2010; Romanovsky et al. 2010a).

In the warm permafrost of the higher altitudes of central Asia, ground temperatures have increased by up to 0.5°C decade$^{-1}$ since the early 1990s, with a general increase in active layer thickness (ALT; e.g., Zhao et al. 2010).

Decadal trends in ALT vary by region. Permafrost has disappeared in several of the Circumpolar Active Layer Monitoring (CALM) sites. A progressive increase in ALT has been observed since the 1990s in all regions, with the exception of northern Alaska, western Canadian Arctic, and West Siberia. Smaller increases have been observed in Scandinavian sites such as Arctic Sweden and Svalbard compared to East Siberia, the Russian Far East, and Greenland. In North America a progressive increase of ALT is observed only at sites in the Alaskan Interior, whereas ALT on the Alaskan North Slope was relatively stable over the 1995–2011 period.

2) **Northern Hemisphere snow cover**—D. A. Robinson

Annual snow cover extent (SCE) over Northern Hemisphere (NH) lands averaged 24.6 million km$^2$ in 2012. This is 0.3 million km$^2$ less than the 1967–2012 average and ranks 2012 as having the 12th least extensive cover in the 46-year period of record (Table 2.3; Fig. 2.8). This evaluation considers snow over the continents, including the Greenland ice sheet. The SCE in 2012 ranged from 47.8 million km$^2$ in February to 2.3 million km$^2$ in July. Monthly SCE is calculated at the Rutgers Global Snow Lab from daily SCE maps produced by meteorologists at the National Ice Center (a US joint NOAA, Navy, and Coast Guard facility), who rely primarily on visible satellite imagery to construct the maps.

The first three months of 2012 saw the extent of snow cover over Eurasia (EU) rank as the third (February) and ninth (January and March) most extensive of the past 46 years. Meanwhile, North American (NA) extents were well below average, ranking third, sixteenth, and fourth lowest in January, February, and March, respectively. This resulted in hemispheric extents lying close to average in January and March and eighth most extensive in February.

Spring snow coverage declined rapidly over EU, with the April ranking plummeting to seventh least extensive and May and June extents the lowest on record. With the low extents continuing over NA, the NH melt season continued the precipitous mid-to-late spring decline of recent years when compared to the long-term average.

While off to a rather slow start in September, fall snow extents over EU and NA expanded explosively in October and remained well above average through December. This included EU and NA rankings no lower than thirteenth most extensive in any month, and NH rankings of eighth in October, fifth in November, and most extensive on record in December.

Persistent ridging across much of the United States resulted in below-average snow coverage from January through melt out in May. January, March, and April
coverage ranked as third or fourth least extensive on record, while February was fourteenth, and May eighth lowest. Fall cover was below average in October, close to average in November and ranked fourteenth most extensive in December.

Maps depicting daily, weekly, and monthly conditions, daily and monthly anomalies, and monthly climatologies for the entire period of record may be viewed at the Rutgers Global Snow Lab website (http://snowcover.org). Monthly SCE for the NH, EU, NA, the contiguous US, Alaska, and Canada are also posted, along with information on how to access weekly areas and the weekly and monthly gridded products.

3) **ALPINE GLACIERS—M. S. Pelto**

Alpine glaciers have been studied as sensitive indicators of climate for more than a century, most commonly focusing on changes in terminus position and mass balance. The worldwide retreat of mountain glaciers is one of the clearest signals of ongoing climate change (Haeberli et al. 2000). The retreat is a reflection of strongly negative mass balances over the last 30 years (WGMS 2012). Glacier mass balance is the difference between accumulation and ablation. The recent rapid retreat and prolonged negative balances have led to some glaciers disappearing and others fragmenting (Pelto 2010).

The World Glacier Monitoring Service (WGMS) record of mass balance and terminus behavior (WGMS 2012) provides a global index for alpine glacier behavior. Annual mass balance was -766 mm water equivalent (w.e.) in 2011, negative for the 21st consecutive year. Preliminary data for 2012 from Austria, Norway, New Zealand, Nepal, and the United States indicate it is highly likely that 2012 will be the 22nd consecutive year of negative annual balances. The loss of glacier area is leading to declining runoff; the importance of this is indicated by Schaner et al.
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**Fig. 2.8.** Twelve-month running anomalies of monthly snow cover extent over NH lands (including Greenland) as a whole and Eurasia and North America separately between Nov 1966 and Dec 2012. Anomalies are calculated from NOAA snow maps. Mean hemispheric snow extent is $25.0 \times 10^6$ km$^2$ for the full period of record. Monthly means for the period of record are used for 9 missing months between 1968 and 1971 in order to create a continuous series of running means. Missing months fall between Jun and Oct; no winter months are missing.
(2012) who determined that, globally, 370 million people live in river basins where glaciers contribute at least 10% of river discharge on a seasonal basis.

The cumulative mass balance loss since 1980 is 15.7 m w.e. the equivalent of cutting a 17-m thick slice off the top of the average glacier (Fig. 2.9). The trend is remarkably consistent from region to region (WGMS 2011). WGMS mass balance results based on 30 reference glaciers with 30 years of record is not appreciably different, -15.5 m w.e. The decadal mean annual mass balance was -198 mm w.e. in the 1980s, -382 mm w.e. in the 1990s, and -740 mm w.e. for 2000–10. The declining mass balance trend during a period of retreat indicates alpine glaciers are not approaching equilibrium and retreat will continue to be the dominant terminus response.

In 2012, slightly-above-average winter accumulation in the Alps was offset by extreme summer ablation, yielding mass balances that were negative. In Austria, Mullwitzkees had a mass balance of -1461 mm w.e. and Hallstätter Gletscher a mass balance of -1944 mm w.e. (Fischer 2012). The Austrian Glacier inventory in 2011 examined 90 glaciers: 87 were in retreat and 3 were stationary. Average terminus change was -17 m, reflecting the continued negative mass balances of the region. In Italy, a large deposit of World War I ammunition melted out of the glacier on Ago Di Nardis Peak during August 2012. The Swiss Glacier Monitoring Network noted in 2011 92 glaciers retreating, 1 advancing, and 3 stationary. The one advancing glacier had retreated the previous five years. The 2012 data are not complete, but retreat was again dominant.

In Norway, terminus fluctuation data from 25 glaciers for 2012 with ongoing assessment indicate 21 retreating, 2 stable, and 2 advancing. The average terminus change was -12.5 m (Elvehøy 2012). The retreat rate is less than 2011. Mass balance surveys found deficits on all Norwegian glaciers.

In the North Cascades, Washington La Niña conditions during the winter led to a wet winter and a cool and wet spring. Summer was drier and warmer than normal. This led to nearly equilibrium conditions on North Cascade glaciers, with mass balance positive on five glaciers and negative on four glaciers. (Pelto 2013)

In southeast Alaska, the same La Niña conditions prevailed and led to the highest snow totals in several decades. Glacier snowlines were more than 100 m below average on Lemon Creek and Taku Glaciers of the Juneau Icefield indicative of moderate positive mass balance (Pelto 2013).

In New Zealand, the annual end of summer snow-line survey on 50 glaciers found snowlines that were approximately 120 m above the elevation for glacier equilibrium. This indicates strong mass balance losses (NIWA 2012).

In Nepal, the International Centre for Integrated Mountain Development measured the mass balance of Yala and Rikha Samba Glaciers in 2012 and found both to be significantly negative (Mishra 2012). Pelto (2012) reported that the extensive inventories are better validated than GRACE (Jacob et al. 2012) for Himalayan glacier volume change. This conclusion has been confirmed by Bolch et al. (2012).

d. Hydrological cycle

1) Surface humidity—K. M. Willett, D. I. Berry, and A. Simmons

Surface humidity can be monitored in two different ways: specific humidity, which is a quantitative measure of water vapor in the atmosphere, and relative humidity, which describes how close the atmosphere is to saturation. Based on in situ observations, HadISDH (Willett et al. 2013) over land and NOCS v2.0 (Berry and Kent 2009, 2011) over the oceans, the global average specific humidity for 2012 was similar to 2011, with values higher than the long-term average but not record breaking (Fig. 2.10). Relative humidity over land, as shown by ERA-Interim (Dee et al. 2011), remains well below the long-term average, continuing the recent relative drying over land. The dry anomaly over the United States was the most extreme feature in 2012 (Plate 2.1g). Over the oceans, relative humidity during 2012 was similar to 2011. For both land and ocean, the in situ data coverage concentrates in the Northern Hemisphere (Plate 2.1f) such that global averages are dominated by changes here.
Currently, HadISDH is the only in situ monitor for land specific humidity. The data have been quality controlled and then homogenized. HadISDH agrees well with existing products and with ERA-Interim (Willett et al. 2008, 2013; Simmons et al. 2010; Dai 2006). Hence, ERA-Interim can also be used for monitoring. However, a slight dry bias in ERA-Interim is apparent from 2000 onwards relative to the in situ record. This is likely linked to a change to the source of assimilated SST at that time (Simmons et al. 2010). Currently, ERA-Interim is the only validated product available to monitor land surface relative humidity. However, estimates from the MERRA, NCEP-CFSR, 20CR, and JRA-25 reanalyses are also shown for comparison. JRA-25/JCDAS humidity fields suffered a large discontinuity due to absence of precipitable water retrieval data from microwave imagers since October 2011. The reanalyses generally agree in the overall increasing specific humidity over land but show quite large year-to-year differences in the more recent record.

For ocean, NOCS v2.0 provides quality-controlled and bias- and height-adjusted specific humidity data over all ice-free regions of the globe from ships. Only regions with high confidence are used in this assessment, predominantly the shipping lanes in the Northern Hemisphere. Confidence in the in situ data decreases post-2006 due to reducing numbers of observations and loss of call sign information in the source data (Woodruff et al. 2011), which removes the ability to reliably link observations to their metadata (e.g., Kent et al. 2007). For the first time, a satellite estimate of marine specific humidity from HOAPS-3.2 (Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data derived from SSM/I passive microwave radiometers; Bentamy et al. 2003; Andersson et al. 2010) is also included, although the period of record is limited to 1987–2008. This does not match the curve of NOCS v2.0 but does include full spatial coverage. Reanalysis estimates are provided from ERA-Interim, MERRA, NCEP-CFSR, 20CR, and JRA-25.

Spatial anomalies for 2012 are shown in Plates 2.1f and 2.1g with comparisons from some reanalysis products as Online Figs. S2.11–S2.13. As expected, these are similar to other components of the hydrological cycle (see Plate 2.1). Following the mixed ENSO signals during the year, unlike 2011, no dominant ENSO feature is apparent.

2) **Total column water vapor**—C. Mears, J. Wang, S. Ho, L. Zhang, and L. Peng

Global total column water vapor (TCWV) over oceans and land was slightly above average for the majority of observational estimates (Fig. 2.11); however, there is considerable variability between the
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different observing products and the short period of overlap results in a short baseline for comparing anomalies to an average (2007–12). Over the ocean, the TCWV anomaly time series (Fig. 2.11a) from the satellite-borne microwave radiometers (SSM/I, SSMIS, AMSR-E, and WindSat; Wentz 1997; Wentz et al. 2007) shows maxima in 1987–88, 1997–98, and 2009–10, associated with El Niño events, as well as a more subtle increasing trend corresponding with increasing global temperatures. Minima are apparent in Northern Hemisphere winters during the La Niña events of 1988–89, 1992–93, 1999–2000, 2000–08, and late 2010 (note that the eruption of Mt. Pinatubo may also have contributed to cooling in 1992–93). The ocean-only COSMIC GPS-RO data (Ho et al. 2010a,b) also show a strong increase late in 2012, which is only partly reproduced in the radiometer data. An increase during 2012 is also shown in the COSMIC data over land, and in ground-based GPS measurements over land (Wang et al. 2007), but not in the homogenized radiosonde data (Dai et al. 2011; Fig. 2.11b). A hovmuller plot derived from the satellite radiometers (Fig. 2.12) shows that the long-term increase in TCWV is occurring at nearly all latitudes.

The map of TCWV anomalies for 2012 (Plate 2.1e) includes data from radiometers (ocean), COSMIC (land), radiosonde (land), and the ground-based GPS measurements (land). In general, the products agree well. There are pronounced dry anomalies south of the Hawaiian Islands, east of South America, and over most of Australia. Over the oceans, there are wet anomalies in the western and eastern edges of the tropical Pacific, the subtropical Indian, and the northern tropical Atlantic. Many of the same features are present in the 2012 precipitation and surface humidity anomalies (Plate 2.1). The pattern in TCWV anomalies over ocean is also confirmed by COSMIC ocean measurements (Ho et al. 2010a).

3) PRECIPITATION—R. S. Vose, K. Hilburn, X. Yin, M. Kruk, and A. Becker

Globally, land precipitation was near the 1961–90 average in 2012, in contrast to the above-normal totals of the previous two years (Fig. 2.13a). This conclusion is based primarily on station records in the Global Historical Climatology Network (GHCN) Monthly version 2 (Peterson and Vose 1997), which was about 5 mm above normal, and the Global Precipitation Climatology Centre (GPCC) Monitoring Product version 4 (Schneider et al. 2011a; Becker et al. 2013),
which was about 5 mm below normal. Historically, GHCN and GPCC have been similar on an annual basis, though GHCN has higher interannual variability due to its smaller network. Land data for a blended satellite-in situ product, the Global Precipitation Climatology Project (GPCP) version 2.1 (Adler et al. 2003), suggest that 2012 may have been somewhat below normal, though GPCP has generally been slightly drier than the other two products in recent years.

Land anomaly patterns for 2012 (Plate 2.1h) exhibit some notable changes from 2011. For instance, the dry conditions over central North America expanded in 2012. Areas of below-normal precipitation became apparent in eastern South America, the Sahara desert, southern Africa, central Asia, and central Australia (all of which were above normal the previous year). The dryness in parts of Europe and southern China abated in 2012, with a few small areas experiencing wetter-than-normal conditions. The Maritime Continent was much wetter than normal, as was much of Greenland (though the latter should be viewed cautiously because of the statistically in-filled estimates in that area).

In contrast to the land datasets, the ocean products are often somewhat dissimilar in their global anomalies, a tendency that continued in 2012. For instance, ocean precipitation was above the 1988–2010 average in 2012 based on intercalibrated passive microwave rain retrievals in the Remote Sensing Sytems (RSS; Hilburn and Wentz 2008) version 7 product, and it was below average in the GPCP blended satellite-in situ product (Fig. 2.13b,c). Ocean data for an additional product, the Climate Prediction Center Merged Analysis of Precipitation (CMAP; Xie and Arkin 1997), are not yet available for 2012. Very generally, the datasets concur on lower precipitation in 2011 relative to 2010, and an increase thereafter (at least in RSS and GPCP). RSS has been consistently wetter since about 2008.

As over land, ocean anomaly patterns for 2012 (Plate 2.1h) exhibit some notable changes since 2011, reflecting the decline of La Niña. For instance, the dry anomalies in the central Pacific were weaker and less extensive than in 2011, and the dry anomalies in the southeast Pacific abated significantly, becoming wet anomalies over limited areas. Likewise, the dryness in the North Atlantic faded and was less extensive, while much of the South Atlantic reversed its pattern entirely, e.g., from wet to dry off the Brazilian coast. The wet anomaly in the Bay of Bengal became a weak dry anomaly while a new wet anomaly appeared in the central Indian Ocean. The wet anomaly in the East China Sea strengthened.

4) Cloudiness—M. J. Foster, S. A. Ackerman, A. K. Heidinger, and B. C. Maddux

Global mean annual cloudiness anomalies are estimated from five satellite data records (Fig. 2.14). For 2012, both PATMOS-x (Pathfinder Atmospheres Extended) and MODIS (Moderate Resolution Imaging Radiospectrometer) show an increase of roughly 0.5% from 2011. MISR (Multi-angle Imaging SpectroRadiometer) shows a slight drop in cloudiness of 0.2%. ISCCP (International Satellite Cloud Climatology Project) and HIRS (High Resolution Infrared Sounder) data are currently unavailable for 2012 but their records are shown for reference. The time series illustrate the general year-to-year stability of the global annual cloud amount and the lack of consensus of these climate records on the presence of any systematic trend.

Much of the year-to-year variability in the global cloudiness record corresponds with the positive and negative phases of ENSO (Fig. 2.15) though its interaction with other large-scale patterns also plays an important role. Global cloudiness in 2012 was affected by La Niña conditions receding during the beginning of the year, moving to El Niño conditions mid-year and then transitioning into ENSO-neutral conditions since about 2008.

As over land, ocean anomaly patterns for 2012 (Plate 2.1h) exhibit some notable changes since 2011, reflecting the decline of La Niña. For instance, the dry anomalies in the central Pacific were weaker and less extensive than in 2011, and the dry anomalies in the southeast Pacific abated significantly, becoming wet anomalies over limited areas. Likewise, the dryness in the North Atlantic faded and was less extensive, while much of the South Atlantic reversed its pattern entirely, e.g., from wet to dry off the Brazilian coast. The wet anomaly in the Bay of Bengal became a weak dry anomaly while a new wet anomaly appeared in the central Indian Ocean. The wet anomaly in the East China Sea strengthened.
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for the rest of the year. Similarly, the Arctic Oscillation began in a positive phase and transitioned to a neutral/slightly negative phase by mid-year. Several statistically significant continental anomalies occurred, corresponding to severe drought or flooding conditions. The primary dataset, PATMOS-x, used for this analysis is a 32-year record of cloud retrievals taken from the Advanced Very High Resolution Radiometers (AVHRR).

Over the oceans, La Niña conditions in early 2012 resulted in enhancement of large-scale convection in the western Pacific and Indonesia, with a corresponding reduction of convection in the central Pacific. This was driven by lower-than-normal SSTs in the central equatorial Pacific and higher-than-normal temperatures around Indonesia, along with positive low-level easterly wind anomalies at that time. This resulted in large negative maritime cloudiness anomalies in the central equatorial and southeastern Pacific and positive anomalies in the western tropical Pacific and near Indonesia, as seen in Plate 2.1d.

Noteworthy continental cloudiness events included negative anomalies over large portions of the United States, Eurasia, Europe, Brazil, and southern Africa. These anomalies commonly relate to precipitation patterns; in the United States, Europe, and Brazil, negative cloudiness anomalies corresponded with drought conditions. In Eurasia, the reduced cloudiness corresponded with a severe cold wave in the beginning of the year. The geographic breadth of a statistically significant event is often relative to the duration of the event. For example, the United States experienced drought conditions throughout much of the year and consequently quite large portions of the negative cloudiness anomalies were statistically significant. The causes for some of these anomalies are in part attributable to large-scale weather patterns. The negative annual anomalies over Europe were consistent with the positive phases of the Arctic Oscillation while those in the southern United States were consistent with La Niña. Statistically significant positive anomalies occurred over western and central Africa as well as Argentina, and corresponded with flooding conditions.

Clouds are also modulators of the global radiative energy budget and cloudiness by itself is not sufficient to gauge heating/cooling effects. To illustrate this point, seasonal maps of total cloudiness anomalies and outgoing longwave radiation (OLR) are shown in Online Figs. S2.14, S2.15. Negative cloudiness anomalies persisted throughout much of the year over the United States and coincided with positive OLR anomalies. While this relation between cloudiness and OLR radiation is common, it is not universal, as evidenced by the negative cloudiness anomalies experienced over Eurasia early in the year with no coincident positive anomalies in OLR because the clear skies were associated with cold weather.

5) River Discharge—B. M. Fekete

Due to the continuing lack of real-time reporting from the global discharge monitoring network (Fekete et al. 2012a), global-scale hydrological modeling remains the primary means to assess the state of riverine water fluxes globally. The Water Balance Model (WBM) analysis (Fekete et al. 2010, 2012b; Fekete and MacDonald 2011) was carried out using the same WBM configuration (Vörösmarty et al. 1998; Wisser et al. 2010a,b) as in previous State of the Climate issues, driven by daily air temperature from the NCEP/NCAR Reanalysis (Kalnay et al. 1996; Kistler et al. 2001) and monthly precipitation forcing from the Global Precipitation Climate Center (GPCC) down-scaled to daily time steps by partitioning of the monthly precipitation based on the NCEP Reanalysis. The runoff variations of the last four years (2009–12) are compared to the 1948–2010 baseline using the same forcing data. This represents a departure from
the 1900–2000 baseline from Wisser et al. (2010a) used in previous years, but offers more consistent comparison since the NCEP/NCAR Reanalysis is only available 1948 onward. The previous 1900–2000 simulations were based on air temperature forcing from Climate Research Unit (New et al. 1999, 2000).

The continental and receiving ocean basin summaries (Fig. 2.16) are based on the same continent and ocean watersheds used in previous years. For the global average, 2012 was the driest year in the last four years. Only Australia and small islands around the world experienced more runoff than the 1948–2010 average, while Asia and Europe encountered average runoff conditions.

The impacts of the droughts in North and South America and Africa are clearly visible from the negative anomalies in the runoff from the watersheds discharging to the Atlantic Ocean. Only the Arctic and the Pacific Oceans received more runoff than average. The positive runoff anomalies on arheic (land-locked) basins are limited to Australia since other continents with large arid areas experienced drier-than-average conditions.

Plate 2.1.i and Online Fig. S2.16 reveal that the average runoff conditions over the European continent were actually a result of drier-than-average conditions in central Europe (largely discharging into the Black Sea), and wetter-than-average conditions in northern Europe and the European part of Russia.

Water Balance Model simulations were validated against 47 discharge gauges across the United States available through the National Water Information System (NWIS; http://waterdata.usgs.gov/nwis) from the U.S. Geological Survey. The NWIS archive contains discharge time series for over 26 000 gauges nationwide out of which almost 9500 are updated operationally (Fekete et al. 2012a). The 47 discharge gauges selected have observation records 1948–present and monitor a catchment area of at least 25 000 km² that was found to be the lowest threshold that the 30-minute gridded network (STN-30p providing the basis of both the modeling and the spatial summaries) can represent (Vörösmarty et al. 2000).

The observed and simulated annual discharges averaged over the 1948–2010 baseline period compare well for the wetter years (Fig. 2.17). However, there are some deficiencies. These are partially due to inaccuracies in delineating the catchment areas but are dominated by other sources such as erroneous forcings and inadequate WBM parameterization. However, these deficiencies appear to diminish over larger river basins, giving confidence in the continental analysis.
6) **Terrestrial Water Storage**—M. Rodell, D. P. Chambers, and J. S. Famiglietti

Terrestrial water storage (TWS) encompasses both confined and unconfined aquifer storage (groundwater), in addition to the near-surface components of soil moisture, surface water, and snow. Unconfined aquifer storage typically varies more slowly than the near-surface TWS components, but often has a larger range of variability on multiannual timescales (Rodell and Famiglietti 2001; Alley et al. 2002). Groundwater is poorly monitored at the global scale, but the TWS change data from the Gravity Recovery and Climate Experiment (GRACE; Tapley et al. 2004) satellite mission are a reasonable proxy for unconfined groundwater at climatic scales.

Plate 2.1j maps changes in mean annual TWS from 2011 to 2012, based on GRACE, expressed as equivalent depth of water in cm. TWS in general reflects the hydroclimatic conditions in 2012 (see Plates 2.1d–k). The United States experienced a widespread drought that extended into Mexico and parts of Canada, diminishing aquifer levels. Southern Europe had a second successive dry year but northern Europe became wet. Central Russia succumbed to drought, while eastern Asia was mixed. Aquifers in the Middle East (Voss et al. 2013) and northern India (Rodell et al. 2009; Tiwari et al. 2009) remained water stressed largely due to groundwater extractions in excess of recharge. Southern India went from wet to dry. A drying trend continued in parts of west central Africa and southern Africa, which had been wet, lost water. Conditions in South America were reversed from 2011, with most of the Atlantic coast flipping from wet to dry, while the western Amazon flipped from dry to wet. Australia remained relatively wet in the east and relinquished water elsewhere. Significant reductions in TWS in Greenland and Antarctica represent ongoing ice sheet ablation, not groundwater depletion, and glaciers on the southern Alaska coast recovered somewhat from massive long-term declines.

Figures 2.18 and 2.19 show time series of zonal mean and global GRACE-derived nonseasonal, monthly mean TWS anomalies, excluding Greenland and Antarctica. Data gaps are caused by temporary stand-down of GRACE instruments. A significant decrease in water in the Northern Hemisphere in 2012 is clear. In 2012, Earth’s land hit the driest mean level, -2.1 cm equivalent depth of water, since the GRACE record began in 2003. To put this in perspective, that land water deficit is equivalent to 8 mm of sea level increase across the global oceans.


The influence of surface soil moisture on water- and energy-related processes makes it important for environmental studies. Soil moisture observations, particularly at large spatial scales, are expected to be excellent indicators of climate variability (Seneviratne et al. 2010) and can have a strong impact on complex feedback mechanisms (Taylor et al. 2012). Recently, a global soil moisture dataset (ECV SM) was developed (de Jeu et al. 2012a), and became publically available (Wagner et al. 2012), with the aim of producing the most complete and consistent global soil moisture data record based on satellite-borne microwave sensors. This dataset currently spans well over 30 years and was used by Dorigo et al. (2012) to analyze long-term trends in soil moisture.

ECV SM was used to calculate surface soil moisture anomalies for the year 2012 by subtracting the 1991–2012 climatology from the corresponding monthly averages (Fig. 2.20). The resulting maps reflect the major hydroclimatic variations for 2012. The year 2011 was analyzed similarly and revealed overall wet conditions for the Southern Hemisphere (de Jeu et al. 2012b). The spatial distribution of the hydrocli-
mation variations 2012 clearly shows the capacity of the soil moisture dataset to capture drought and flood events. In contrast with 2011, there was no distinct division between hemispheres in 2012 (Plate 2.1k).

There was major flooding of the Murrumbidgee River, a large tributary of the Murray River in southeast Australia, in March 2012. New South Wales was hardest hit and Queensland and Victoria were also significantly impacted. Flooding events in Australia are associated with La Niña. The most prominent drought in 2012 was in the central United States and Canada (see section 7b; Plate 2.1k). It resulted from a shortage of snow melt in spring followed by a severe summer heat wave, yielding year round negative soil moisture anomalies. Also, the ongoing drought in the southern United States, most prominent in the state of Texas, is evident. Another region suffering year round drought was northeastern Brazil, a region intensely used for agriculture. Droughts in these regions have been ascribed to La Niña (Marlon et al. 2012). Significant drought in parts of southern Europe resulted from both low precipitation and high temperatures. (See Chapter 7 for more regional flooding and drought details.)

Figure 2.21 shows monthly mean soil moisture anomalies 1991–2012 time series for each hemisphere. Fluctuations over the entire analysis period reveal much larger deviations in the Southern Hemisphere compared to the Northern Hemisphere. This difference is likely the result of the smaller land area in the Southern Hemisphere. The year 2011 was the wettest on record for the Southern Hemisphere. In contrast, 2012 shows soil moisture conditions slightly below average for both hemispheres. The standard deviation (not shown) of the sample used to calculate the monthly mean soil moisture anomalies exhibited a record high value in 2012, suggesting an increase in extreme conditions compared to the reference time series.

e. Atmospheric circulation

1) Mean sea level pressure—R. Allan and C. K. Folland

Atmospheric Southern Oscillation index (SOI) values and oceanic SST anomalies show that the protracted La Niña episode, which developed in mid-2010, terminated in early 2012 (Fig. 2.22a). This episode resulted in major precipitation and temperature impacts across the entire Indo-Pacific region and at higher latitudes in both hemispheres (http://www.ncdc.noaa.gov/sotc/service/global/significant-extremes/201113.)
El Niño and La Niña can be measured by the SOI, the normalized mean sea level pressure (MSLP) difference between Tahiti and Darwin (Allan et al. 1996). Other indices, employing SST are also commonly used (Kaplan 2011). El Niños (negative SOI) and La Niñas (positive SOI) vary in magnitude, duration, and evolution, with no two events or episodes exactly the same. There is also the propensity in the climate system for the occasional development of protracted El Niño and La Niña episodes (Allan et al. 2003), when a La Niña (El Niño) event appears to be ending and/or moving into an El Niño (La Niña) only to be revitalized and continue as an La Niña (El Niño). Figure 2.22a shows the presence of such episodes in the SOI record since 1876, and that they can last up to six years (e.g., the 1990–95 protracted El Niño).

The SOI trace since 2009 highlights the shift from El Niño to strong La Niña conditions around mid-2010, a decline in the event by mid-2011 and its resurgence and continuation until its demise in early 2012 (Fig. 2.22b). Major El Niño and La Niña events can be near-global in their influence on world weather patterns, owing to ocean-atmosphere interactions across the Indo-Pacific region with teleconnections to higher latitudes in both hemispheres.

The Northern Hemisphere winters of 2010/11, 2011/12, and 2012/13 experienced contrasting North Atlantic Oscillation (NAO)/Arctic Oscillation (AO) conditions (Fig. 2.23). In 2010/11, the NAO/AO indices were dominated by long periods of extremely negative values, with positive pressure anomalies over higher latitudes and negative anomalies over the midlatitudes, and an associated reduction in the westerlies over the North Atlantic-European sector. This contrasted markedly with the 2011/12 boreal winter, when opposite conditions prevailed. During 2012/13, the boreal winter began with positive NAO/AO conditions, favoring a westerly regime, but this was succeeded by a predominantly negative NAO/AO leading to reduced westerlies and colder, snowy weather over western Europe in early 2013 (Fig. 2.23f).

In the main boreal summer months of July and August, the summer NAO (SNAO), which has a northward displaced pattern compared to the winter NAO (Folland et al. 2009), continued the generally negative phase observed since summer 2007. Figure 2.24a shows daily SNAO values for July and August 2012. This negative phase is reflected in the pattern shown in the North Atlantic and Europe MSLP anomaly map for July and August (Fig. 2.24b). Recent cyclonic northwest Europe summers are likely related in part to the current warm North Atlantic phase of

![Figure 2.22. The Southern Oscillation Index (SOI) time series from (a) 1876 to early 2013 and (b) 1998 to early 2013. [Data from HadSLP2r (Allan and Ansell 2006).]](http://poleshift.ning.com/profiles/blogs/2012-significant-climate-anomalies-and-events)

![Figure 2.23. NAO patterns in mean sea level pressure anomalies (hPa) and daily index (hPa) for (a), (d) winter 2010/11; (b), (e) winter 2011/12; and (c), (f) winter 2012/13.](http://poleshift.ning.com/profiles/blogs/2012-significant-climate-anomalies-and-events)
the Atlantic multidecadal oscillation (AMO; Folland et al. 2009; Sutton and Dong 2012), a pattern also seen in the HadCM3 coupled model (Knight et al. 2006). June has also followed this MSLP anomaly tendency in recent years, although historically June tends to behave differently from July and August (Folland et al. 2009). A strong multidecadal fluctuation from generally positive SNAO values in the late twentieth century to the current negative phase is illustrated by Fig. 2.24c; some differences in the location of the center of recent negative anomaly patterns from that of the standard SNAO pattern (shown in Allan and Folland 2012) may underestimate the recent cyclonic tendency near the United Kingdom. Similarly, in 2012 the cyclonic anomaly center is displaced west of the SNAO center.

Globally in 2012, fluctuations in midlatitude circulation patterns and tropical monsoon regimes saw the warmest boreal summer in Canada since 1948, major drought conditions in the United States, the coldest Eurasia mid-January–February period in the last 26 years, the lowest premonsoon rainfall in India since 1901, severe July–September flooding across western to central Africa, and the third driest April–October period in Western Australia (see Chapter 7 for further detail; http://poleshift.ning.com/profiles/blogs/2012-significant-climate-anomalies-and-events). Annual average anomalies of MSLP appear in Plate 2.1l.

![Figure 2.24: Summer NAO patterns for the North Atlantic European region.](image1)

**Fig. 2.24.** Summer NAO patterns for the North Atlantic European region. (a) Daily values of the SNAO (hPa) for Jul and Aug 2012 based on the daily SNAO pattern. (b) Mean sea level pressure anomalies (hPa) for summer (Jul–Aug) 2012. (c) Annual values of the SNAO (hPa) averaged over Jul and Aug 1850–2012 and a centered 11-year running mean. All anomalies and indices are relative to 1981–2010 base period.

2) **SURFACE WINDS**


2012 was the second weakest land surface winds year since monitoring began in 1981 (Fig. 2.25a). In each continental region of the Northern Hemisphere, mean surface wind speed was low, especially over Asia (record low over central Asia, third lowest over East Asia). Over North America, the mean wind speed was third lowest and it was tenth lowest over Europe. In the Southern Hemisphere, 2012 mean wind speed over Australia was also record low. Continued declining observed trends during 2012 are similar to those reported for the two previous years (see Peterson et al. 2011; Vautard et al. 2012).

The NOAA ISD-LITE database (quality controlled as per Vautard et al. 2010) is the primary dataset utilized for this analysis. Station wind speeds from Had-
ISD (Dunn et al. 2012) are also shown for comparison. Both are augmented with higher quality independent Australian data (McVicar et al. 2008), replacing their own Australian stations. The quality control leads to an objective selection of at least 1400 stations globally with observations over 1981–2012. While many of the ISD-LITE and HadISD source stations are the same, processing methodologies differ.

Partitioning wind speeds into >3 m s⁻¹ and >10 m s⁻¹ also shows declining wind speeds. Globally, the ISD-LITE 2012 frequency of wind speeds >3 m s⁻¹ (52.0%) is 3% lower than the corresponding 1981 value and close to the record low (51.8%) of 2010 (Fig. 2.25b). For stronger wind speeds (>10 m s⁻¹), the 2012 frequency is 25% below the frequencies found in 1981. For central Asia, such strong winds occurred 2.3% of the time in 1981 but only 0.7% of the time in 2012 (Fig. 2.25c). Exactly how these changes relate to wind speeds aloft remains an interesting research question, with potential implications for renewable wind energy production (Bakker et al. 2012; Holt and Wang 2012).

The spatial patterns of linear wind speed trends (m s⁻¹ yr⁻¹) for 1981–2012 are shown for both the augmented ISD-LITE (Fig. 2.26a) and for the augmented HadISD (Fig. 2.26b; Table 2.4). Despite methodological differences, the general spatial patterns are similar. Uncertainty in the wind speed trends is quantified by differencing the trends in the two global datasets (Fig. 2.26c). At the 876 common sites the average difference (ISD-Lite minus HadISD) is -0.001 m s⁻¹ yr⁻¹ with a standard deviation of 0.001 m s⁻¹ yr⁻¹. The differences in the per-site 1981–2012 wind speed climatologies have an average and standard deviation of 0.019 m s⁻¹ and 0.110 m s⁻¹, respectively (Online Fig. S2.17; Table 2.4). These differences are generally smaller than the trends shown, suggesting that the observed trends are not influenced by different data processing protocols and quality control procedures, though there are some differences in the frequency of strong winds (Fig. 2.25b,c).

Using the ERA-Interim (Dee et al. 2011) output in addition to ISD-LITE, the 2012 land surface wind anomaly pattern resembled that of 2010 and 2011 (Plate 2.1m; Online Figs. S2.18, S2.19 for comparison using other products; see Peterson et al. 2011; Vautard et al. 2012), with strong negative anomalies over eastern North America, central Europe, central Asia, eastern China, and Japan, contrasting with positive anomalies found for South America, Republic of South Africa, and west Africa. Results for Australia are mixed. There is overall good agreement between ERA-Interim anomalies and those from the ISD-LITE

![Figure 2.26. Global distributions of the land wind speed trends (m s⁻¹ yr⁻¹) for 1981–2012 calculated using (a) the augmented NOAA ISD-LITE database and (b) augmented HadISD dataset. (c) Trend differences between the two, calculated as (a)-(b).](image)

<table>
<thead>
<tr>
<th>Region</th>
<th>Mean Wind Speed (m s⁻¹)</th>
<th>Trend (m s⁻¹ yr⁻¹)</th>
<th>Number of Stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Globe</td>
<td>3.5 [3.3]</td>
<td>-0.0070 [-0.0111]</td>
<td>1453 [1400]</td>
</tr>
<tr>
<td>Europe</td>
<td>3.9 [3.8]</td>
<td>-0.0066 [-0.0118]</td>
<td>511 [332]</td>
</tr>
<tr>
<td>Central Asia</td>
<td>2.6 [3.0]</td>
<td>-0.0074 [-0.0169]</td>
<td>57 [137]</td>
</tr>
<tr>
<td>East Asia</td>
<td>2.8 [2.7]</td>
<td>-0.0069 [-0.0093]</td>
<td>259 [303]</td>
</tr>
<tr>
<td>North America</td>
<td>3.8 [3.7]</td>
<td>-0.0106 [-0.0142]</td>
<td>379 [391]</td>
</tr>
<tr>
<td>Australia</td>
<td>2.1 [2.1]</td>
<td>-0.0072 [-0.0072]</td>
<td>41 [41]</td>
</tr>
</tbody>
</table>

Table 2.4. Global and regional average wind speeds and trends for 1981–2012 using the augmented NOAA ISD-LITE database. Values in brackets are from the augmented HadISD dataset.
observations. This is consistent with Vautard et al. (2010) who showed that the interannual variability of surface winds is fairly well reproduced in reanalyses, although trends are underestimated. The dissimilarity in trends has been noted in both the Northern (Pryor et al. 2009) and Southern Hemispheres (McVicar et al. 2008). Many global climate models also do not concur with observed land winds (Chen et al. 2012a; Johnson and Sharma 2010; McInnes et al. 2011). These differences suggest that use of these outputs to model trends of atmospheric evaporative demand over land remains questionable (McVicar et al. 2012a). In all cases (observations, models, and re-analyses), more research is needed to characterize and improve estimates of the land surface wind speeds.

Land surface winds have a major influence on many physical and biological processes, such as the water cycle and plant production, and influence land-surface exchanges with the lower atmosphere. Although long-term wind changes are challenging to characterize (as measurements may undergo changes in location, observation protocols, and/or techniques, and local surface roughness) many regional studies report declining surface wind speeds in the midlatitudes and the tropics of $\sim -0.01$ m s$^{-1}$ yr$^{-1}$ (see McVicar et al. 2012b for a global review). A major part of this trend in the Northern Hemisphere appears attributable to land cover changes (Vautard et al. 2010; Wever 2012) and increasing aerosol levels (Jacobson and Kaufman 2006), though for specific regions other factors are important (Bichet et al. 2012; Chen et al. 2012b).

(ii) Ocean surface wind speed—C. Mears

Globally-averaged winds over the oceans for 2012 were close to average and a little lower than in 2011. Estimates were obtained from satellite-borne microwave radiometers (Wentz 1997; Wentz et al. 2007; Fig. 2.27). The record exhibits a maximum in 1988–89, followed by a broad minimum in 1991–97. Winds were stronger than average from 1998 to 2000 and in 2006–07. In 2008–09, global wind speed fell slightly, followed by a partial recovery in 2010–11, and another fall in late 2012. Both the global time series and the Hovmuller diagram of wind speed anomalies (Fig. 2.28) are dominated by short-term variability making multidecadal-scale changes difficult to evaluate. Other long-term records exist from WASwinds (Tokinaga and Xie 2011), which uses wave and anemometer measurements from ships corrected for changing ship heights. This dataset covers 1987–2008. The WASwinds global average is in good agreement with the satellite data between 1993 and 2007 but, unlike the satellite data, it shows a conspicuous positive trend over the period (Fig. 2.27). Ocean surface wind speeds can also be obtained from reanalyses; these are also shown in Fig. 2.27. With the exception of NCEP-CFSR, the reanalyses show increasing trends.

During 2012, ocean surface winds showed large positive anomalies in the central tropical Pacific, the South Pacific south of about 40°S, and in the Gulf of Alaska. Positive anomalies around Cape Horn in southern Chile concur with those over land as shown by ERA-Interim and ISD-LITE station data. Most other areas showed negative anomalies (Plate 2.1m).
f. Earth radiation budget at top of the atmosphere—


Earth radiation budget (ERB) at the top-of-atmosphere (TOA) refers to the sum of the incoming total solar irradiance (TSI), the reflected solar (shortwave) radiation (RSW), and the outgoing longwave radiation (OLR). A balance between these incoming and outgoing components maintains the climate of the Earth-atmosphere system. Quantifying these radiation components is key to understanding the energy required to drive weather processes, climate forcing, and climate feedbacks. The NASA Clouds and the Earth’s Radiant Energy System (CERES) mission (Wielicki et al. 1998) provides the most recent measurements of these components following in the legacy of similar measurements such as the ERB instruments on board NOAA 9, NOAA 10, and the ERBS satellites starting in 1984. To date, there has been no global mean merger of these time series, although a new effort is underway to do so. However, the CERES instruments on board Terra and Aqua spacecraft have been measuring two of the ERB components (RSW and OLR) since March 2000 and July 2002, respectively, and this report focuses on anomalies relative to these more recent measurements.

An analysis of the CERES measurements for 2011–12 (Table 2.5) shows that the global-annual mean OLR decreased by ~0.20 W m\(^{-2}\) and the RSW decreased by ~0.25 W m\(^{-2}\). During the same period, measurements from the Solar Radiation and Climate Experiment (SORCE) indicated that TSI increased by ~0.05 W m\(^{-2}\). The sum of these components amounts to an enhancement of ~0.50 W m\(^{-2}\) in total net radiation into the Earth climate system for 2012 as compared with 2011. Relative to the multiyear data average from 2001 to 2011, the 2012 global-annual mean flux anomalies are -0.35, +0.10, -0.15, and +0.60 W m\(^{-2}\) for OLR, TSI, RSW, and total net radiation, respectively. These changes are at or within the corresponding 2-sigma interannual variability (last column of Table 2.5) for this period.

The OLR and RSW estimates are available from the CERES instruments and TSI estimates are from SORCE (Kopp and Lean 2011). To provide a CERES analysis through December 2012, two sources of ERB datasets have been merged: (1) the CERES EBAF (Energy Balanced And Filled) Ed2.6r 1Deg product (Loeb et al. 2009, 2012), using Edition 3 instrument calibration and spanning March 2000–June 2012, and (2) the CERES Fast Longwave and Shortwave Radiative Fluxes (FLASHFlux) product (Kratz et al. 2013, manuscript submitted to J. Appl. Meteor. Climatol.; Stackhouse et al. 2006), using calibration coefficients from Edition 2 and spanning July–December 2012. FLASHFlux flux components are normalized to the EBAF Ed2.6r 1 Deg data using TOA fluxes from both datasets for the 3-year overlap period from July 2009 through June 2012. A modest drift artifact of approximately +0.12% for both FLASHFlux OLR and RSW components was found relative to EBAF between July 2009 and June 2012. Thus, the normalization required removal of the bias, trend, and seasonal differences. EBAF data products use TSI from the SORCE mission in deriving RSW while the standard FLASHFlux data products assume a constant, modified for Earth-Sun distance. Thus, FLASHFlux TSI is adjusted to SORCE and the RSW is scaled accordingly. The resulting 2-sigma monthly uncertainty of the normalization procedure is ±0.14 W m\(^{-2}\), ±0.12 W m\(^{-2}\) and ±0.18 W m\(^{-2}\) for the OLR, RSW, and total net radiation, respectively, over the 3-year period. The normalization coefficients are applied to the FLASHFlux TSI, RSW, and OLR flux components to obtain an estimate of the TOA radiative flux time series, compatible with EBAF, through the end of 2012.

The monthly mean anomaly time series of TOA flux components March 2000–December 2012 are presented in Fig. 2.29. From 2011 through 2012, the OLR shows a general oscillating behavior with a minimum in February 2012 and peaks in June and October 2012. The observed OLR variability is generally consistent with the Atmo-
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<table>
<thead>
<tr>
<th>Table 2.5. Global-annual mean TOA radiative flux changes between 2011 and 2012, the 2012 global-annual mean radiative flux anomalies relative to their corresponding 2001–11 mean climatological values, and the 2-sigma interannual variabilities of 2001–11 global-annual mean fluxes (all units in W m(^{-2})) for the outgoing longwave radiation (OLR), total solar irradiance (TSI), reflected shortwave (RSW) and total net fluxes. All flux values have been rounded to the nearest 0.05 W m(^{-2}).</th>
</tr>
</thead>
<tbody>
<tr>
<td>One Year Change (2012 minus 2011) (W m(^{-2}))</td>
</tr>
<tr>
<td>OLR</td>
</tr>
<tr>
<td>TSI</td>
</tr>
<tr>
<td>RSW</td>
</tr>
<tr>
<td>Net</td>
</tr>
</tbody>
</table>
g. Atmospheric composition

1) Atmospheric chemical composition


Carbon dioxide (CO₂) is the dominant long-lived greenhouse gas (LLGHG) in the atmosphere. Anthropogenic CO₂ emissions from fossil fuel combustion and cement production are the main sources of anthropogenic CO₂. The rate of change of CO₂ in the atmosphere is a function of emissions and uptake, which are in turn influenced by anthropogenic emissions and modes of climate variability, such as ENSO. After a slight decline in global CO₂ emissions associated with the global financial crisis (Peters et al. 2012), global emissions from fossil fuel combustion and cement production reached a record 9.5 ± 0.5 Pg C (Pg = 10¹⁵ g carbon, roughly a billion tons carbon) in 2011 (Peters et al. 2013). A new record of 9.7 ± 0.5 Pg C is estimated for 2012 (Peters et al. 2013). Despite evidence to suggest that annual global net carbon uptake has increased over the last 50 years (Ballantyne et al. 2012), atmospheric concentrations continue to rise. In 2012 the mean global CO₂ mole fraction at Earth’s surface was 392.6 ppm (parts per million by mole in dry air; Fig. 2.30a). This represents an increase of 2.1 ppm over 2011 and is similar to the mean increase from 2000 to 2011 of 1.96 ± 0.36 ppm yr⁻¹.

After CO₂, methane (CH₄) is the most important long-lived greenhouse gas, contributing ~0.5 W m⁻² direct radiative forcing. Indirect effects from production of tropospheric ozone and stratospheric water vapor add another ~0.2 W m⁻² (Forster et al. 2007). Atmospheric methane is influenced by both natural and anthropogenic sources. Anthropogenic sources emit ~60% of total CH₄, and include agriculture (ruminants, rice), fossil fuel extraction and use, biomass burning, landfills, and waste. Natural sources include wetlands, oceans, and termites. Fossil CH₄ emissions (both natural geologic fossil emissions and anthropogenic fossil fuel emissions) represent about 30% of total CH₄ emissions (Lassey et al. 2007). Atmospheric CH₄ has increased by about a factor of 2.5 since the pre-industrial era (1750). The rate of increase slowed from more than 10 ppb yr⁻¹ in the 1980s to nearly zero in the early 2000s (Fig. 2.30b). The reasons for the decreased growth rate are consistent with an approach to steady state, where total global emissions and CH₄ lifetime have been approximately constant (Dlugokencky et al. 1998, 2003). Global observations over this period are only consistent with a reduction in CH₄ emissions [e.g., associated with oil production (Simpson et al. 2012)] if emissions from other sources...
have increased. Following a few years of near-zero growth, CH₄ began increasing again around 2007 at a rate of about 6 ppb yr⁻¹. The global average CH₄ mole fraction in 2012 was 1808.5 ppb, which represents a 5.4 ppb increase over 2011, in line with the average growth rate since 2007.

Nitrous oxide (N₂O) currently has the third strongest climate forcing of the LLGHGs after CO₂ and CH₄. Nitrous oxide is produced naturally in soils by both the oxidation of ammonium and the denitrification of nitrate. Significant emission of N₂O can occur following the application of nitrogen fertilizers (including manure) on agricultural crops (Davidson 2009). Atmospheric N₂O has increased from a pre-industrial mole fraction of ~270 ppb (Forster et al. 2007) to ~325 ppb today. The mean global atmospheric N₂O mole fraction for 2012 was 325.0 ppb, an increase of 0.8 ppb over 2011 (Fig. 2.30c). This year-on-year increase is similar to the average growth rate of 0.79 ± 0.01 ppb yr⁻¹ observed from 2000 to 2012.

Halogenated gases, such as chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and hydrofluorocarbons (HFCs), also contribute to radiative forcing. While the atmospheric mole fractions of some CFCs, such as CFC-12 and CFC-11 are decreasing, levels of their industrial replacements, such as HCFC-22 and HFC-134a are increasing (Figs. 2.30d, 2.31). Atmospheric levels of sulfur hexafluoride (SF₆), associated with electrical transmission equipment, also continue to increase. Mean global SF₆ was 7.60 ppt in 2012, increasing 0.29 ppt over 2011. Global annual mean mole fractions of a number of trace gases, along with 2011–12 changes are presented in Table 2.6.

Recent trends in the combined radiative effect of five major LLGHGs (CO₂, CH₄, N₂O, CFC-11, and CFC-12) and 15 minor gases are expressed by the NOAA Annual Greenhouse Gas Index (AGGI; Hofmann et al. 2006; http://www.esrl.noaa.gov/gmd/aggi/). The index represents the additional influence (over pre-industrial values) from LLGHGs in a given year relative to 1990, the Kyoto Protocol baseline year. Indirect effects (e.g., arising from ozone depletion or water vapor feedbacks) are not considered in this index. Based on preliminary, global mean data through 2012, the increases in the abundances of these gases over their pre-industrial values amounted to an additional direct radiative forcing (RF) to the
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**Fig. 2.30.** Mole fractions (in dry air) of (a) CO₂, (b) CH₄, (c) N₂O, and (d) CFC-12 and CFC-11 from air samples collected at the NOAA Mauna Loa Observatory, Mauna Loa, HI.

**Fig. 2.31.** Global mean mole fractions (ppt) of several halogenated long-lived greenhouse gases. These gases (except HFC-134a and SF₆) are also ozone-depleting gases (section 2gii).

**Fig. 2.32.** Direct radiative forcing (W m⁻²) due to LLGHG (left axis) and the AGGI (right axis).
In the atmosphere totaling 2.88 W m\(^{-2}\). This compares with 2.18 W m\(^{-2}\) in 1990 (Fig. 2.32), resulting in an index value of 1.32. Thus, the accumulation of LLGHGs in the atmosphere since 1990 has resulted in a 32% increase in RF. The change in the RF from LLGHGs considered in the index was 1.26% between 2011 and 2012, which is similar to the average change from 2000 to 2012 (1.24%). In fact, since 2000 only one year (2009) showed an increase of less than 1%.

### Table 2.6. Mole fractions, radiative efficiencies and lifetimes of chemicals considered in the AGGI (CO\(_2\) mixing ratios are in ppm, N\(_2\)O and CH\(_4\) in ppb, and all others in ppt).

<table>
<thead>
<tr>
<th>Industrial Designation or Common Name</th>
<th>Chemical Formula</th>
<th>AGGI</th>
<th>ODGI</th>
<th>Radiative Efficiency (W m(^{-2}) ppb(^{-1}))(^{a})</th>
<th>Mean Surface Mole Fraction, 2012 [change from prior year](^{b})</th>
<th>Lifetime (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon Dioxide</td>
<td>CO(_2)</td>
<td>Y</td>
<td>N</td>
<td>1.41 \times 10^{-5}</td>
<td>392.6 [+2.1]</td>
<td></td>
</tr>
<tr>
<td>Methane</td>
<td>CH(_4)</td>
<td>Y</td>
<td>N</td>
<td>3.7 \times 10^{-4}</td>
<td>1808.5 [+5.4]</td>
<td>9.1</td>
</tr>
<tr>
<td>Nitrous oxide</td>
<td>N(_2)O</td>
<td>Y</td>
<td>N</td>
<td>3.03 \times 10^{-3}</td>
<td>325.0 [+0.8]</td>
<td>131</td>
</tr>
<tr>
<td><strong>Chlorofluorocarbons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFC-11</td>
<td>CCl(_3)F</td>
<td>Y</td>
<td>Y</td>
<td>0.25</td>
<td>236.8 [-2.1]</td>
<td>45</td>
</tr>
<tr>
<td>CFC-12</td>
<td>CCl(_2)F(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.32</td>
<td>525.3 [-2.6]</td>
<td>100</td>
</tr>
<tr>
<td>CFC-113</td>
<td>CCl(_3)FCl(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.30</td>
<td>74.7 [-0.7]</td>
<td>85</td>
</tr>
<tr>
<td><strong>Hydrochlorofluorocarbons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCFC-22</td>
<td>CHCl(_2)F</td>
<td>Y</td>
<td>Y</td>
<td>0.20</td>
<td>212.7 [+8.7]</td>
<td>11.9</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>CH(_2)CCl(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.14</td>
<td>21.3 [+0.9]</td>
<td>9.2</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>CH(_2)CCl(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.20</td>
<td>20.9 [+0.8]</td>
<td>17.2</td>
</tr>
<tr>
<td><strong>Hydrofluorocarbons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HFC-134a</td>
<td>CH(_2)FCF(_3)</td>
<td>Y</td>
<td>N</td>
<td>0.16</td>
<td>62.6 [+5.4]</td>
<td>14.2</td>
</tr>
<tr>
<td>HFC-152a</td>
<td>CH(_3)CHF(_3)</td>
<td>Y</td>
<td>N</td>
<td>0.09</td>
<td>6.5 [+0.4]</td>
<td>1.5</td>
</tr>
<tr>
<td>HFC-143a</td>
<td>CH(_3)CF(_3)</td>
<td>Y</td>
<td>N</td>
<td>0.13</td>
<td>11.1 [+1.0]</td>
<td>47.1</td>
</tr>
<tr>
<td>HFC-125</td>
<td>CH(_2)CF(_3)</td>
<td>Y</td>
<td>N</td>
<td>0.23</td>
<td>9.7 [+1.4]</td>
<td>28.2</td>
</tr>
<tr>
<td>HFC-23</td>
<td>CHF(_3)</td>
<td>Y</td>
<td>N</td>
<td>0.19</td>
<td>25.0 [+0.9]</td>
<td>222</td>
</tr>
<tr>
<td><strong>Chlorocarbons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methyl Chloroform</td>
<td>CH(_3)CCl(_3)</td>
<td>Y</td>
<td>Y</td>
<td>0.06</td>
<td>6.3 [-1.3]</td>
<td>5.0</td>
</tr>
<tr>
<td>Carbon Tetrachloride</td>
<td>CC(_l)</td>
<td>Y</td>
<td>Y</td>
<td>0.13</td>
<td>85.8 [-1.1]</td>
<td>26</td>
</tr>
<tr>
<td>Methyl Chloride</td>
<td>CH(_3)Cl</td>
<td>N</td>
<td>Y</td>
<td>0.01</td>
<td>537 [-3]</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Bromocarbons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methyl Bromide</td>
<td>CH(_3)Br</td>
<td>N</td>
<td>Y</td>
<td>0.01</td>
<td>7.0 [-0.03]</td>
<td>0.8</td>
</tr>
<tr>
<td>Halon 1211</td>
<td>CBrCl(_2)F(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.30</td>
<td>4.0 [-0.1]</td>
<td>16.0</td>
</tr>
<tr>
<td>Halon 1301</td>
<td>CBr(_2)F(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.32</td>
<td>3.2 [+0.4]</td>
<td>65</td>
</tr>
<tr>
<td>Halon 2402</td>
<td>CBr(_2)F(_2)</td>
<td>Y</td>
<td>Y</td>
<td>0.33</td>
<td>0.45 [-0.01]</td>
<td>20</td>
</tr>
<tr>
<td><strong>Fully fluorinated species</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfur Hexafluoride</td>
<td>SF(_6)</td>
<td>Y</td>
<td>N</td>
<td>0.52</td>
<td>7.60 [+0.29]</td>
<td>3200</td>
</tr>
<tr>
<td>PFC-14</td>
<td>CF(_4)</td>
<td>N</td>
<td>N</td>
<td>0.10</td>
<td>79.7 [+0.7]</td>
<td>&gt; 50000</td>
</tr>
<tr>
<td>PFC-116</td>
<td>CF(_3)F(_2)</td>
<td>N</td>
<td>N</td>
<td>0.26</td>
<td>4.25 [+0.08]</td>
<td>&gt; 10000</td>
</tr>
</tbody>
</table>

\(^{a}\) Radiative efficiencies and lifetimes are taken from Daniel et al. (2011), Montzka et al. (2011), and Prather et al. (2012). For CO\(_2\), numerous removal processes complicate derivation of a lifetime.

\(^{b}\) Mole fractions are global surface means determined from the NOAA global cooperative air sampling network (Hofmann et al. 2006), except for PFC-14, PFC-116, and HFC-23, which were measured by the AGAGE group (Mühle et al. 2010; Miller et al. 2010). Changes indicated in brackets are the differences between the 2012 and 2011 global mean mole fractions.

\(^{c}\) Preliminary estimate for 2012.
In addition to their direct radiative forcing, long-lived gases containing chlorine and bromine also influence RF indirectly through destruction of stratospheric ozone. Production of many halocarbons has been substantially reduced in recent years through amendments and adjustments to the 1987 Montreal Protocol on Substances that Deplete the Ozone Layer. As a result, atmospheric mole fractions of many of the most potent ozone-depleting gases have been declining at Earth’s surface (Figs. 2.30d, 2.31).

While mole fractions of many ozone-depleting substances (ODS) are declining, those of some halogenated gases continue to increase globally (Fig. 2.31). The most rapid increases are observed for hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons (HFCs), which are common replacements for chlorofluorocarbons (CFCs), and halons. HCFCs contain chlorine and contribute to ozone depletion, while HFCs do not.

Progress towards stratospheric halogen declining back to the 1980 level, often used as a benchmark, can be assessed with the NOAA Ozone-Depleting Gas Index (ODGI; Table 2.6; Hofmann and Montzka 2009). This index is derived from surface measurements of ozone-depleting substances together with an estimate of their potential to destroy stratospheric ozone, for example bromine is 60–65 times more effective than chlorine (Montzka et al. 2011). Factors also include transit time from Earth’s surface to the stratosphere, mixing during transit, and photolytic reactivity (Schaufler et al. 2003; Newman et al. 2007). The weighted sum of chlorine and bromine, combined with these factors yields a quantity known as Equivalent Effective Stratospheric Chlorine (EESC), which is an estimate of reactive halogen mole fraction in the stratosphere (Fig. 2.33a). The ODGI is the change in EESC from its peak, relative to that needed to reach the 1980 value (Fig. 2.33b). An updated NOAA ODGI was released in January 2013. The update includes improved methods of accounting for transport and reactions with solar radiation to form reactive halogen in the stratosphere (see http://www.esrl.noaa.gov/gmd/odgi/).

The EESC is calculated for two stratospheric regions: Antarctica and midlatitudes. EESC was ~1670 ppt and ~3900 ppt at the beginning of 2012 for the midlatitudes and Antarctic, respectively. Current EESC values in the midlatitudes are smaller than those in the Antarctic because the liberation of reactive halogen from halocarbons is substantially less in the midlatitude stratosphere compared to the Antarctic. The ODGI for Antarctica was 87.2 at the beginning of 2012 (Fig. 2.33b). Thus, reactive halogen levels in the Antarctic stratosphere have progressed 13% of the way towards the 1980 benchmark. By contrast, the ODGI for midlatitudes was 65.4, indicating substantial progress towards the 1980 benchmark.


Atmospheric aerosols have received considerable attention in climate studies, especially due to large uncertainties in the relative impacts and amounts of reflecting and absorbing aerosols. Most aerosols have a general cooling impact because they reflect incoming solar radiation back to space. However, black carbon has a warming effect through absorption of radiation at visible wavelengths. Bond et al. (2013) recently reviewed the climate impacts of black carbon (BC), indicating that the climate-warming effect of BC is second only to that of carbon dioxide. In addition to anthropogenic aerosols, natural aerosols such as volcanic ash and desert dust are recognized...
to have a large impact on regional and global climate (Haywood et al. 2005).

Atmospheric composition products currently derived from reanalyses have limited utility for trend analysis because of their short time histories, unknown bias in the modeled emission and removal processes, and limited availability of constraining satellite observations. However, they represent a useful tool for assessing the current state of climate and the interannual variability of important atmospheric constituents. In fact, it is difficult to infer the variability of individual aerosol species from satellite data because satellites observe the integrated effect of the total aerosol amounts on radiation at the top of the atmosphere. Aerosol reanalysis data products combine information from models and observations to provide an assessment of aerosol fields and aerosol types.

ECMWF has recently completed a 10-year reanalysis of atmospheric composition from 2003 to 2012 which includes aerosols, reactive gases, and greenhouse gases, under the EU-funded project MACC-II (Peuch and Engelen 2012). The MACC-II aerosol analysis (Morcrette et al. 2011) is based on 4DVAR assimilation of aerosol optical depth (AOD) observations at 550 nm from the MODIS sensors, including a global adaptive bias correction. Comparisons of multiyear averages of AOD over the period 2003–10 from the MACC-II reanalysis and from the MISR sensors onboard the Terra satellite indicate good qualitative agreement (not shown). However, it is apparent that AODs in the MACC-II reanalysis may be overestimated in some regions, such as East Asia, while desert dust over the Sahara is underestimated owing to the lack of constraining data and model deficiencies. Estimates of biomass burning aerosols benefit from fire emissions computed from fire radiative power observations (Global Fire Assimilation System inventory, Kaiser et al. 2012; see section 2b4). Unbiased anomalies can be estimated when subtracting the annual mean for a given year from the multiyear average.

A map of the time-averaged total AOD anomaly for 2012 is shown in Plate 2.1n (long-term average shown as Online Fig. S2.20). The anomaly map for total AOD shows the extensive burning that occurred in Russia and Siberia during the boreal summer and the active dust season that induced increased transport over the Atlantic Ocean, particularly in the dust outflow area. It also shows an unusual bull’s-eye of positive values in central Africa. The feature was caused by the eruption of volcano Nyiragongo (DR Congo, 1.52°S, 29.25°E), with an additional plume from nearby volcano Nyamuragira (DR Congo, 1.41°S, 29.2°E). The Toulouse Volcanic Ash Advisory Centre reported that Nyiragongo had been emitting volcanic ash more vigorously starting on 3 July. In the current version of the MACC-II reanalysis, volcanic aerosols are not included. Hence, the observed AOD signal from volcanic ash is attributed to other species in the reanalysis. In the specific case of the Nyiragongo, the volcanic ash signal may have been attributed mainly to dust and carbonaceous aerosols, since these are the aerosol types which dominate the area. Volcanic ash will be introduced in the next version of the MACC-II reanalysis.

Figure 2.34a shows the dust anomaly for March–May. This season was extremely active for dust, with large positive anomalies over the northern tropical Atlantic, the Arabian Peninsula, and the northern Indian Ocean. There was also a positive dust anomaly over the central United States, possibly as a result of dry winter and spring conditions (see section 7b2). Figure 2.34b shows anomalies of carbonaceous aerosols in June–August. The signature of the strong fire season in Siberia is particularly striking. Also identifiable is the anomaly in biomass burning aerosols in the western United States, as a result of one of the worst summers on record for wildfires in those
areas. At the beginning of July, the area around Seattle, Washington, experienced hazy skies. However, the MACC-II analyses for biomass burning aerosols show that this smoke originated from the large wild fires in Asia (as opposed to fires in Colorado) and was transported over long distances at altitudes around 3 km (Online Figs. S2.21, S2.22). In particular, Online Fig. S2.22 shows a comparison between the MACC-II aerosol fields with data from the CALIOP lidar onboard the CALIPSO satellite (Winker et al. 2007). The correspondence between model cloud and aerosol fields and observations is extremely good.


The global distribution of total ozone (troposphere and stratosphere) in 2012 was similar to 2000–09, except in the Southern Hemisphere polar region and areas of the midlatitude Northern Hemisphere. About 90% of the ozone in the total column is of stratospheric origin. Total ozone values 25 DU–50 DU higher than average were observed above Antarctica, and values 10 DU–15 DU lower than average were observed above central Europe and the North Atlantic and Central Pacific Oceans (Plate 2.1q). The bands of positive ozone anomalies in the subtropics (25°–30°) and negative anomalies at the equator are a typical dynamical pattern caused by the easterly phase of the quasi-biennial oscillation (QBO). The positive anomalies in Antarctica are related to the small ozone hole observed in 2012 (see section 6g). While values in the Arctic polar region in March were close to the mean of the last decade, Antarctic values in austral spring from SBUV satellite measurements were the second largest since 1990 (see Fig. 2.35).

In Fig. 2.36, time series of total ozone since 1970 are shown for various zonal bands: global (60°S–60°N), middle latitudes in both hemispheres (30°–60°), and the tropics (25°S–25°N). The global average in 2012 is at the high end of ranges of values observed since the late 1990s. As in the tropics, a quasi-biennial variation is also evident in the extratropics. The midlatitude losses between 1980 and the early 1990s were followed by a period of stable but interannually varying values in the Southern Hemisphere and a rapid increase and subsequent leveling off in the Northern Hemisphere. The substantial minimum in the Northern Hemisphere in the early 1990s arose from additional ozone loss associated with the eruption of Mount Pinatubo and a series of unusually cold Arctic stratospheric winters (e.g., Dhomse et al. 2006; Steinbrecht et al. 2011).

Despite the considerable variability in extratropical ozone, there is evidence that ozone has slowly started recovering in accordance with the Montreal Protocol and amendments phasing out ozone depleting substances (see section 2g1ii; e.g., Mäder et al. 2010; Weber et al. 2011). The estimated ozone evolution according to changes in Equivalent Effective Stratospheric Chlorine (EESC; Newman et al. 2007) is shown in Fig. 2.36 for various zonal bands. These curves were obtained from multivariate linear regressions of the data from the period 1964–2011 (Fioletov et al. 2002, 2008) against factors important to ozone change: EESC, solar cycle, QBO, Arctic Oscillation (only in the Northern Hemisphere), stratospheric aerosols, and seasonal variations (Steinbrecht et al. 2011). Only the EESC influence is shown in Fig. 2.36. In the extratropics, the anthropogenic recovery has been a modest 2 DU–3 DU during the last decade. The EESC-related changes in the tropics during the same period are statistically insignificant. In contrast, the variability in the middle latitudes can amount to up to ±15 DU from year to year.
Water vapor mixing ratios in the stratosphere took a downward turn during 2012 after nearly six years of net increase. Based on global water vapor retrievals centered on 82 hPa from the Aura Microwave Limb Sounder (MLS) data, anomalies at the start of 2012 were strongly negative (dry) in most of the tropics and subtropics, weakly positive at southern midlatitudes and moderately positive in the northern extratropics (Fig. 2.37a). Weak, dry anomalies at high southern latitudes in January 2012 likely emanated from the seasonal outflow of dehydrated air from the Antarctic vortex (see section 6b). The tropical and subtropical dry anomalies in January 2012 were a complete reversal of January 2011 when this zone was extraordinarily wet. QBO-related tropical lower stratospheric cold temperatures in early 2012 may be responsible for the dry tropical anomalies in January (see below), which by July had propagated into the middle latitudes of both hemispheres and eventually reached northern polar latitudes (Fig. 2.37b). The largest negative anomalies during July were in patches in the northern subtropics and midlatitudes.

A conspicuous exception to the dry tropical and subtropical anomalies in January 2012 was the abnormally wet lower stratosphere over the central and eastern Pacific (Fig. 2.37a). Though these wet anomalies were not as strong as in January 2011, when the entire tropical lower stratosphere was unusually wet (Hurst and Rosenlof 2012), large differences in anomalies between the western and central/eastern Pacific are unusual.

**Fig. 2.36.** Annual mean total ozone (DU) from measurements combining ground-based Brewer, Dobson, and filter spectrometer data (red; Fioletov et al. 2002, 2008), BUV/SBUV MOD V8.6 (blue; Stolarski and Frith 2006), and GOME/SCIAMACHY/GOME-2 “GSG” (green; Weber et al. 2007), in the (a) 60°N–60°S (global), (b) 30°N–60°N (NH), (c) 25°N–25°S (tropics), and (d) 30°S–60°S (SH) zonal bands. Annual mean in 2012 from the ground-based data does not include December data and is considered preliminary as all 2012 station data were not available as of this publication date. The smooth magenta curves show long-term ozone response to changes in stratospheric halogens.

**Fig. 2.37.** Global stratospheric water vapor anomalies (ppmv) centered on 82 hPa in Jan (upper) and Jul (lower) 2012 from the Aura Microwave Limb Sounder. Anomalies are differences from monthly mean water vapor mixing ratios for 2004–12. By Jul 2012, the tropical and subtropical dry anomalies observed in Jan had propagated to higher latitudes.
Tropospheric ozone ($O_3$) is a short-lived trace gas that either originates naturally in the stratosphere (Stohl et al. 2003) or is produced in situ by photochemical reactions involving sunlight and ozone precursor gases such as nitrogen oxides ($NO_x$), non-methane volatile organic compounds, methane, and carbon monoxide (The Royal Society 2008; Monks et al. 2009). Ozone precursors can originate from natural sources including wildfires, biogenic hydrocarbon emissions, lightning $NO_x$, and biogenic $NO_x$ emissions from soils, and from anthropogenic sources such as fossil fuel and biofuel combustion, or crop burning. The global distribution of tropospheric ozone is highly variable by season, location, and altitude. In addition to impacting human health and vegetation (National Research Council 1991; The Royal Society 2008), tropospheric ozone is also a greenhouse gas that produces a globally-averaged radiative forcing most recently estimated to be 0.40 W m$^{-2}$ (Stevenson et al. 2013).

Little information on pre-industrial ozone concentrations exists and only limited point measurements are available from the late 19th century (Bojkov 1986; Volz and Kley 1988; Marenco et al. 1994; Pavelin et al. 1999). Therefore, atmospheric chemistry/climate models are the only method for estimating the pre-industrial tropospheric ozone burden. Multimodel analyses have calculated a tropospheric ozone burden of 244 ± 39 Tg (mean and standard deviation; Tg = $10^{12}$ g) in 1850, increasing by 36% to a present day value of 332 ± 22 Tg, largely due to growth in anthropogenic ozone precursor emissions (Young et al. 2013). The ozone burden not only changes with precursor emission rates but can also vary interannually due to circulation changes caused by ENSO. Tropospheric column ozone (TCO; the total mass of ozone present throughout the tropospheric column) decreases in the central and east Pacific and increases in the west Pacific/Indonesia in response to circulation and convective changes during El Niño conditions, and overall the global tropospheric ozone burden is slightly greater (~4%) during La Niña years (Doherty et al. 2006).

Today, near-surface ozone is measured routinely at thousands of sites around the world. Routine vertical profiling is limited to a few dozen ozonesonde (balloon) and lidar sites and a few airports that are frequented by commercial aircraft equipped with air pollution monitoring equipment (Europe's IAGOS program; Dentener et al. 2011). Broad regions of the globe such as the oceans, polar regions, and sparsely populated areas have few or no in situ ozone measurements. However, satellite measurements can provide a global survey of TCO. A current satellite-based TCO climatology shows that ozone peaks in the Northern Hemisphere during boreal summer at 35°N–40°N with the strongest enhancements stretching from the eastern United States to southern Europe, and from East Asia into the western North Pacific (Ziemke et al. 2011). The Southern Hemisphere peak occurs in austral spring at 25°S–30°S within a band stretching from Brazil eastward to Australia. On an annual basis Northern Hemisphere TCO exceeds the Southern Hemisphere by 4%, 12%, and 18% at low (0°–25°), mid- (25°–50°), and high (50°–60°) latitudes, respectively.

Because the satellite record of tropospheric ozone profiles is short (Bowman et al. 2006), long-term ozone trends at the surface and at specific levels in the free troposphere must be determined from in situ measurements that are available at a limited number of sites. The longest continuous time series stretch back to the 1970s, and in two cases, the 1950s. Nineteen such surface sites or regions exist around the globe, all...
exhibiting positive trends through 2000 or 2010, with 14 sites having statistically significant positive trends over a 25+ year period (Lelieveld et al. 2004; Oltmans et al. 2013; Parrish et al. 2012). Free tropospheric monitoring since the 1970s is even more limited. The available data from ozonesondes or aircraft show significant positive trends above some sites (Schnadt et al. 2009; Oltmans et al. 2013), with no site recording a significant negative trend.

Over the past few decades, ozone precursor emission rates have decreased in Europe and North America and increased in Asia (Granier et al. 2011), impacting ozone production on regional and hemispheric scales (Jacob et al. 1999; Dentener et al. 2011; Stevenson et al. 2013; Young et al. 2013). Over the period 1990–2010 surface ozone trends vary regionally (Fig. SB2.1). In Europe ozone generally increased through much of the 1990s but has leveled off or decreased since 2000 at rural and mountaintop sites and at the maritime Mace Head site in Ireland (Tarasova et al. 2009; Logan et al. 2012; Parrish et al. 2012; Oltmans et al. 2013). In North America surface ozone has increased in eastern and Arctic Canada, but is unchanged in central and western Canada (Oltmans et al. 2013). Surface ozone has increased in baseline air masses coming ashore along the US west coast (Parrish et al. 2012) and at half of the rural sites in the western United States during spring (Cooper et al. 2012). In the eastern United States, surface ozone has decreased strongly in summer, is largely unchanged in spring, and has increased in winter (Lefohn et al. 2010; Cooper et al. 2012). East Asian surface ozone is generally increasing (Ding et al. 2008; Wang et al. 2009; Li et al. 2010; Lin et al. 2010; Parrish et al. 2012; Oltmans et al. 2013). Downwind from Asia, ozone is increasing at Mauna Loa, Hawaii, but decreasing at Minamitorishima, Japan (Oltmans et al. 2013). In the Southern Hemisphere ozone has increased at all eight available sites, although trends are not significant at four sites (Helmig et al. 2007; Oltmans et al. 2013).

In the free troposphere post-1990, ozone has decreased above Europe since 1998 (Logan et al. 2012) and is largely unchanged above Japan (Oltmans et al. 2013). Otherwise, the rest of the regions with measurements (North America, North Pacific Ocean, Southern Hemisphere) show a mix of positive trends (both significant and insignificant) depending on altitude, with no site having a negative trend at any altitude. Significant positive annual trends are most consistent above Canada (Oltmans et al. 2013) and western North America during spring (Cooper et al. 2012).

An assessment of the global tropospheric ozone burden for 2012 is derived from instruments onboard NASA’s polar orbiting Aura satellite that has monitored stratospheric ozone and tropospheric trace gases since 2004. The Ozone Monitoring Instrument (OMI) science team combines OMI total ozone measurements (troposphere and stratosphere) with Microwave Limb Sounder (MLS) stratospheric column ozone measurements to produce global maps of OMI/MLS TCO (Ziemke et al. 2006). The tropospheric ozone burden from 60°N to 60°S derived from OMI/MLS averaged 270 Tg from October 2004 through October 2012, with yearly (November–October) average values in the range 266 Tg–278 Tg. The burden calculated from November 2011 to October 2012 was 276 Tg, slightly above average. These burden values are approximately 20% lower than the model-derived global tropospheric ozone burden (Young et al. 2013). However the model values are for the entire globe and use a different definition of the tropopause. A direct comparison of the model output to the OMI/MLS product indicates that the average 60°N–60°S tropospheric ozone burdens are similar but with competing model biases in both hemispheres (Young et al. 2013).

Figure SB2.2 compares 2012 summertime TCO across the Northern Hemisphere to the 2005–12 mean, showing that ozone was enhanced above East Asia and the north Africa/Mediterranean/Middle East region in 2012. A full understanding of the tropospheric ozone anomalies in 2012 requires detailed photochemical modeling using a global scale chemical transport model, an endeavor that has not yet been undertaken.
Water vapor variations in the tropical lower stratosphere are dominated by the annual cycle of tropical tropopause temperatures (Fig. 2.38a) and only after this cycle is filtered out are QBO-induced interannual variations readily apparent (Fig. 2.38b). After a weak QBO-induced dry phase in tropical water vapor in 2010 and an extreme wet phase in early 2011, there is evidence of a QBO-driven dry anomaly beginning in early 2012. This dry anomaly was brief; by May it had vanished and remained absent until its robust reappearance in October (Fig. 2.38b). Note that the lack of QBO-driven dry anomalies in the tropical lower stratosphere during mid-2012 is not at odds with Fig. 2.37b because the strong dry anomalies had moved out of the tropical belt by July.

The data records generated by balloon-borne frost point hygrometers at four long-term monitoring stations are in good general agreement with zonal averages of MLS retrievals at 82 hPa (Fig. 2.39). Monthly soundings are conducted at Boulder, Colorado; Hilo, Hawaii; and Lauder, New Zealand, using the NOAA frost point hygrometer (FPH; Hurst et al. 2011) and at San Jose, Costa Rica, using the cryogenic frost point hygrometer (CFH; Vömel et al. 2007).

Anomalies at each of these four stations show a net increase from 2004 to 2011, but then a significant decline during 2011–12. At the two tropical stations (Hilo and San Jose), the decline began earlier and was more severe than at the two midlatitude stations. In the tropics, the anomalies reached their maxima in early 2011 and by the end of 2012 had fallen by ~1 ppmv. Decreases at Boulder and Lauder began near the end of 2011 and were only 0.4 ppmv–0.5 ppmv. These differences in timing and severity indicate that the decline in water vapor originated from the tropical lower stratosphere and propagated to the midlatitudes, precisely as depicted in Fig. 2.37.

The key feature of note during 2012 was a change in trend, with stratospheric water vapor decreasing over most of the globe after increasing since ~2006. Strong dry anomalies in the tropics and subtropics apparent during January had spread to the midlatitudes and even northern polar latitudes by July. The occur-
rence of these tropical dry anomalies is coincident with the onset of the QBO dry phase in early 2012 but it remains to be seen whether or not this downturn will persist through the expected QBO wet phase in 2013. Confidence in these trends is bolstered by the good general agreement between the observations of MLS and balloon-borne frost point hygrometers launched monthly at four different stations.

h. Land surface properties

1) Forest biomass and biomass change—S. Quegan, P. Cais, and E. Mitchard

Recent activity has centered on reconciling the two pan-tropical above-ground biomass maps produced by Saatchi et al. (2011) and Baccini et al. (2012). These maps provide similar estimates of stocks of carbon, which is around 50% of biomass, in forests at national or continental scales, but have large differences at pixel and regional scales (Fig. 2.40). Zarinn (2012) noted apparent substantial differences between estimates of carbon emissions due to land use change associated with these two maps, despite the similarity between the underlying forest carbon stock data. Harris et al. (2012) derived emissions of 0.81 Pg C yr$^{-1}$ for the period 2000–05 using biomass values from the Saatchi et al. map, compared with 2.22 Pg C yr$^{-1}$ for 2000–10 in the Baccini et al. study. These differences have been traced to definitional and methodological issues. In particular, Baccini et al. (2012) included emissions from soils and forest degradation, while Harris et al. (2012) only estimated the gross deforestation flux (http://blogs.nature.com/news/2012/12/scientists-publish-consensus-statement-on-deforestation-emissions.html), and ignored additional emissions from forest degradation and shifting agriculture.

A key contribution to the two pan-tropical biomass maps is forest height estimates derived from the Geoscience Laser Altimeter System onboard the Ice, Cloud and land Elevation Satellite (ICESat; Lefsky 2010). The connection between biomass and height in the pan-tropics was evaluated by Feldpausch et al. (2012), who showed that including height in the estimation procedure for estimating biomass reduces the mean error from 41.8 Mg ha$^{-1}$ to 8.0 Mg ha$^{-1}$, and leads to a reduction of 13% in overall mean above-ground live biomass. Future biomass estimates should therefore benefit from two new global forest height datasets derived from ICESat (Los et al. 2012; Simard et al. 2011, available at http://lidarradar.jpl.nasa.gov).

Important new biomass datasets have also been generated for other regions. Using long time series of C-band radar data from the European Space Agency Envisat satellite, Santoro et al. (2011) have produced a biomass product covering latitudes above 30°N, representative of the year 2010, with a 1-km spatial resolution (available at http://www.biomasar.org). Two biomass maps of the conterminous United States have been produced under the auspices of the North American Carbon Program. The first, from Kellndorfer et al. (2012), is for the year 2000 and is based on a combination of topographic data from the Shuttle Radar Topography Mission (SRTM), the National Land Cover Database, and the National Forest Inventory. The second map, utilizing a combination of ALOS PALSAR, Landsat, ICESat forest height, and SRTM data, is for year 2005 (Saatchi et al. 2013, manuscript submitted to J. Geophys. Res.).

A marked feature of many of the recent biomass maps is the combination of multiple space-borne datasets and types (radar, lidar, and optical) with extensive field data, as exemplified by the biomass maps for the United States but also elsewhere (e.g., Mitchard et al. 2012; Cartus et al. 2012). In most cases, the approach to mapping is not based on inversion of a physical relationship between the satellite observations and biomass, but on regression and extrapolation of field- or airborne lidar-
derived biomass over forested landscapes identified by satellite observations. As a result, as long as systematic measurements from a dedicated satellite with strong sensitivity to forest structure and biomass are not available, existing biomass mapping efforts suffer from large uncertainties.

2) **Land surface albedo dynamics**—B. Pinty

Land surface albedo represents the fraction of solar radiation scattered backward by land surfaces. In the presence of vegetation, surface albedo results from complex nonlinear radiation transfer processes determining the amount of radiation that is scattered by the vegetation and its background, transmitted through the vegetation layer, or absorbed by the vegetation layer and its background (Pinty 2012).

The geographical distributions of visible and near-infrared surface albedo for 2012 are shown in Plates 2.1p and 2.1q as normalized anomalies relative to a 2003–12 base period for which two MODIS sensors are available. Anomalies in mid- and high latitude regions of the Northern Hemisphere result mainly from interannual variations in snow cover extent and duration in winter and spring. The large negative anomalies over the United States reflect the lack of snowfall and snowpack over the Rockies, the Midwest, and much of the eastern half of the country. This contrasts with the strong positive anomalies in southeastern Europe around the Black Sea. The amplitude of these changes can reach ±30% in relative units, and are larger in the visible than in the near-infrared. Snow-free regions experienced dramatic variations with noticeable negative anomalies in both spectral domains in Australia and the western part of southern Africa. These were associated with more favorable vegetation growing conditions by comparison to previous years (section 2h3). Mexico and northeastern Brazil had strong positive anomalies in the visible domain. More subtle variations in albedo affected South America, China, and Russia as well as central Africa. These variations are attributed to vegetation dynamics under stress from ambient conditions although interannual variations in tropical cloud cover may also influence the surface albedo record.

Analysis of the zonally-averaged albedo anomalies in the visible (Fig. 2.41a) and near-infrared (Fig. 2.41b) spectral domain shows considerable interannual variations related to snow cover in winter and spring at mid- and high latitudes but also to summer vegetation. Persistent negative anomalies are noticeable since 2010 between 20°S and 40°S.

Fig. 2.41. Zonal means of the MODIS White Sky broadband surface albedo normalized anomalies in the (a) visible and (b) near-infrared domain relative to a 2003–12 base period. Gray areas indicate regions where data are unavailable.

The globally averaged normalized anomalies (Fig. 2.42) range within ±7% (3%) in the visible (near-infrared) domain. Antarctica is excluded. As in 2011, negative anomalies predominate in 2012 although positive anomalies are discernible in boreal spring and winter, especially at the end of 2012 when

Fig. 2.42. Globally averaged MODIS White Sky broadband surface albedo normalized anomalies in the (a) visible and (b) near-infrared domain relative to a 2003–12 base period.
Northern Hemisphere snow cover was anomalously large (section 2c2). Figure 2.42 also suggests a slight systematic decline in global land albedo since 2003 in both spectral channels.

3) Fraction of Absorbed Photosynthetically Active Radiation (FAPAR) dynamics—N. Gobron

Analysis of a 15-year record of global Earth observation shows that significant spatio-temporal variations in vegetation dynamics occurred on regional and continental scales during 2012. The state of vegetation is examined using estimates of the Fraction of Absorbed Photosynthetically Active Radiation (FAPAR) from 1998 to 2012 (Gobron et al. 2010; Pinty et al. 2011). The global anomalies derived from the analysis of this time series highlight geographical regions subject to changes in 2012 with respect to previous years (Plate 2.1r).

The largest positive (favorable for vegetation) annual anomalies are observed over eastern China and Queensland, Australia. Weak positive anomalies occurred over central Europe, Canada, the eastern United States, Bolivia, southwestern Brazil, and Namibia. The strongest negative anomalies occurred over northeastern Brazil, central Africa, the central United States, and northern Mexico, with weaker negative anomalies over western Australia, India, and western China.

Northeastern Brazil suffered from a severe drought throughout 2012, reducing vegetation growth to one of its lowest levels over the analysis period. Central Africa had a strong negative anomaly, in particular during the first half of the year, possibly owing to precipitation deficit (see http://earlywarning.usgs.gov/fews/africa/index.php). The central United States experienced summer drought following record high temperatures in spring, causing strong annual negative anomalies of vegetation. Vegetation activity also suffered from moisture stress over India and western China due to a deficit in monsoon rainfall and a severe drought, respectively.

Following the slow recovery of vegetation in Australia over the last two years, the western part of the country was affected by another new record of low precipitation during April–October, whereas Queensland in the northeast had a strong positive anomaly of vegetation relative to the base period. Eastern China had strong vegetation growth encouraged by normal precipitation and temperature.

Zonally averaged monthly mean anomalies (Fig. 2.43) show differences between the hemispheres, with persistent negative anomalies over the Southern Hemisphere between 15°S and 40°S during all seasons from approximately 2002 to 2009. Similar but weaker negative anomalies appear since 2006 between 0° and 20°S. By contrast, there were positive anomalies between 20°S and 45°S in 2010–11, with a more neutral situation in 2012. This figure also shows stronger negative anomalies north of 20°S and south of 40°S for 2012.

When globally averaged (with a six-month running average), the smoothed mean anomalies (Fig. 2.44) confirm that 2012 vegetation growth was near normal, as in 2011. Relatively large fluctuations are discernible over the Southern Hemisphere (red line) with maximum negative anomaly values in 2008 and positive anomaly values by mid-2011.

4) Global biomass burning—J. W. Kaiser and G. R. van der Werf

The burning of vegetation impacts climate both on a global scale through the release of long-lived greenhouse gases and regionally due to emissions of aerosols, and by changing land surface characteris-
tics. Although fires occur in most biomes, they exhibit large spatial variability and information on global scale fire activity is derived mostly from satellites.

The Global Fire Assimilation System (GFAS; Kaiser et al. 2012) uses MODIS satellite observations from fires that burn during the satellite overpass. Converting the radiative energy released by these fires to biomass consumed produces emissions estimates in near-real time, yielding daily emissions estimates since 2003. These estimates have been calibrated with an alternative method where satellite detections of burned area (Giglio et al. 2010) are combined with biogeochemical modeling to estimate fuel loads (van der Werf et al. 2010).

Broadly speaking, most fires burn in the subtropics where fire is used as a tool to manage savannas and convert forests to land for cultivation. Humans ignite most of the fires here but this does not necessarily mean that humans increase fire activity; the increase in ignitions may be offset by a decrease in land available for burning (van der Werf et al. 2013). Fires occur less frequently in temperate and boreal regions, where the ignition source can be from humans or lightning. In general, these fires burn more frequently and consume larger areas when climate is favorable.

On average, fires consumed about 2 Pg of carbon (C) per year over the period 2003–11 with a range of 1.7 Pg C–2.3 Pg C yr\(^{-1}\). This is about 7% of the carbon that is sequestered by photosynthesis each year, or about 20% of total global fossil fuel emissions. Fires, however, are a net source of carbon dioxide only when the combusted carbon is not subsequently sequestered. This is the case when fire is used in the deforestation process or when areas see an increase in fire activity.

In most years, almost 90% of total carbon emissions originate in the tropics and subtropics; however, the large biomass burning regions in Africa and South America experienced a negative biomass burning anomaly in 2012 (see Table 2.7; Plate 2.1s; Fig. 2.45). In South America (-26%), this is the continuation of a declining trend related to reduced rates of deforestation since 2004 (INPE 2012).

In 2012 Australia experienced its strongest fire season (+110%) in the GFAS record, following the pre-

![Fig. 2.45. Global map of biomass burning in terms of carbon emission (gC m\(^{-2}\) yr\(^{-1}\)) during (a) 2003–11 and (b) 2012. Gray areas indicate regions where data are unavailable.](image)

![Fig. 2.46. Daily fire activity in terms of carbon consumption (Tg C day\(^{-1}\)) for Australia (top), Siberia (middle), and the western United States (bottom), 2003–12.](image)
vious strong fire season in 2011. The anomaly in 2012 was mostly in the arid western interior, i.e., farther southwest than in 2011. Particularly striking was a strong peak on 23 October, when daily carbon emissions reached levels not seen in any other year, and a delay of the fire season relative to 2011 (Fig. 2.46).

Strong positive anomalies affected several temperate and boreal regions. The western United States experienced its fiercest fire season (+101%) in the GFAS record. However, low fire activity in Canada and Alaska led to a negligible overall fire activity anomaly for North America (+3%).

The fire season was also strong in Northern Asia (+81%), including Siberia (+122%). Most of the fire activity started in early June and persisted until early August, i.e., relatively late in the season (Fig. 2.46). Large smoke plumes from these fires traveled across the Pacific to the North American west coast (section 2g2; ECMWF 2012).

The strong negative and positive anomalies of biomass burning are also observed as corresponding anomalies of aerosol optical depth (section 2g2). The large positive anomalies in Siberia and Australia more than compensated the negative ones in Africa and South America, such that the total global fire activity in 2012 was about 2.2 Pg C yr\(^{-1}\) or 6% above average.

<table>
<thead>
<tr>
<th>Table 2.7. Annual continental-scale biomass burning budgets in terms of carbon emission (Tg C yr(^{-1})) reported in GFASv1.0.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time Period</strong></td>
</tr>
<tr>
<td><strong>Quantity</strong></td>
</tr>
<tr>
<td>Global</td>
</tr>
<tr>
<td>N America</td>
</tr>
<tr>
<td>C America</td>
</tr>
<tr>
<td>SH America</td>
</tr>
<tr>
<td>Europe and Mediterranean</td>
</tr>
<tr>
<td>NH Africa</td>
</tr>
<tr>
<td>SH Africa</td>
</tr>
<tr>
<td>N Asia</td>
</tr>
<tr>
<td>SE Asia</td>
</tr>
<tr>
<td>Tropical Asia</td>
</tr>
<tr>
<td>Australia</td>
</tr>
<tr>
<td>Western US</td>
</tr>
<tr>
<td>Siberia</td>
</tr>
</tbody>
</table>
More details on changes in the patterns of variability from 2011 to 2012 are presented in this chapter. Some sections of the chapter describe the state of the oceans during 2012 whereas others describe 2011 due to lags in availability of quality-controlled data streams. The chapter also includes two sidebars this year. Sidebar 3.1 highlights the accomplishments of the Argo Program, which has been providing systematic observations of the subsurface global ocean since 1999, and recorded its millionth Argo temperature/profile in 2012. Sidebar 3.2 brings attention to deep ocean changes through the slow-down of the lower, southern limb of the meridional overturning circulation.

b. Sea surface temperatures—Y. Xue, Z. Hu, A. Kumar, V. Banzon, T. M. Smith, and N. A. Rayner

Sea surface temperatures (SSTs) play a key role in regulating climate and its variability by modulating air-sea fluxes. Slow variations in SST, such as those associated with the El Niño-Southern Oscillation (ENSO), the Atlantic multidecadal oscillation (AMO), the Pacific decadal oscillation (PDO), and the Indian Ocean dipole (IOD) are potential sources of predictability for climate fluctuations on timescales of a season and longer (Deser et al. 2010).

Three SST datasets were analyzed to quantify uncertainties in SST variations. The weekly Optimal Interpolation SST version 2 (OISST; Reynolds et al. 2002) is a satellite-based analysis that uses in situ data for bias adjustments of the Advanced Very High Resolution Radiometer (AVHRR) data, and has been available since November 1981. The Extended Reconstructed SST version 3b (ERSST; Smith et al. 2008) and the Met Office Hadley Centre’s sea ice and SST dataset (HadISST1; Rayner et al. 2003) are historical analyses beginning in the 19th century, and both use statistics developed over the more recent period to extend the SST analysis back in time when in situ observations were sparse. The ERSST includes in situ data only, while the HadISST1 includes both in situ measurements and AVHRR retrievals from 1982 onwards. All three datasets represent a “bulk” SST at the depth of the ship and buoy instruments, which can range from less than a meter to several meters from the surface. Here, SST anomalies (STAs) are defined as departures from the 1981–2010 climatology (http://www.cpc.ncep.noaa.gov/products/people/yxue/sstclim).

The 2012 mean STA was dominated by strong anomalies in the northern oceans (Fig. 3.1a). For example, the STA in the North Pacific resembled
the negative phase of the PDO pattern (Mantua et al. 1997), with the mean of normalized monthly PDO index at -1.4 in 2012 (Fig. 3.2c). In the North Atlantic, positive SSTA greater than +1.5°C was largely to the north of the Gulf Stream (GS) and its extension. In contrast, the 2012 mean SSTA in the tropical Pacific was weak, negative SSTA in the central Pacific and positive in the southeast Pacific. There was a weak positive SSTA in the tropical North Atlantic, as well as a subtropical dipole in the South Atlantic (Venegas et al. 1997). In the Indian Ocean, there was a weak positive IOD pattern (Saji et al. 1999) and positive SSTA in the southeast subtropical Indian Ocean.

The 2012 minus 2011 SSTA differences (Fig. 3.1b) show that the SST in the tropical Pacific increased substantially in the central-eastern tropical Pacific due to the transition from La Niña to ENSO-neutral (see section 4b for details). There was a moderate cooling in the Bering Sea and north of the Bering Strait, and a substantial warming in the mid- and high latitudes of the North Atlantic. In the southern oceans, SSTA differences were dominated by wave-like patterns, particularly in the South Pacific and South Atlantic.

The temporal evolution of seasonal mean SSTA in 2012 is shown in Fig. 3.3. The winter 2011/12 (December–February) was dominated by La Niña conditions in the tropical Pacific and a negative PDO pattern in the North Pacific. With the weakening of La Niña, negative SSTA weakened and retreated to north of the equator in spring 2012, while the positive SSTA in the southeast Pacific strengthened to exceed +2 standard deviation (STD; Fig. 3.3b). El Niño-like conditions, positive SSTA exceeding +0.5°C in the central-eastern Pacific, emerged during summer 2012 (Fig. 3.3c). However, these conditions were short-lived and by fall 2012 SST returned to near-normal except in a small area near 160°E (Fig. 3.3d).

The warming along the GS strengthened and expanded into the subpolar North Atlantic during summer and fall 2012 with values exceeding +2 STD. Positive SSTA exceeding +2 STD covered most of the Arctic Ocean, consistent with the historically low value of Arctic sea ice extent during the period (see section 5j). The positive SSTA in the subtropical North Atlantic also increased during summer and fall, which is favorable for North Atlantic hurricane activity. The subtropical SST dipole in the South Atlantic persisted throughout the year. The Indian Ocean experienced a weak positive IOD pattern (Saji et al. 1999) and positive SSTA in the southeast subtropical Indian Ocean.

The warming along the GS strengthened and expanded into the subpolar North Atlantic during summer and fall 2012 with values exceeding +2 STD. Positive SSTA exceeding +2 STD covered most of the Arctic Ocean, consistent with the historically low value of Arctic sea ice extent during the period (see section 5j). The positive SSTA in the subtropical North Atlantic also increased during summer and fall, which is favorable for North Atlantic hurricane activity. The subtropical SST dipole in the South Atlantic persisted throughout the year. The Indian Ocean experienced a weak positive IOD pattern (Saji et al. 1999) and positive SSTA in the southeast subtropical Indian Ocean.
Ocean SSTA was characterized by a weak positive IOD during August–October (see section 4h for details), and above-normal SST in the southeast Indian Ocean that persisted throughout the year.

In the North Atlantic, a persistent negative phase of the North Atlantic Oscillation (NAO) often leads to warmer-than-normal SSTs in high-latitude and tropical North Atlantic, and cooler-than-normal SSTs in midlatitudes through modification of evaporative heat loss from the ocean (Deser and Blackmon 1993; Xue et al. 2011; Hu et al. 2011). To understand the recent warming in the high-latitude North Atlantic, the average SSTA in the region where the warming is strongest is shown along with the NAO index in Fig. 3.2b (http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml). The time series for the last four years show that SST in the high-latitude North Atlantic, the average SSTA in the region where the warming is strongest is shown along with the NAO index in Fig. 3.2b. The time series for the last four years show that SST in the high-latitude North Atlantic was generally above normal when the NAO was in a negative phase (Fig. 3.2a). The time series for 1982–2012 show that the SSTA was generally out of phase with the NAO and had a warming trend with a historically high value in summer 2012 (Fig. 3.2b). The correlation between monthly NAO and SSTA is -0.34, which is significant at 99%. Therefore, the historically high SST in summer 2012 may be partially related to the positive phase of the AMO (see section 4g for details) and persistent negative NAO.

The connection between the ENSO cycle and the PDO is further explored. In the past four years, there were one El Niño (2009/10) and three La Niña (2008/09, 2010/11, 2011/12) events (Fig. 3.2c). When the Niño-3.4 switched from negative to positive around May 2009, the PDO also switched from negative to positive with a lag of three months. However, the onset of the 2010/11 La Niña around June 2010 coincided with the onset of negative PDO. Figure 3.2d shows that after 1999 negative PDO was more dominant than the positive PDO, while before 1999 positive PDO was more dominant. A negative PDO generally tended to be in phase with La Niña, but lasted longer. However, a positive PDO either lagged Niño-3.4 (1983/84, 1993/94) or was in phase (1986/87, 1997/98).

Examining the historical perspective of the 2012 mean SSTA, Fig. 3.4 shows the average SSTAs in the (a) tropical Pacific, (b) tropical Indian Ocean, (c) tropical Atlantic, (d) North Pacific, (e) North Atlantic, and (f) global ocean since 1950. The OISST time series are largely consistent with ERSST during the common period 1982–2012. However, ERSST is generally warmer than OISST, with up to 0.1°C difference. HadISST agrees well with OISST and ERSST, except it is generally cooler in the tropical Indian Ocean and differences can reach 0.2°C.

The mean SSTA in the global ocean was dominated by a warming trend superimposed over interannual variations largely associated with ENSO events (Fig. 3.4f). For example, the peaks and valleys in the global ocean SSTA often correspond with those in the tropical Pacific SSTA (Fig. 3.4a). From 2011 to 2012, due to the transition from La Niña to El Niño-like conditions, the tropical Pacific SSTA warmed by about 0.3°C (Fig. 3.4a). At the same time, the global ocean SSTA warmed by about 0.1°C (Fig. 3.4f). After a 30-year warming trend (1970–1999) in the global
Ocean SST (rising 0.11°C per decade in ERSST and 0.06°C per decade in HadISST), the period 2000–12 had little further trend. This may be linked to the prevalence of La Niña-like conditions during the 21st century (Meehl et al. 2011).

The tropical Indian Ocean SSTA is dominated by an upward trend of +0.9°C from 1950 to 2010, when the historically high value was reached (Fig. 3.4b). The interannual variations correspond well with those in the tropical Pacific SSTA due to the remote influences of ENSO. From 2011 to 2012, the tropical Indian Ocean SSTA increased slightly. In the tropical Atlantic, SSTA was mostly negative before 1995, and warmed significantly from -0.43°C in 1992 to +0.31°C in 2003. The positive SSTA largely persisted from 2003 to 2009, then suddenly increased to the historically high value +0.46°C in 2010 (Fig. 3.4c), due to the combined influences of El Niño, the long-persistent negative phase of NAO, and the underlying long-term trend (Hu et al. 2011). Since 2010, the tropical Atlantic SST cooled substantially and became weakly below normal in 2012. The North Pacific SST trended downward from 1950 to 1987, rebounded from -0.5°C in 1987 to +0.31°C in 1990, staying persistently positive since (Fig. 3.4d). The North Atlantic SSTA trended downward from 1951 to early 1970s, then trended upward, reached a historically high value in 2006 relative to the 1950–2011 period. From 2006 to 2010, the SSTA had a downward trend, but rebounded from +0.05°C in 2011 to +0.49°C in 2012, reaching a new historical high (Fig. 3.4e).


Storage and transport of heat in the ocean are central to aspects of climate such as ENSO (Roemmich and Gilson 2011), the North Atlantic Oscillation (Curry and McCartney 2001), hurricanes (Mainelli et al. 2008), sea level rise (Johnson and Wijffels 2011), the global energy budget (Church et al. 2011), and constraining global warming scenarios (Knutti and Tomassini 2008).

An estimate of upper (0–700 m) ocean heat content anomaly (OHCA) for 2012 (Fig. 3.5a) is computed from a combination of in situ ocean temperature data and satellite altimetry data (hereafter referred to as the combined estimate). In situ data are from Hadley Center EN3 V2a (Ingleby and Huddleston 2007), derived mostly from the World Ocean Database (e.g., Boyer et al. 2009), but with a January 2013 download of Argo (see Sidebar 3.1) data. Updated mechanical and expendable bathythermograph (MBT and XBT) bias corrections from Ishii and Kimoto (2009) are applied. Since OHCA changes are related to depth-integrated ocean temperature changes, increases in OHCA are sometimes referred to here as warming and OHCA decreases as cooling. Some of the data used in this analysis are preliminary; however, strong regional signals are unlikely to change upon data finalization.

Upper OHCA in 2012 (Fig. 3.5a) shows typical eddy and meander signatures (e.g., Johnson et al. 2012a). Similarly, differences of upper OHCA between 2012 and 2011 (Fig. 3.5b) exhibit typical interannual variability. OHCA variability (and net increases) are also found from 700 m to 2000 m in depth (Levitus et al. 2012) and even in the abyssal ocean below (e.g., Purkey and Johnson 2010). These variations, as well as salinity and mass signals, all contribute to local sea level anomalies (Llovel et al. 2009). Despite these additional factors, there are many large-scale visual similarities between the combined estimate of upper OHCA (Fig. 3.5a) and sea level (see Fig. 3.27) fields.
in 2012. This similarity reflects mostly the large contribution of upper OHCA variations to sea level variations, but also to a lesser extent the influence of the altimeter data in the combined estimate (Willis et al. 2004).

Large-scale patterns are evident in the combined estimate of upper OHCA for 2012 (Fig. 3.5a) and its difference from 2011 (Fig. 3.5b). The pattern of annual mean OHCA (Fig. 3.5a) on the equator in the Pacific exhibits slightly cool values in the east and slightly warm values in the west. This pattern arises from a transition during 2012 from La Niña to more neutral conditions (section 3b).

In 2012, the North Pacific (Fig. 3.5a) shows a pattern of anomalously warm and cold in the subpolar, eastern subtropical, and eastern tropical Pacific that is typical of the negative phase of the Pacific decadal oscillation (PDO; Mantua et al. 1997). Extratropical SST anomalies in 2012 exhibit a similar pattern (see Fig. 3.1). Furthermore, zonal anomalies along the Kuroshio Extension are associated with an anomalously northward position of that current in 2012 (see Fig. 3.17). The band of anomalously warm upper OHCA in the South Pacific extending from the Solomon Islands in the west to about 30°S, 100°W (Fig. 3.5a) has been present at various latitudes since 2006 (see Johnson et al. 2012a and previous State of the Climate reports). The band of cooling between 2011 and 2012, just north of the warm band, is associated with an increase in Ekman suction (anomalous upwelling) owing to changes in the winds (see Fig. 3.9b).

Indian Ocean upper OHCA anomalies remained mostly warm in 2012 (Fig. 3.5a) compared to the baseline period. The upper ocean warmed between 2011 and 2012 south of Oman and west of Australia (Fig. 3.5b). The warming from 2011 to 2012 in the central Indian Ocean near 10°S (Fig. 3.5b) may be associated with a large freshening in sea surface salinity in the region (see Fig. 3.11).

In the subpolar North Atlantic, small portions of the Labrador Sea were anomalously cold in upper OHCA in 2012 (Fig. 3.5a), having cooled since 2011 (Fig. 3.5b), and even more since 2010 (see Johnson et al. 2012a). This regional ocean cooling is consonant with a slightly less negative NAO index since the low values in the winter of 2009/10 (see Fig. 3.8). Much of eastern subpolar North Atlantic also cooled from 2011 to 2012 (Fig. 3.5b), consistent with surface salinity freshening over that same period (see Fig. 3.11), suggesting that subtropical influences that were strong there in recent years (e.g., Johnson and Gruber 2007) may be lessening. In 2012, a meridional dipole of OHCA along the Gulf Stream extension—warm to the north and cool to the south—suggests a weaker-than-average eastward current there in 2012, although that reduction was small in 2012 zonal surface current anomalies (see Fig. 3.17). While the tropical Atlantic mostly cooled from 2011 to 2012 (Fig. 3.5b) it remained warmer than the 1993–2012 average (Fig. 3.5a).

A few distinct (Fig. 3.6a) and statistically significant (Fig. 3.6b) regional patterns stand out in the 1993–2012 local linear trends of upper OHCA. In the Indian Ocean, the warming trend is widespread except for a patch south of the equator in the center of the basin and statistically significant in many locations.

In the Atlantic Ocean, the Labrador, Irminger, and Greenland-Iceland-Norwegian Seas have all trended warmer over 1993–2012 (Fig. 3.6a), reflecting a robust regional warming trend over the interval despite some cooling from 2011 to 2012 (Fig. 3.6b). These
changes may result from an overall decrease in the NAO index from 1993 to 2012. Eastern portions of the subtropical Atlantic and most of the tropics also trend warmer across both hemispheres. Statistically significant cooling trends in the Atlantic are limited to the Gulf Stream extension, probably related to a southward shift in that current over the past few years. As discussed in previous reports (e.g., Johnson et al. 2012a), this shift is also expected with an overall declining NAO index.

Statistically significant (Fig. 3.6b) 1993–2012 regional trends in the Pacific Ocean (Fig. 3.6a) include warming in the western tropical Pacific and extra-equatorial cooling in the east, consistent (via the geostrophic relation) with general strengthening of the interior subtropical-tropical circulation attributed to trade-wind intensification (Merrifield and Maltrud 2011). The statistically significant warming in the central North Pacific and cooling south of Alaska and off the west coast of North America are also consistent with an overall downward trend in the PDO index from 1993 to 2012. There is a similar trend pattern in the South Pacific.

The overall 1993–2012 trends in Southern Ocean upper OHCA are towards warming, consistent with previous analyses (e.g., Böning et al. 2008), but with some cooling trends in localized regions, most notably around South America and near Antarctica in the Indian Ocean (Fig. 3.6a). The apparent trends adjacent to Antarctica are located in both in situ and altimeter data-sparse regions and may not be as robust as suggested by the statistics (Fig. 3.6b).

Four different upper (0–700 m) ocean estimates of globally integrated in situ OHCA (Fig. 3.7) reveal a large increase in global integrals of that quantity since 1993. While each of the curves appears to show

---

**Fig. 3.6.** (a) Linear trend from 1993–2012 of the combined satellite altimeter and in situ ocean temperature data estimate of upper (0–700 m) OHCA (W m⁻²) analyzed following Willis et al. (2004) but relative to a monthly Argo climatology. Areas with statistically significant trends are outlined in black. (b) Signed ratio of the linear trend to its 95% uncertainty estimate, with increasing color intensity showing regions with increasingly statistically significant trends.

**Fig. 3.7.** Time series of annual average global integrals of in situ estimates of upper (0–700 m) OHCA (10²¹ J, or ZJ) for 1993–2012 with standard errors of the mean. The CSIRO/ACE CRC estimate (smoothed by a 3-year running mean) and its uncertainties are updated following Domingues et al. (2008). The PMEL/JPL/JIMAR estimate is a weighted integral (Lyman and Johnson 2008) using data and instrument bias corrections described in the text with uncertainty estimate methodology following Lyman et al. (2010). The NODC estimate (http://www.nodc.noaa.gov/OC5/indprod.html) follows Levitus et al. (2012). Uncertainties are estimated solely from the variance of quarterly estimates of OHCA. The Hadley estimate is computed from gridded monthly temperature anomalies (relative to 1950–2012) calculated from EN3 v2a data following Palmer et al. (2007). An updated version of the instrument bias corrections of Gouretski and Reseghetti (2010; V. Gouretski, personal communication) was applied. Uncertainty estimates follow Palmer and Brohan (2011). For comparison, all estimates have been individually offset (vertically on the plot), first to their individual 2004–12 means (the best sampled time period), and then to their collective 1993–2012 mean (the record length).
interannual to decadal variability in upper ocean heat content, they do not always agree in the details. These details differ for a variety of reasons including differences in climatology and base period, treatment of the seasonal cycle, mapping methods, instrument bias corrections, quality control, and other factors (Lyman et al. 2010). Some of these factors are not taken into account in some of the displayed uncertainties, and the offsets applied to the curves for display are arbitrary. Uncertainties in annual estimates of global upper OHCA only permit statistically significant trends to be estimated over about 10 years or longer (Lyman 2012). Nonetheless, the warming of the upper ocean accounts for a large portion of the global energy imbalance, at least since 1970 (Church et al. 2011).


The net heat flux ($Q_{\text{net}}$) at the ocean surface is the sum of solar radiation (SW), longwave radiation (LW), turbulent latent heat (LH), and sensible heat (SH) fluxes. The balance of these heat exchange processes is fundamental to the understanding of the role of the ocean in mitigating radiative perturbations and modulating the global climate. Global maps of surface fluxes are now produced regularly using satellite observations and numerical weather prediction models. The net heat flux presented here is a combination of surface fluxes produced by two flux projects. One is the Objectively Analyzed air-sea Fluxes (OA-Flux) project (http://oaflux.whoi.edu) at the Woods Hole Oceanographic Institution (Yu and Weller 2007) that provides turbulent LH and SH estimates from objective blending of satellite retrievals and atmospheric reanalyses. The averaged root-mean-square (rms) error is 9.6 W m$^{-2}$ (8%) for LH and 2.6 W m$^{-2}$ (15%) for SH (Yu et al. 2008). The other project is the CERES (Clouds and Earth’s Radiant Energy Systems) Fast Longwave And SHortwave Radiative Fluxes (FLASHFlux) project (http://flashflux.larc.nasa.gov) at the NASA Langley Research Center (Stackhouse et al. 2006) that delivers global daily surface SW and LW flux products in near real-time (within 1 week). This output data product uses simplified calibration assumptions with fast radiation algorithms (Kratz et al. 2010) in processing Terra and Aqua observations from CERES and cloud property retrievals from the MODerate-resolution Imaging Spectroradiometer (MODIS). The rms error is 29.3 W m$^{-2}$ (15.7%) for downward SW and 18.6 W m$^{-2}$ (6.0%) for downward LW (with the bias in the net surface heat flux being about 25 W m$^{-2}$).

The annual mean $Q_{\text{net}}$ in 2012 is displayed in Fig. 3.8a. The regions of net heat gain (positive $Q_{\text{net}}$) and net heat loss (negative $Q_{\text{net}}$) are in broad agreement with the climatological mean pattern (Josey et al. 1999). On the annual-mean basis, the tropical oceans receive heat from the atmosphere, with the maximum heat gain (>120 W m$^{-2}$) in the equatorial cold tongues in the eastern Pacific and Atlantic. The subtropics and high latitudes experience net heat loss, with the maximum heat loss (<-140 W m$^{-2}$) over the western boundary currents (WBCs) regions. The primary mechanism of excessive net heat loss in the vicinity of the WBCs is latent and sensible heat fluxes in the fall and winter seasons (Yu and Weller 2007).

The 2012 minus 2011 difference plot of $Q_{\text{net}}$ (Fig. 3.8b) shows several large-scale changes with
The Argo Program is the first global subsurface ocean observing system, complementing satellite observations of the sea surface with comparable coverage of the subsurface oceans. Systematic global observations of the oceans are essential for describing and understanding climate variability and change because the oceans and atmosphere interact through a broad spectrum of climate-related phenomena. These range from rapid weather events, such as tropical cyclones, to multicadal trends in heat and freshwater that are key indices of climate change. They include seasonal exchanges of heat and freshwater on hemispheric scales, water mass formation processes embedded in the seasonal cycle, interannual climate phenomena such as El Niño/La Niña, and decadal variability in the Pacific decadal oscillation and the southern annular mode. For all of these, it is important to study not only air-sea interactions, but their cumulative impact on ocean properties, including temperature and salinity. The ocean is the climate system’s dominant reservoir for storage of heat and water, which it exchanges with the atmosphere and transports through ocean circulation. The ocean’s great capacity for storage and its slow circulation provide long time scales in the climate system, smoothing the rapid changes of the atmosphere forcing.

Subsurface ocean observations were, until very recently, almost exclusively made from ships. The earliest global-scale observations were in the 1870s from HMS Challenger; from then on, measurements have continued to be made using instruments lowered from ships or by expendable probes deployed from merchant vessels. Such ship-dependent measurements remain few in number, are seasonally biased (few at high latitudes in winter), and leave large areas unobserved. The high point in ship-based global-scale oceanography was the 1990–97 World Ocean Circulation Experiment (WOCE) survey in which many research vessels together collected about 8000 top-to-bottom temperature and salinity profiles along trans-ocean lines.

For WOCE, the first neutrally buoyant floats capable of being tracked globally were developed. These floats were deployed to reveal the flow field at 1-km depth and were later modified to measure profiles of temperature and salinity as they ascended to the surface for satellite tracking. Profiling floats opened the possibility of a global-scale network routinely collecting temperature/salinity (T/S) profiles, and the Argo project was designed for this purpose (Argo Science Team 1999). (The name Argo reflected the complementarity of the float array with the Jason altimeter satellites). Argo’s goal was to obtain over 100000 T/S profiles per year, 0–2000 m depth, from 3300 floats spaced every 3° of latitude and longitude and profiling every 10 days (Fig. SB3.1).

Argo is large and complex, requiring coordination by its multinational partnership to oversee implementation and to guide the consistent processing and distribution of data in two streams (near real-time and higher quality delayed mode). Argo floats are operated through nationally-funded programs of greatly differing size. The first deployments were in late 1999 and as float lifetimes improved (presently around four to five years), large-scale deployments from research, commercial, and dedicated chartered vessels followed in 2004. A 3000-float global array, operated by more than 30 nations, was achieved in late 2007 (Fig. SB3.2), and float numbers have been maintained since then. Argo has surpassed its initial goals in terms of float lifetime, data quality, and speed of delivery, and the milestone of the millionth Argo T/S profile was reached in late 2012 (Fig. SB3.3). To put this achievement in context, since the late 19th century ships have collected just over 500000 T/S profiles to a depth of 1 km and only 200000 to 2 km. Argo profiles are now being collected at a rate of 11000 each month and a cost of about $170 (US dollars) per profile.

In its short life, the Argo data stream has become an indispensable resource for ocean and climate research, with over 200 refereed publications per year using Argo data at present, and many PhD and Master’s theses. It has also become a mainstay of national and international climate assessments,
ocean reanalysis, short-term forecasting, and seasonal-to-decadal ocean and coupled prediction. Argo has been of particular value in the study of ocean heat storage, with its implications for sea-level rise, and in providing insights into changes in the global hydrological cycle. Argo’s comprehensive temporal and spatial coverage provides a means of assessing ocean changes over the period since earlier sparse measurements.

Argo remains focused on its core open-ocean T/S and velocity mission, but the basic technology and data delivery system are adaptable and robust, and as a consequence, many enhancements to the program have been endorsed and are being developed (Freeland et al. 2010). These include profiling to the ocean bottom and incorporating sensors to observe biogeochemical and ecosystem impacts of climate variability and change, as well as sampling in ice-covered regions, marginal seas, and western boundary regions, and providing improved vertical resolution and surface-layer sampling. These enhancements have been made possible through improvements in energy efficiency and capabilities of profiling floats, increased communication bandwidth, and the development of novel sensors.

Argo has become a major community resource for research, operational activities, and as an education and outreach tool. There is a strong case that it should be maintained and refined to meet the needs of an ever growing and broadening body of users. Argo is now a central element of the Global Ocean Observing System, continuing its synergy with satellite observations and providing an essential framework into which other ocean observations (both ship-based and from autonomous platforms such as drifters and gliders) can be integrated. Further information about Argo and access to all Argo data can be found at http://www.argo.net.

Fig. SB3.2. Location of 3675 active Argo floats in Nov 2012, color-coded by nation. (Source: Argo Information Center.)

Fig. SB3.3. (Top) Number of Argo temperature/salinity profiles per 1° square. (Bottom) All years, World Ocean Database shipboard temperature/salinity profiles per 1° square to at least 1 km depth. Median values are 23 Argo profiles per 1° square compared with 2 for shipboard data.
organized patterns. The most significant change is observed in the Labrador and Irminger Seas, at 45°N–65°N in the North Atlantic, where the ocean surface received more than 30 W m⁻² extra heat from the atmosphere in 2012. To the south of this area of large heat gain lies a band of negative anomalies (enhanced ocean heat loss) in the midlatitudes, stretching from the Gulf Stream pathway northeastward to the Norwegian Sea, and a band of positive anomalies (enhanced ocean heat gain) in the subtropics between the equator and 30°N. This tripole pattern of heat flux anomalies in the North Atlantic is related to the atmospheric conditions of a generally negative NAO phase that is opposite to the relatively positive phase in 2011 (see Fig. 3.2). To some degree, the anomalies in the Labrador and Irminger Seas reflect a regional rectification of excessive turbulent heat loss in 2011. The tripole pattern is shown in both surface net radiation SW+LW (Fig. 3.8c) and turbulent LH+SH (Fig. 3.8d), but LH+SH anomalies were about five times larger than SW+LW anomalies and thus dominated the tripole pattern and magnitude of Q_{net} anomalies.

A good pattern correlation between SW+LW and LH+SH difference anomalies is also seen in the South Atlantic, where there was a net oceanic heat gain between 20°S and 60°S, with maximum heating located along 30°S. The net heat gained in the region ranges between 5 W m⁻² and 15 W m⁻², of which 2 W m⁻²–3 W m⁻² is due to increased downward solar radiation and about 5 W m⁻²–10 W m⁻² due to reduced LH+SH loss from the ocean. At the latitude of 30°S where heating was largest, SST difference anomalies had a positive sign (see Fig. 3.1), an indication that the extra heating received at the ocean surface contributed to an increase of local SST. The positive correlation between SST and Q_{net} anomalies in midlatitudes of the North and South Atlantic suggests that Q_{net} was a forcing for SST anomalies.

On the other hand, Q_{net} difference anomalies generally correlate negatively with SST difference anomalies in the tropical oceans. This is most evident in the tropical eastern Pacific where the air-sea conditions in 2012 were influenced by ENSO-neutral conditions, which were a contrast to the La Niña conditions in 2011. The sea surface warmed by more than 0.5°C compared to 2011. However, the source of heating was not directly from Q_{net} as net heating in this region was reduced due primarily to enhanced LH+SH loss (negative anomalies) from the ocean to the atmosphere (Fig. 3.8d). It is known that ENSO SSTs are governed by ocean dynamics through wind-driven upwelling of cold water from the thermocline (Wyrtki 1981). The upwelling in the eastern Pacific is weakened during ENSO-neutral conditions, causing anomalous warming of the ocean surface (positive SST anomalies) that in turn leads to more evaporation cooling (negative LH anomalies) and reduces the total Q_{net} into the region. This SST-LH-Q_{net} relationship explains the occurrence of negative Q_{net} anomalies in the eastern Pacific in 2012. It appears that Q_{net} acted as a damping mechanism to existing SST anomalies, suppressing the growth of ENSO SSTs.

The tropical Indian Ocean dipole index was near normal in 2012. However, the basin-averaged SST was abnormally higher (see Fig. 3.1), which might be related to the Indian Ocean response to the ENSO warm conditions in the first half of 2012. The net heating in 2012 was reduced in the basin, an indication that Q_{net} was a damping mechanism for SST anomalies. Similar negative correlation between Q_{net} and SST anomalies was also observed in the tropical Atlantic Ocean.

The PDO index continued its negative phase in 2012. There was a reduction in the net heating into the North Pacific, with the exception of a narrow band of anomalous heating that was aligned in the northeast-southwest direction with maximum Q_{net} anomalies (~15 W m⁻²) in the western tropical Pacific near 10°N. The Q_{net} in the South Pacific changes with latitudes; an enhanced Q_{net} was observed for regions poleward of 30°S while a reduced Q_{net} was shown in the subtropical region between 15°S and 30°S. The changing patterns of Q_{net} with latitudes demonstrate that the global climate system is ruled by intricate feedbacks between the ocean and the atmosphere.

Figure 3.9 shows the 2012 global mean pattern of surface wind stress vectors superimposed onto the mean pattern of Ekman vertical velocity, w_{Ek}. These changes can also be seen by looking at the near-surface wind stress, a fundamental quantity in discussions of the upper ocean circulation. Spatial variations of wind stress cause divergences and convergences of the Ekman transport. Convergent flow drives downwelling, and divergent flow drives upwelling. This vertical motion, denoted Ekman pumping/sucking, brings the interior of the ocean into motion and sets the wind-driven gyre circulation. The wind forcing leads to Ekman downwelling over much of the midlatitude subtropical gyres and Ekman upwelling over much of the high-latitude subpolar gyres, some coastal boundaries, and the equatorial region. Major changes in 2012 surface wind stress and w_{Ek} (Fig. 3.9) are most notable in the tropical Indian and Pacific Oceans, where the large positive differences of w_{Ek}
suggest a weakening of downwelling in the tropical Pacific and a strengthening of upwelling in the tropical Indian Ocean. Changes at latitudes poleward of 50° are also observed; the predominant negative differences, particularly in the South Pacific and North Atlantic, suggest a weakening of the subpolar upwelling.

Yearly variability of $Q_{net}$ over the global oceans is induced primarily by the LH+SH component. The long-term perspective of the change in 2012 LH+SH can be assessed from the annual mean time series of the LH+SH averages over the global oceans for 1958–2012 (Fig. 3.10). The 2012 mean value was slightly lower than the 2011 mean, continuing the downward trend that started around 2000. The tendency toward reversing the upward trend that dictated the decades of 1980s and 1990s holds strong, which further enhances the perspective that LH+SH has distinct multidecadal variability. During the past 55 years, LH+SH showed a minimum at 99 W m⁻² in 1977 and a maximum at 109 W m⁻² in 1999, with LH being the major contributor. It is worth noting that LH is not only an important component in the global heat and energy balance but also a key component of the freshwater flux over the oceans that contributes to the change of ocean surface salinity (see Fig. 3.12).

e. Sea surface salinity—G. C. Johnson, J. M. Lyman, G. S. E. Lagerloef, and H.-Y. Kao

Ocean storage and transport of freshwater are intrinsic to aspects of global climate, including the water cycle (e.g., Schanze et al. 2010), El Niño (e.g., Roemmich and Gilson 2011), and anthropogenic climate change (e.g., Held and Soden 2006). Since 2004, the achievement of near-global coverage by Argo (see Sidebar 3.1) has allowed an annual assessment of upper ocean salinity and its complement, freshwater, usually measured within a few meters of the ocean surface. Although somewhat less accurate, the Aquarius satellite (http://aquarius.nasa.gov/index.html) has measured sea surface salinity (SSS) for the top cm of the global ocean with greater temporal and spatial resolution since August 2011. These two complementary data sources are used to examine annual and seasonal SSS variability, respectively.

The in situ data, downloaded from an Argo Global Data Assembly Center in January 2013, are a mix of real-time (preliminary) and delayed-mode (scientific quality-controlled). The estimates presented here could change after all the data have been subjected to careful scientific quality control. Analysis procedures for Argo follow Johnson and Lyman (2012). For Aquarius, SSS release V2.0 swath data interpolated to 1° × 1° monthly maps with a bilinear fit and 150-km radius are used.

Climatological SSS patterns are correlated with surface freshwater flux—the sum of evaporation, precipitation, and river runoff (e.g., Schanze et al.
—but advection and mixing are also important in many locations on seasonal (Yu 2011) and longer (Lagerloef et al. 2010) time scales. In each ocean basin, subtropical salinity maxima centered between roughly 20° and 25° in latitude (Fig. 3.11, gray contours) are signatures of the predominance of evaporation over precipitation. Conversely, in most regions where climatological surface salinities are relatively fresh, such as the high latitudes and the intertropical convergence zones (ITCZs), precipitation generally dominates over evaporation.

The 2012 SSS anomalies (Fig. 3.11a, colors) reveal some large-scale patterns that also hold from 2004 to 2012. The regions around the subtropical salinity maxima are salty with respect to World Ocean Atlas (WOA) 2009 (Antonov et al. 2010). Most of the high-latitude climatologically fresh regions appear fresher overall than WOA 2009, including in the vicinity of the Antarctic Circumpolar Current near 50°S and the subpolar gyre of the North Pacific. These multiyear patterns are consistent with an increase in the hydrological cycle (that is, more evaporation in drier locations and more precipitation in rainy areas) as seen in simulations of global warming, which suggest this signal might be discernible since the 1980s (Held and Soden 2006). While anomalous ocean advection could influence the SSS pattern over decadal time scales, changes observed at the local extrema are presumably relatively insensitive to such effects. This SSS anomaly pattern and its interpretation are consistent with other analyses (Boyer et al. 2005; Hosoda et al. 2009; Durack and Wijffels 2010).

Changes in ocean interior salinity values also appear consistent with an increase in the hydrological cycle (Helm et al. 2010; section 3f).

While still mostly anomalously salty in 2012 with respect to WOA 2009 (Fig. 3.11a, colors), the surface of the subpolar North Atlantic and Nordic Seas have mostly freshened in 2012 relative to 2011 (Fig. 3.11b, colors). This freshening, together with warming (see Fig. 3.5), may herald a reduction in the notably warm and salty influence of subtropical gyre waters in the northeastern North Atlantic in recent years (Häkkinen et al. 2011). The eastern tropical Pacific warm pool, the Caribbean Sea, the northern Bay of Bengal, and the South China Sea were all noticeably fresher in 2012. Finally La Niña is associated with an anomalously strong Indonesian Throughflow (England and Huang 2005), hence the prolonged and strong 2010–2012 La Niña may be partly responsible for the fresh conditions observed northwest of Australia (Fig. 3.11a, colors), as the throughflow does bring relatively fresh water into the Indian Ocean.

Sea surface salinity changes from 2011 to 2012 (Fig. 3.11b, colors) strongly reflect 2012 anomalies in precipitation (see Plate. 2.1h) and to a lesser extent year-to-year changes in evaporation, with the latter being closely related to latent plus sensible heat flux changes (Fig. 3.8d). For instance, the salinification under the Pacific ITCZ in 2012 is associated with a remarkably low amount of precipitation under that feature, whereas the freshening in the central Indian Ocean south of the equator is associated with anomalously strong precipitation, anomalously warm SST (see Fig. 3.1), and anomalous heat flux from ocean to atmosphere (Fig. 3.8b). Advection by anomalous ocean currents (see Fig. 3.17) also plays a role in sea surface salinity changes. In addition, the South Pacific convergence zone (SPCZ) appears to have shifted northward from 2011 to 2012, consistent with the dipole salinity changes centered around 10°S in the southwest tropical Pacific.
Trends for 2004–12 are estimated by local linear fits to annual average SSS maps (Fig. 3.12a), and are discussed with the ratio of these trends to their 95% significance (Fig. 3.12b). The starting year is 2004 because that is when Argo coverage became near global. The most striking trend patterns are found in the Pacific and Indian Oceans. Saltier surface values in the western and central tropical Pacific extend into the eastern Pacific subtropics in both hemispheres. Some freshening also occurs in the western subtropics of each hemisphere in the Pacific, west of the Philippine Islands, and in the Indian Ocean northwest of Australia (the latter again perhaps owing to the La Niña of the past few years). Large-scale freshening is also evident in the eastern tropical South Pacific.

These recent trends differ from previously reported multidecadal trends (Boyer et al. 2005; Hosoda et al. 2009; Durack and Wijffels 2010). These differences are not surprising given the different time periods over which the trends are computed.

The higher resolution maps from Aquarius data (Fig. 3.13a, colors) show more spatial details than Argo maps (Fig. 3.13a, gray contours). For instance, the relatively small-scale Amazon River outflow plume that is not well sampled by Argo is clear in Aquarius maps. The Aquarius maps can also be useful for examining the seasonal cycle of SSS in detail (Fig. 3.13b), although remaining unresolved biases in Aquarius data mean that patterns poleward of 40° latitude should be viewed with caution. Substantial freshening from April to October is clear in the western Pacific fresh pool and under the ITCZ across the Pacific and Atlantic as tropical precipitation maxima shift with the seasons. Seasonal salinification just south of the equator in the Pacific is likely owing to mean Ekman advection acting on a seasonally varying salinity gradient (Yu 2011). Seasonal salinification in the eastern Arabian Sea between April and October is undiagnosed (Yu 2011). Broadscale patterns of salinification between winter and summer in the eastern subtropics (Fig. 3.13b) in both hemispheres.
(although apparently not in the South Indian Ocean this year) are typical of the seasonal cycle and most likely owing to entrainment of fresher water from below in the winter (Johnson et al. 2012b).


Evaporation minus precipitation (E−P) is well correlated with mixed layer salinity over much of the world's ocean (Yu 2011). It is difficult to accurately measure evaporation and precipitation over the ocean, so near-surface salinity can be used to constrain E−P estimates (Schmitt 2008; Yu 2011). E−P surface forcing has led to an intensification of the global hydrological cycle over the last 50 years, increasing salinity at the sea surface in areas dominated by evaporation and decreasing salinity in areas dominated by precipitation (Durack and Wijffels 2010; Durack et al. 2012). These surface changes are advected to the subsurface ocean. Globally, near-surface salt content has increased in recent times compared to long-term means, while intermediate waters have decreased in salinity (Roemmich and Gilson 2009; Helm et al. 2010; Boyer et al. 2012). These changes are reflected in changes to ocean water mass composition and circulation patterns.

To investigate changes to subsurface salinity, all available subsurface salinity profile data for year 2012 were used to calculate gridded 1° mean salinity anomalies at different depths from the surface to 2000 m. Anomalies were calculated as differences from a long-term mean for 1955–2006 (Antonov et al. 2010). Differences from similarly calculated salinity anomaly fields for 2011 are also used to investigate year-to-year variations in salinity. A full description of the method can be found in Boyer et al. (2012).

Currently, the single largest source of salinity profiles is the Argo program with its fleet of profiling floats (Roemmich et al. 2009a; Sidebar 3.1). Subsurface salinity anomalies for 2012 were calculated from 130 985 salinity profiles recorded on 4108 floats from this program. Of these, 16 713 passed through the higher level of delayed-mode quality control, including a correction of the salinity drift if necessary (Wong et al. 2003; Owens and Wong 2009). Because one year of data is needed to perform the salinity drift correction, real-time salinity data with basic quality control were also used in this study. Of the real-time data, 62 409 profiles include salinity drift adjustments calculated for earlier cycles in a float's lifetime.

In addition to the Argo data, another major source of salinity data is 27 743 daily mean profiles from tropical moored buoys (http://www.pmel.noaa.gov/tao/; TAO/TRITON, PIRATA, and RAMA). This analysis also used 11 947 CTD casts concentrated in the northwest Pacific (Japanese sources) and northwest Atlantic (Canadian and US sources). These salinity profiles came through the Global Temperature and Salinity Profile Project (GTSPP). Finally, GTSPP also made available 7337 profiles from gliders, localized geographically in the Gulf of Mexico, far western Pacific, and coastal eastern Pacific.

In order to examine the year-to-year change in salinity, salinity anomaly fields for 2011 were recalculated based on updated quality control provided by Argo. This study used 56 555 of the 123 471 Argo salinity profiles recorded in 2011, which have now been delayed-mode quality controlled. All salinity and salinity anomaly data were examined using quality control procedures outlined in Boyer et al. (2009) and are available through the World Ocean Database. All calculated fields and figures are available at http://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/. Mean salinity anomalies for the upper 100 m on a 1° grid are also computed. The geographic distribution of these fields is similar to sea surface salinity (SSS) anomaly fields as presented in section 3e.

The zonal mean difference between salinities in the Pacific Ocean in 2012 and the long-term mean are shown in Fig. 3.14a. Much of the Southern Hemisphere Pacific was fresher in 2012 compared to the long-term mean, with the exception of the upper 250 m in the subtropics. South of 40°S there was significant freshening relative to the long-term mean below 1500 m. Meijers et al. (2011) attributes the freshening in the high latitude South Pacific to southward movement of the Antarctic Circumpolar Current and water mass changes possibly due to increased precipitation and ice melt. The differences between 2012 salinity in the South Pacific and the long-term mean are similar to the differences between 2011 salinity and the long-term mean (Boyer et al. 2012), with the patterns strengthened between 2011 and 2012 (Fig. 3.14b), particularly with increased freshening along 30°S above 500-m depth. Similar to 2011, 2012 differed from the long-term mean in the North Pacific, with saltier conditions in the upper 250-m near the equator and freshening at midlatitudes down to 750 m depth, consistent with the thermocline freshening described by Ren and Riser (2010). Freshening exceeding 0.06 at subsurface levels near 50°N occurred in 2012 relative to 2011. In the Bering Sea area, the salinity relative to 2011 decreased strongly enough that the salinity anomaly relative to the long-term mean changed from positive/saltier (2011) to negative/fresher (2012). Mean
Salinity in the upper 100 m (not shown, but closely resembles Fig. 3.11a) shows a large positive salinity anomaly relative to the long-term mean under the South Pacific convergence zone (SPCZ), although this feature has weakened compared to 2011 (not shown, but closely resembles Fig. 3.11b). The western equatorial Pacific south of the equator has freshened since 2011, but otherwise the tropical Pacific waters in the upper 100 m are saltier than the long-term mean and this positive salinity anomaly increased from 2011 to 2012 between the equator and 15°N (not shown, but closely resembles Fig. 3.11b).

For the most part, 2012 salinity anomalies with respect to the long-term mean (Fig. 3.15a) in the subtropical and sub-polar North Atlantic agree with the salinity increase reported by Boyer et al. (2007) and Wang et al. (2010), with the exception of a reversal around 45°N. However, most of the North Atlantic freshened between 2011 and 2012 (Fig. 3.15b). North of 40°N, this freshening was consistent down to 500 depth. South of 40°N, freshening was generally exceeding 0.02 above 200-m depth, with anomalies exceeding 0.01 m to 500-m depth in the tropics. 2012 experienced a mostly negative North Atlantic Oscillation (NAO) index, while 2011 had mostly a positive NAO index, with the exception of the months May–July; Tropical Rainfall Measuring Mission (TRMM) recorded greater precipitation in 2012 than in 2011 from 30°N to 40°N, while from the equator to 25°N less precipitation was recorded. (No data are available outside 40°S–40°N.) These factors could contribute to the observed freshening, at least in the mixed layer. Another factor could be changes in the ice melt (both Arctic Ocean and Greenland). It remains to be seen if this freshening is a short-term phenomenon or a reversal of the signal present over the last 15 years. In contrast, the southern Atlantic salinity signal for 2012, compared to the long-term trend, strengthened with respect to the same signal for 2011. Positive salinity anomalies exceeding 0.04, compared to the long-term trend, are found for 2012 down to 250 m in depth from the equator to 40°S, with anomalies exceeding 0.02 down below 500 m between 30°S and 40°S. South of 40°S in the Atlantic Ocean, a deep freshening is observed, to depths exceeding 700 m, shoaling to the south, where the freshening is limited to the upper 200-m depth. These trends were strengthened and deepened between 2011 and 2012 (Fig. 3.15b) over most of the South Atlantic, with the exception of the high latitudes, where conditions were saltier in the upper 200 m in 2012 than 2011.

In the Indian Ocean, the difference between 2012 salinity zonal means and the long-term mean (Fig. 3.16a) includes deep (below 1000 m) freshening south of the equator, interrupted by increased salinity in the midlatitude South Indian Ocean from the surface to at least 250-m depth. In the upper 100 m (not shown, but closely resembles Fig. 3.11a), the positive/salty anomaly at latitudes north of 30°S is confined to the western half of the Indian Ocean, with freshening in the eastern Indian Ocean. South of 30°S, the positive anomaly extends across the entire basin. The salinity change from 2011 to 2012 in the South Indian Ocean was small (Fig. 3.16b). Most of the North Indian Ocean zonal mean anomalies for 2012 are positive/salty compared to the long-term mean to depths ex-
ceeding 700 m. From 2011 to 2012, changes exceeding 0.02 in the North Indian Ocean were mainly confined to the upper 150-m depth. This includes a freshening about the equator and positive/salty anomaly to the north. This salty anomaly in the upper 100-m depth (not shown, but closely resembles Fig. 3.11b) exceeds 0.02 in the eastern North Indian Ocean, while smaller and of opposite sign in the western North Indian. The eastern Arabian Sea is saltier in 2012 than 2011, while the western Arabian Sea is fresher. The north-east Bay of Bengal is fresher in 2012 than 2011, as is the area southeast of India, while the central Bay is saltier than 2011.

g. Surface currents—R. Lumpkin, G. Goni, and K. Dohan

This section describes ocean surface current changes, transports derived from ocean surface currents, and features such as rings inferred from surface currents. Surface currents are obtained from in situ (global array of drogued drifters and moorings) and satellite (altimetry, wind stress, and SST) observations. Transports are derived from a combination of sea height anomaly (from altimetry) and climatological hydrography. See previous State of the Climate reports for details of these calculations Global zonal current anomalies and changes in anomalies from 2011 are shown in Fig. 3.17 and discussed below for individual ocean basins.

1) Pacific Ocean

In the tropical Pacific, 2012 began with equatorial currents exhibiting ~20 cm s⁻¹ westward anomalies in the longitude band 100°W–160°W, a strengthening of the climatological January westward current on the equator. In the same longitude band, eastward anomalies of ~10 cm s⁻¹ at 10°N indicated that the North Equatorial Countercurrent had shifted slightly north of its climatological January location of 6°N–7°N. By February, this situation had changed dramatically as eastward anomalies of 20 cm s⁻¹–30 cm s⁻¹ developed in the region 4°S–5°N, 100°W–140°W. Weaker eastward anomalies were also present between this region and the dateline, on and north of the equator. By March, the eastward anomalies dominated the entire basin from 5°S to 10°N, with peak anomalies of ~35 cm s⁻¹ on the equator between 110°W and 140°W. This pattern continued to intensify in April, when strong eastward anomalies exceeding 40 cm s⁻¹ were present across the equatorial Pacific. These strong eastward anomalies advected warm water into the central equatorial Pacific, erasing the negative SST anomalies associated with the La Niña conditions that had persisted there since the previous year (see section 3b).

By May, the eastward anomalies across most of the basin had weakened to 20 cm s⁻¹–30 cm s⁻¹, with eastward anomalies exceeding 40 cm s⁻¹ persisting between 90°W and 130°W. Weak westward current anomalies began to develop in June at 160°E–180° to disrupt this pattern. During June–August, the region of eastward anomalies shifted westward, perhaps related to the evolution of the discharge-recharge oscillator (Jin 1997) during this period. By August, the region was at 175°E–145°W, with magnitudes still slightly exceeding 40 cm s⁻¹.
Tropical Pacific anomalies changed significantly in September 2012; the region of eastward anomalies diminished rapidly in size and magnitude as it shifted to 160°E–180°, and westward anomalies of about -20 cm s\(^{-1}\) (negative=westward) developed on the equator from 120°W to 180°. North of this band of westward anomalies, eastward anomalies of 10 cm s\(^{-1}\)–20 cm s\(^{-1}\) persisted between 4°N and 6°N until November. Through the remainder of 2012, westward anomalies developed across the equatorial Pacific, reaching their maxima in December when these anomalies were present from 160°E to 100°W, peaking at -20 cm s\(^{-1}\) on the equator and extending from 6°S to 5°N.

The annual average zonal current anomaly for 2012 in the Pacific (Fig. 3.17, top) was dominated by the strong eastward anomalies that were present during February–August. This pattern is also seen in the 2012–2011 anomaly map (Fig. 3.17, bottom), as 2011 was (in the annual average) a relatively neutral year for surface current anomalies in the tropical Pacific.

Surface current anomalies in the equatorial Pacific typically lead SST anomalies by several months, with a magnitude that scales with the SST anomaly magnitude. Recovery to normal current conditions is also typically seen before SST returns to normal. Thus, current anomalies in this region are valuable predictors of the evolution of SST anomalies and their related climate impacts. This leading nature can be seen in the first principal empirical orthogonal function (EOF) of surface current (SC) anomaly and separately of SST anomaly in the tropical Pacific basin (Fig. 3.18). During the period 1993–2012, the maximum correlation between SC and SST is \(R=0.68\) (±0.03 at 95% confidence level), with SC leading SST by 81 days. In 2012, the most dramatic feature of this mode is the rapid change in the SC anomaly pattern from negative values in late 2011 to positive (El Niño-conducive) values in February 2012. This switch in the sign of the SC coincided with a local minimum of the SST anomaly (Fig. 3.18). Over the next several months, as the SC anomaly remained positive, the SST anomaly pattern increased to positive values and remained positive until September. Late in 2012, both the SC and the SST anomaly pattern decreased and became negative before the end of the year.

Since 2010, the Kuroshio has exhibited a narrower and stronger annual mean signature, shifted approximately 1° in latitude to the north compared to 2006–09. This northward shift continued through 2012, with the 2012–2011 zonal current difference (Fig. 3.17b), suggesting that the Kuroshio shifted an additional ~1.5° to the north, from its separation to 175°E. For example, while the climatological latitude of the Kuroshio’s core at 150°E is ~34.3°N, the core of the current in 2012 was at ~36.7°N.

2) **Indian Ocean**

Through the first half of 2012, monthly zonal current anomalies with respect to the climatological monsoon-driven pattern were strong features of the equatorial circulation. In January (the northeast monsoon season), equatorial eastward anomalies of 20 cm s\(^{-1}\)–25 cm s\(^{-1}\) from the African coast to 70°E, and comparable-magnitude westward anomalies centered on 5°S, indicated a northward shift in the South Equatorial Countercurrent (SECC; Schott and McCreary 2001), which in the climatology is centered on 2.5°S. By February, this pattern had disappeared east of 50°E, with only a remnant remaining in the westernmost basin. The pattern reappeared across much of the basin in March, extending to 85°E with weaker magnitudes (~15 cm s\(^{-1}\) peak anomalies), suggesting a more subtle northward shift of the SECC, and disappeared again in April.

During July–September, the surface current climatology indicates a jet in the Southwest Monsoon Current running from 10°S, 82°E to 14°S, 97°E at 25 cm s\(^{-1}\)–30 cm s\(^{-1}\) in July and September, peaking at 40 cm s\(^{-1}\) in August. As early as March 2012, eastward anomalies were present along the path of this climatological eastward jet, suggesting anomalously early formation. This pattern was pronounced through boreal summer, consistent with a near doubling of the current speed, and persisted through October. This feature dominates the annual mean zonal current anomaly in the Indian Ocean basin (Fig. 3.17).
The altimetry-derived annual mean transport of the Agulhas Current (Fig. 3.19) decreased abruptly in mid-2011 compared to its long-term mean; this reduced transport persisted in 2012 when the annual mean Agulhas transport was ~46 Sv (1 Sv = 1 × 10^6 m^3 s^-1), which (along with 2005) was the lowest annual mean observed since the beginning of the altimetric record in 1993. Despite this decreased transport, the number of eddies shed from the Agulhas retroflection into the Atlantic basin remained at its climatological average (5–7 rings per year) as observed from satellite altimetry.

3) ATLANTIC OCEAN

In January 2012 the tropical Atlantic did not exhibit any basin-scale surface current anomalies. This changed across the basin in February, when strong (20 cm s^-1–35 cm s^-1) eastward anomalies were seen from 40°W to 10°E (the African coast) between 4°S and 4°N, with the strongest anomalies in the band 0°–10°W. These eastward anomalies weakened in March and were seen only in two relatively narrow longitude bands (22°W–30°W and 4°W–10°W) in April. In May–June, large-scale eastward equatorial anomalies persisted east of 30°W, while westward anomalies developed in the western basin immediately north of the equator. In June, strong westward anomalies of -40 cm s^-1 were seen at 1°N–2°N, 34°W–42°W, along the northern edge of the climatological North Brazil Current (NBC). In July, these westward anomalies persisted while a band of 20 cm s^-1–30 cm s^-1 eastward anomalies developed at 4°N–5°N, 32°W–46°W along the path of the NBC retroflection/return current and the westernmost North Equatorial Countercurrent (NECC). These alternating bands of westward and eastward anomalies indicated increased shear between the NBC and its return current in the western tropical Atlantic. By August, eastward anomalies associated with the NECC extended from 45°W to 20°W, with a band of westward anomalies north of the eastward anomalies, indicating that the NECC had shifted south of its climatological position. This pattern persisted through the remainder of the year west of ~35°W, while conditions returned to their climatological mean in the interior and eastern tropical Atlantic in September–December.

Along the Gulf Stream pathway in the North Atlantic, alternating bands of eastward (on the north side) and westward (south side) anomalies were present from Cape Hatteras to 45°W. This pattern indicates that the Gulf Stream had shifted 1°–1.5° north of its climatological position in this longitude band. Integrated over both the eastward and westward anomaly regions along the Gulf Stream path, there was no evidence of a significant decrease of the current’s annual mean speed in 2012; the overall mean anomaly was -1.2 cm s^-1 (westward) with a standard deviation of 13.1 cm s^-1. This is consistent with transport measurements of the Florida Current, which showed only a minute increase in its annual transport from the 2011 mean (see section 3h).

In the Gulf of Mexico, current anomalies suggest that the Loop Current was weaker or less stable in 2012 than in 2011, with a signature penetrating less far north into the Gulf than in 2011. As noted above, annual-averaged transport of the Florida Current did not change significantly, suggesting that increased variability in 2012 relative to 2011 caused the Loop Current to appear weaker in the 2012 mean. Altimetry-derived estimates of the Yucatan Current indicate that the mean annual transport during 2012 had an above-average value and was close to its largest historical mean of ~29 Sv (http://www.aoml.noaa.gov/phod/altimetry/cvar/yuc/transport.php).

The NBC, which sheds rings that carry waters from the Southern Hemisphere into the North Atlantic basin, exhibited an annual transport and ring shedding close to climatological (since 1993) values. Sea height anomalies in the region, which have generally increased since 2001, continued exhibiting values higher than average in 2012 (Fig. 3.20).

In the southwest Atlantic Ocean, the separation of the Confluence front from the continental shelf break continued to exhibit annual periodicity driven by wind stress curl variations (Goni and Wainer 2001). The annual mean position of the front in 2012 was 38.0°S, a shift to the north of approximately 0.5° latitude from its 2011 location, but still remaining south of its long-term climatological annual mean position of 37.5°S (c.f., Lumpkin and Garzoli 2010; Goni et al. 2011).

The meridional overturning circulation (MOC) is typically defined as the maximum of the zonally-integrated mass transport stream function. In the Atlantic Ocean the MOC is the large-scale circulation that transports warm near-surface water northward, thereby transferring heat to the atmosphere and returning southward as colder, denser, deeper water. The actual flows are more complicated than this simple description and for further details the reader should see previous *State of the Climate* reports (e.g., Baringer et al. 2011, 2012) or the recent reviews of Srokosz et al. (2012) or Lozier (2012).

The longest time series of a major ocean current contributing to the strength of the MOC is NOAA’s Florida Current (FC) data, which began continuous daily measurements in 1982. The full record (Fig. 3.21) shows substantial variability on all measured time scales (Meinen et al. 2010; Baringer and Larsen 2001). The 1982–2012 median transport of daily values is $32.0 \pm 0.27$ Sv (standard error of the mean based on an integral time scale of about 20 days) with a minimal downward trend of $-0.23 \pm 0.06$ Sv decade$^{-1}$ (90% confidence). In 2012 the annual median was $31.6 \pm 1.5$ Sv, with the annual mean transport slightly below the average since 2007 (Baringer et al. 2012). However, the 2012 median is within the middle 50% of all annual means. The 2012 daily values of FC transport do show some unusual periods. The daily FC transport values as compared to all previous years (Fig. 3.21, top) indicate that 2012 was unusual in that there were several low transport values (LTP) starting 27 October and ending 24 November. The lowest transport observed occurred on 28 October, reaching only 17.2 Sv. This low value is similar to the lowest transport recorded since 1982 (17.3 Sv on 3 October 1983). The 2012 LTP was preceded by the only high transport event during 2012 that exceeded the 95% confidence limits. This transport exceeded 38 Sv from 3 to 4 October. Low values in the October–November time frame are consistent with the average annual cycle of FC transport (e.g., Meinen et al. 2010). In the last week of October low values are consistent with the passage of Hurricane Sandy northward offshore of the US East Coast. Previous studies have shown that southerly along-shore wind stress can cause a reduction in FC strength, leading to increased sea level along the coast (e.g., Ezer et al. 2013; Sweet et al. 2009). Ezer et al. (2013) quantified this effect using...
a numerical model to show that a 1 Sv decrease in transport corresponds to a 1 cm increase in coastal sea level near these latitudes (see also Boon 2012; Sal-lenger et al. 2012; Ezer and Corlett 2012).

The only complete daily time series of basin-wide MOC strength at a particular latitude currently available is from the in situ mooring array, RAPID-MOC/MOCHA/WBTS (Fig. 3.22). This mooring array spans the Atlantic Ocean roughly along 26°N (Rayner et al. 2010; Kanzow et al. 2008a). The mean MOC transport centered on this low MOC event (1 April 2009–31 March 2010, referred to as 2009/10) was 12.7 Sv. After this 2009/10 low, the annual mean transport increased to 16.9 Sv in 2010/11, only slightly lower than the 2004–11 mean of 17.5 ± 1.6 Sv (± standard error of annual means). Although the mean transport for 2010/11 represents an increase, there is still a statistically significant (p=0.95) MOC minimum from 13 November–29 December 2010. This MOC minimum is preceded by three minima in low Florida Current transport occurring between 4 October and 10 December 2010 (Fig 3.22). Similar

to the December–March 2009/10 low MOC event, the November 2010–December 2011 low MOC appears most coincident with the unusual and significantly low Ekman transport compared to a mean of 3.2 Sv (2–29 December 2010). In December–March 2009/10, the slowing of the MOC (low FC and Ekman transports) was preceded by a weakening of the upper ocean southward flow east of 77°W (aka the interior transport, Fig. 3.22; 5 October–2 December, mean -11.1 Sv) and followed by a strengthening of the interior southward flow 29 January–6 February 2011. Wunsch and Heimbach (2013) estimate the frequency of occurrence of such monthly extremes to be 14 months in a 1992–2010 monthly transport time series that is assumed to represent a stationary Gaussian process. Overall, however, the interior transport was stronger southward in both 2009 and 2010 (hence contributing to the low MOC transport in those years). In these two years there was interesting phasing between anomalous interior, FC, and Ekman transport. It is the sum of these components that makes up the MOC at this latitude and therefore a clear understanding of this phasing is fundamental to the understanding of the physical mechanisms supporting MOC transport variability (McCarthy et al. 2012).

The North Atlantic MOC is also being monitored by somewhat less direct and complete time series at 41°N and 16°N (Fig. 3.23). Near 41°N, Willis and Fu (2008) developed a technique using Argo profiling floats combined with satellite altimetry and the ECCO2 state estimate (Menemenlis et al. 2005) to estimate the upper ocean circulation with the zonally and vertically integrated upper ocean flow representing the upper layer of the MOC. The 41°N time series shows a similar low MOC event slightly preceding the 26°N winter 2009 low MOC. Near 16°N, a mooring array of inverted echo sounders, current meters, and dynamic height moorings that measures the deep circulation across most of the basin has been in place since 2000 (Kanzow et al. 2008b). Interestingly, the 16°N time series has a high southward flow (hence a large MOC) in the winter of 2009 (13 December 2009–23 January 2010). The three-month low-pass filtering of these time series highlights the seasonal cycles found in all three. There are different phases for each, with 16°N having a maximum MOC in May–July, 26°N having a broad maximum in July–November (Kanzow et al. 2010), and 16°N having a maximum southward flow (and hence stronger MOC) in November–January. Using these time series, various authors have reported MOC trends ranging from

![Fig. 3.22. Daily estimates of the strength of the meridional overturning circulation (MOC; blue line) and its components, the Florida Current (FC; green), wind-driven Ekman transport (Ek; red) and the geostrophic interior (Int; black), as measured by the UK National Environmental Research Council Rapid Climate Change Program (RAPID-WATCH), the National Science Foundation’s Meridional Overturning and Heat transport Array proposal, and the NOAA Western Boundary Time Series project (WBTS). The interior volume transport estimate (accurate to 1 Sv, Cunningham et al. 2007) is based on the upper ocean transport from April 2004 to April 2011 (see also Rayner et al. 2010; Kanzow et al. 2010), with a 10-day low pass filter applied to the daily transport values. Annual means of the MOC transport starting 1 April of each year are shown in blue text (in Sv).](image-url)
The MOC is related to the meridional transport of heat (MHT) in the oceans, and the variability of MHT can impact heat storage, sea-level rise, and air-sea fluxes, and hence influence local climate on land. MHT has been inferred using the time series data at 41°N (Hobbs and Willis 2012) and 26°N (Johns et al. 2008). Near 41°N, the time series mean MHT is 0.50 ± 0.10 PW (1PW = 10^{15} W) and near 26°N is 1.26 ± 0.40 PW (Fig. 3.24). In the South Atlantic, MHT has been estimated using a combination of expendable bathythermograph (XBT) data and Argo profiling floats (Garzoli et al. 2012; Garzoli and Baringer 2007). The mean MHT near 35°S is 0.55 ± 0.3 PW (±1 standard deviation). Note that the mean MHT from the ECCO-PROD and SODA assimilating models are higher than those computed directly from observations at 41°N, lower near 26°N, and bracket the direct MHT estimates at 35°S. In a detailed intercomparison zero (Willis 2010 at 41°N) to a 10% decrease per decade (Send et al. 2011 at 16°N). Using the overlapping time period of these observations (1 April 2004–10 December 2010), the trend in MOC is -7.1 ± 5.7 Sv decade^{-1} at 41°N and -6.7 ± 5.9 Sv decade^{-1} at 26°N, suggesting a weakening MOC (barely significant at 95% confidence limits). However, at 16°N the deep southward flow is increasing, which is equivalent to an increase in the MOC at -7.7 ± 9.3 Sv decade^{-1} (not significantly different from zero at 95% confidence limits). Using the full time series from either 41°N or 16°N reduces the discrepancy largely by eliminating any significant MOC trend (-1.2 ± 1.7 Sv decade^{-1} at 41°N and 0.5 ± 0.4 Sv decade^{-1} at 16°N). Given the large variability in these short underlying time series and the low transport in the winter of 2009, it is difficult at the present time to determine unambiguously whether the large-scale low-frequency MOC circulation has a trend in the North Atlantic.

In the South Atlantic there is an ongoing estimation of the MOC using upper ocean measurements from expendable bathythermograph sections that measure the upper ocean temperature approximately every three months (Garzoli et al. 2012). The MOC estimate from that data along 35°S since 2002 has suggested no significant trend in the MOC (Dong et al. 2009).
examining the RAPID/MOCHA/WBTS array near 26°N with two climate models, Msadek et al. (2013) found that the low MHT in the models was due to an overly diffuse thermocline rather than a weak MOC. In terms of variability, the low MOC winter of 2009/10 corresponds to a low MHT near both 26°N and 41°N. Both models capture the 26°N event, but not the 41°N event. Near 35°S the assimilation estimates have a much larger MHT seasonal cycle than observations (and, surprisingly, have larger variability). More work is needed to understand the causes of the underlying differences between direct-observation-based and data-assimilating-model estimates of MHT/MOC.

Changes in the inventories of the coldest, deepest waters around the globe using oceanographic section data from the 1980s to present suggest a strong contraction of the coldest varieties of AABW (Fig. SB3.4; Purkey and Johnson 2012). Their results suggest that deep Southern Ocean waters with potential temperatures below 0°C are disappearing at a rate of over 8 Sv. At 35°S, the northward flow of bottom waters of southern origin is estimated to be slowing down by about 0.7 Sv decade⁻¹ from 1968 to 2005 in the Pacific and 0.4 Sv decade⁻¹ in the western Atlantic Ocean over the same time interval from a numerical model assimilating these data (Kouketsu et al. 2011). The same assimilation finds no change in the deep Indian Ocean, but oceanographic section data are sparser there since the completion of WOCE. While classic AABW (potential temperatures <0°C) is only found in the Argentine Basin of the western Atlantic at this latitude (Fig. SB3.4), the AABW influence is still strong in the bottom waters of all three oceans (Johnson 2008).

In the Northern Hemisphere, inverse model calculations in the Pacific using data from repeat hydrographic sections along 24°N suggest that the deep northern transport of waters of Southern Ocean origin lessened by 1.5 Sv between 1985 and 2005 (Kouketsu et al. 2009), consistent with results in the South Pacific. In the North Atlantic Ocean at 24°N, one analysis based on geostrophic calculations inferred a remarkable slowdown of northward flow of 4 Sv from four hydrographic sections occupied between 1981 and 2004 (Johnson et al. 2008); although another set of inverse estimates using different reference levels, integration areas, and data extrapolation into u-sampled areas found a slowdown of only 1.3 Sv over those same times, with a resurgence of 0.4 Sv between 2004 and

---

**SIDEBAR 3.2: SLOWDOWN OF THE LOWER, SOUTHERN LIMB OF THE MERIDIONAL OVERTURNING CIRCULATION IN RECENT DECADES—G. C. JOHNSON AND S. G. PURKEY**

The Atlantic Meridional Overturning Circulation (AMOC), fed by sinking of North Atlantic Deep Water (NADW), has been continuously monitored for possible changes in the subtropical North Atlantic since 2006 (see section 3h). Annual means of the measured transport of the AMOC range from 13 Sv to 20 Sv between 2006 and 2010 (McCarthy et al. 2012). However, the AMOC is only the upper northern limb of the global meridional overturning circulation (MOC; Lumpkin and Speer 2007). The lower southern limb of the MOC, fed by sinking of Antarctic Bottom Water (AABW), has a transport of similar magnitude (Lumpkin and Speer 2007). In fact, AABW fills more of the world oceans than NADW, including much of the Southern Ocean as well as the deep Indian, Pacific, and western South Atlantic Oceans (Johnson 2008).

There is growing evidence that this lower southern limb is changing over recent decades, including statistically significant warming of deep waters of Antarctic origin nearly globally since circa 1990 (Kouketsu et al. 2011; Purkey and Johnson 2010), as well as freshening of bottom waters near Antarctica in the Indian (Rintoul 2007) and Pacific (Swift and Orsi 2012) sectors of the Southern Ocean. While there is no equivalent of the subtropical North Atlantic AMOC observation system (see section 3h) for the lower southern limb of the meridional overturning circulation, many studies, summarized below, have inferred consistent, worldwide reductions in the strength of this limb by comparing various oceanographic section data from the Global Ship-Based Hydrographic Investigations Program (http://www.go-ship.org/) with data from earlier oceanographic sections occupied during the 1980s and 1990s as part of the World Ocean Circulation Experiment (WOCE) Hydrographic Program.

---

In terms of variability, the low MOC winter of 2009/10 corresponds to a low MHT near both 26°N and 41°N. Four aspects of sea level variability during 2012 are examined. First updated time series of global mean sea level (GMSL) as determined from satellite altimeter observations are considered. GMSL provides a measure of the temporal change in ocean volume, which is affected by changes in density and the net heat content of the ocean, and by the mass transfer of water between the continents and the oceans via land ice melt and shifting evaporation-precipitation patterns. Second, seasonal anomalies of regional sea level based on satellite altimetry and tide gauge observa-
tions are described. These patterns largely result from surface wind variations. Third, regional patterns in annual mean sea level for 2012 as well as between the 2012 and 2011 annual mean patterns are summarized. These maps reflect sea level changes over the course of the year due to climate phenomena such as El Niño–Southern Oscillation (ENSO), as well as longer-term decadal variations linked for example to climate indices such as the Pacific decadal oscillation (PDO) and the North Atlantic Oscillation (NAO). Finally, the highest daily sea level values observing during 2012 based on tide gauge data are examined, which provide information on storm patterns during 2012.

Data for this assessment were obtained from the multimission gridded sea surface height (SSH) altimeter product produced by Ssalto/Duacs and distributed by AVISO, with support from the Centre National d’Etudes Spatiales (CNES), and from the University of Hawaii Sea Level Center, with support from the NOAA Climate Observations Division. GMSL plots were obtained from the CU Sea Level Group of the University of Colorado. The thermosteric contribution to GMSL, as computed by Levitus et al. (2012), was obtained from the Ocean Climate Laboratory of the National Oceanographic Data Center, NOAA. The ocean mass contribution to GMSL, as computed

2010 from a fifth, recently occupied, section (Frajka-Williams et al. 2011). The magnitude of change in this latter analysis is more consistent with the magnitude of slowdowns estimated in the South Atlantic.

In summary, the coldest AABW around the Southern Ocean appears to be contracting at a rapid rate in recent decades. This densest water, topographically constrained, must mix with lighter waters above before it can spread northward into the Atlantic, Indian, and Pacific Oceans (Orsi et al. 1999). These constraints are consistent with an attenuated, but still measurable, lessening of northward flow in the South Pacific and western South Atlantic, apparently even detectable in the North Pacific and North Atlantic Oceans. Data to detect similar changes in the Indian Ocean are sparse, owing to logistical constraints imposed by Somali pirates.

Deep ocean changes like those summarized here are important to global heat uptake and sea-level rise budgets (Purkey and Johnson 2010). Accurate modeling of increases in deep ocean heat content is also central to improving predictions of future climate warming and sea-level rise (Kuhlbrodt and Gregory 2012). These findings argue for routine full-depth ocean observations throughout the world oceans beyond just repeat hydrographic sections, which are useful but sparse. One route toward that goal might be expanding the Argo array (see Sidebar 3.1) of autonomous profiling floats to full depth (Roemmich et al. 2009b).

Fig. SB3.4. Climatological (Gouretski and Koltermann 2004) thickness (m) of bottom waters of potential temperature colder than 0°C (colors) with deep basin average contraction rates (in Sv) for that isotherm (black numbers). Hydrographic sections (yellow lines) and deep basin boundaries (gray lines) used for the contraction rate estimates (from Purkey and Johnson 2012) are superimposed.
by Chambers et al. (2010), was obtained from the Satellite Oceanography Laboratory of the University of South Florida.

The 20-year GMSL record is constructed by combining TOPEX, Jason-1, and Jason-2 satellite altimeter SSH observations (Fig. 3.25a). The SSH data have been corrected for the inverse barometer effect as well as for changes in ocean volume associated with glacial isostatic adjustment (GIA). The positive linear trend in GMSL of $3.2 \pm 0.4$ mm yr$^{-1}$ during the altimetry record is due to the combined effect of increasing ocean heat content (thermosteric rise) and increasing ocean mass primarily resulting from melting of terrestrial ice (Fig. 3.25a). Linear trend values for GMSL, thermosteric, and ocean mass change over the span of each measurement (Fig. 3.25a) and are consistent within the errors for each trend value. Trends in GMSL are smaller during the shorter intervals spanning time series of the individual contributions, but the differences are not statistically significant as the error bars about each value overlap. During the 2005–12 period for which all three measurements are available, the ocean mass contribution to the trend is dominant and more than twice that of the thermosteric contribution. The sum of the trends in the two individual contributions closes the GMSL trend budget within the error.

In addition to the positive linear trend in GMSL, there are substantial residual variations about the trend. In particular, the SSH residual exhibited low values relative to the trend during 2010–11, with a return to high values in 2012. The detrended GMSL time series has been shown to correlate significantly with the multivariate ENSO index (MEI; Nerem et al. 2010), although the relationship is not linear and may vary from event to event due to other factors. The agreement between detrended GMSL and the MEI during 2010–11 (Fig. 3.25b) suggests the decrease in GMSL relative to the trend during this period was due to La Niña. The influence of ENSO on GMSL during La Niña occurs both through lower ocean heat content, as well as an increase in precipitation rates over land, which transfers ocean mass to the continents and leads to a short-term lowering of GMSL (Llovel et al. 2011). In the case of the 2010–11 La Niña, negative GMSL anomalies were almost entirely the result of ocean mass transfer to the continents (Boening et al. 2012), which is supported by the coincident decrease in ocean mass (Fig. 3.25a). In contrast, anomalies about the trend in the thermosteric contribution to GMSL are small during 2010–11.

Maps of regional sea level, averaged over three-month time spans, show the transition from La Niña dominant conditions at the beginning of the year, with high levels in the western tropical Pacific and eastern tropical Indian Oceans and low levels in the eastern Pacific and western Indian Oceans (Fig. 3.26a), to more ENSO-neutral conditions during the last quarter of 2012 (Fig. 3.26d). The early 2012 pattern represents the last stages of La Niña conditions that began in 2010. In the Indian Ocean, the La Niña-related high sea level anomaly along the west coast of Australia at the beginning of the year (Fig. 3.26a)
migrated westward as Rossby waves over the course of the year (Fig. 3.26b–d).

2012 began with the continuation of a positive NAO phase, which was reflected in negative sea level anomalies in the Mediterranean and positive anomalies in the Baltic Sea (Fig. 3.26a). The NAO index switched to negative values through the middle of the year with near-neutral conditions by the end of the year. Regional sea level patterns in the North Atlantic remained somewhat static throughout this period. Negative anomalies were noticeable in the South Atlantic for most of the year.

Annually-averaged sea level during 2012 reflects the La Niña pattern that dominated the tropical Pacific and Indian Oceans at the start of the year (Fig. 3.27a). The Pacific decadal oscillation (PDO) index was consistently negative throughout 2012, as it has been since mid-2010. The 2012 sea level field is characteristic of a negative PDO phase with low sea level anomalies along the eastern boundary that extend westward across the basin, particularly at low latitudes (Merrifield et al. 2012; Zhang and Church 2012). At midlatitudes in the North Pacific, high sea levels occurred associated with anomalous wind forcing in the Aleutian Low region. Over the Southern Ocean, a broad region of negative sea levels persisted west of the southern tip of South America. Annual sea levels were generally high in the tropical Indian Ocean. Sea level in the Atlantic Ocean was high north of the Gulf Stream extension and low south of this region.

The difference between the 2012 and 2011 annual means shows signs of the trade wind weakening in the Pacific associated with the waning La Niña and falling sea levels over much of the South Pacific convergence zone (SPCZ; Fig. 3.27b). A region of strong positive change in the Indian Ocean largely reflected a strong negative sea level anomaly in 2011 that was absent in 2012. Zonal bands of rising and falling sea level appeared in the Atlantic, which partly reflect wind changes associated with the switch from negative to positive NAO phase in 2011, and then back from positive to neutral in 2012.

The maximum daily-averaged sea level during 2012 at each tide gauge station, relative to the annual mean of that station, shows the general pattern of higher amplitude values in the mid- to high latitudes and weaker values in the tropics.

---

**Fig. 3.26.** Seasonal SSH anomalies for 2012 relative to the 1993–2012 baseline average, obtained using the multimission gridded sea surface height altimeter product produced by Ssalto/Duacs and distributed by AVISO, with support from CNES (http://www.aviso.oceanobs.com).

**Fig. 3.27.** (a) The 2012 annual mean SSH anomaly from the 1993–2012 baseline compared with the 2012 sea level anomaly computed from tide gauges (dots). (b) The difference between 2012 and 2011 annual means.
The historic context for the 2012 annual maxima is presented in terms of the return period/averaged recurrence interval (years), computed using a generalized extreme value fit for tide gauges with at least 30 years of records (Fig. 3.28b). The annual maxima at the majority of stations (75 of 79) correspond to return periods of less than 8 years, with 2 stations in the 12–16 year range (Pensacola, Florida, and Naha, Japan). The impact of Hurricane Sandy is clearly evident at two stations in the northeastern United States: Atlantic City, New Jersey, and Newport, Rhode Island. The annual maxima at these locations are 96 cm and 73 cm above the annual mean sea level, respectively, corresponding to return periods of 39 and 276 years. It is noted that these levels do not include the contribution of high tides during the storm. The Hurricane Sandy storm tide heights are discussed in detail in Peterson et al. 2013 (manuscript submitted to Bull. Amer. Meteor. Soc.).


1) **Sea-air carbon dioxide fluxes**

The large increase in surface carbon dioxide (CO$_2$) measurements and updated compilations are improving sea-air carbon dioxide flux estimates. A community-based effort under auspices of the International Ocean Carbon Coordination Project (IOCCP; http://www.ioccp.org) released its first data product in 2011, SOCAT version 1.4. The second release, SOCAT version 2.0, is scheduled for the summer of 2013. However, there are still delays with the availability of quality-controlled data streams, and surface sea-air CO$_2$ fluxes reported in the State of the Climate reports are a year behind.

The global ocean sea-air CO$_2$ flux estimate for 2011 is based on the approach described in Lee et al. (1998) and Park et al. (2006, 2010a,b). The monthly surface water CO$_2$ partial pressure (pCO$_{2SW}$) climatology on a 4° by 5° grid from Takahashi et al. (2009) is the basis to estimate interannual variability in sea-air CO$_2$ fluxes (http://www.ldeo.columbia.edu/res/pi/CO2/carbondioxide/pages/air_sea_flux_2009.html). Subannual relationships are determined between SST and pCO$_{2SW}$ from this climatology and used to calculate the monthly pCO$_{2SW}$ for the other years from the SST anomaly compared to the SST for reference year 2000. SST is the optimal interpolated NOAA SST product (http://www.cdc.noaa.gov/data/gridded/data.noaa.oisst.v2.html).

Following this approach the anthropogenic sea-air CO$_2$ flux estimate for 2011 using the CCMP winds is -1.95 Pg C yr$^{-1}$, while for the NCEP-II winds the value is -2.30 Pg C yr$^{-1}$. The difference in global fluxes is caused by the NCEP-II winds being systematically lower than the CCMP winds in the equatorial Pacific where the CO$_2$ flux is out of the ocean, and higher in the Southern Ocean where the CO$_2$ flux is into the ocean (Wallcraft et al. 2009).

The global ocean monthly average flux for 2011 and the anomaly from the 1982–2011 mean are shown in Fig. 3.29. The monthly trend and magnitude for 2011 is similar to the 30-year mean. On average, the global ocean CO$_2$ uptake in 2011 was about 9% less than the long-term mean, after removing the long-term trend.
The contemporary sea-air fluxes in June and December 2011, panels on the left in Fig. 3.30, show a pattern of effluxes in the tropical regions and net CO$_2$ uptake in mid- to high latitudes. The sinks at high northern latitudes in early summer are due to biological productivity while the sinks in the subtropical regions and subpolar Southern Ocean are caused by seasonal cooling. The patterns are similar for December 2011 except that the drivers switch, with the pCO$_2$ sinks in the Northern Hemisphere caused by seasonal cooling and the Southern Ocean sink being driven by biological productivity. The maximum influx in the Southern Ocean moves further south and is greatest in the Atlantic sector. The efflux in tropical regions is significantly greater in June than December. Upwelling in the equatorial Pacific is stronger in June, particularly in 2011 with the occurrence of the La Niña phase of ENSO. The high CO$_2$ effluxes in response to upwelling during the southwest monsoon in the Arabian Sea are also apparent in June.

Anomalies in sea-air fluxes are often related to large-scale climate reorganizations, with the ENSO being the most prominent. The multivariate ENSO index (MEI; http://www.esrl.noaa.gov/psd/enso/mei/table.html) shows that the first half of 2011 experienced strong La Niña conditions with the remainder of the year weak to neutral conditions (see Fig. 3.3). The La Niña caused enhanced outgassing in the equatorial Pacific as is observed in the anomaly maps. Other features of note are the positive anomalies in the Pacific sector of the Southern Ocean in June and to a lesser extent in December, which means that this sink region took up less CO$_2$ in 2011. This is attributed to a combination of SST anomalies in the region and higher winds. The higher outgassing in the equatorial Pacific, combined with the lower influx in the Southern Ocean, caused the net sea-air CO$_2$ flux for 2011 to be lower than the long-term mean.

2) Ocean carbon inventory
The U.S. CLIVAR/CO$_2$ Repeat Hydrography Program continues to provide new insights about the uptake and storage of carbon within the ocean interior. Two different data-based approaches for calculating anthropogenic carbon inventories exist: the ΔC* method (Gruber 1998; Sabine et al. 2002, 2004), and the transit time distribution (TTD) method (Waugh et al. 2006). These observations-based approaches use tracer information and assume steady state ocean circulation. The anthropogenic carbon inventories inferred from these different methods agree well with each other within the limits of their uncertainties. A recent compilation of
inventories of anthropogenic carbon ($C_{\text{ant}}$) from these methods combined with some model results indicate a global ocean inventory of $C_{\text{ant}}$ from 1750 to 2010 of 155 ± 26 PgC (Khatiwala et al. 2013).

The storage rate of $C_{\text{ant}}$ can also be assessed by calculating the change in concentration between two time periods. Regional observations of the storage rate are in general agreement with that expected from the increase in atmospheric CO$_2$ concentrations and with the tracer-based estimates (Fig. 3.31). However, there are significant spatial and temporal differences in the degree to which the inventory of $C_{\text{ant}}$ tracks change in the atmosphere. For example, the subpolar North Atlantic is an area with high variability in circulation and deep water formation, influencing the $C_{\text{ant}}$ inventory. Large differences in storage rates have been observed on decadal and subdecadal time scales (Wanninkhof et al. 2010; Khatiwala et al. 2013). Pérez et al. (2010) found that the $C_{\text{ant}}$ storage rate in the North Atlantic was dependent on the NAO, with highest $C_{\text{ant}}$ storage rates occurring during the positive phase of NAO and low storage rates during the negative phase of NAO. Ocean observations are insufficient to assess whether there has been a change in the rate of total (anthropogenic plus natural) carbon uptake by the global ocean. In the Pacific Ocean there are higher $C_{\text{ant}}$ storage rates in the South Pacific as compared with the North Pacific (Murata et al. 2007; Sabine et al. 2008). In the Indian Ocean the largest $C_{\text{ant}}$ storage rates are observed south of the equator where $C_{\text{ant}}$ increases to 1800 m have been observed (Murata et al. 2010; Álvarez et al. 2011).

3) **Anthropogenic ocean acidification**

Over the past two and a half centuries, the release of carbon dioxide (CO$_2$) from human industrial and agricultural activities has resulted in an increase in atmospheric CO$_2$ concentrations by about 110 ppm. During this period, the ocean has absorbed about 155 billion metric tons of carbon as CO$_2$ from the atmosphere, or about a quarter of the total carbon emissions. The pH (total scale) of surface waters ranges from 7.8 to 8.4 in the open ocean, so the ocean remains mildly basic (pH > 7) under present conditions (Caldeira and Wickett 2003; Orr et al. 2005; Feely et al. 2009). Ocean uptake of CO$_2$ results in a gradual decrease in the pH of seawater, a process commonly referred to as “ocean acidification” (Broecker and Clark 2001; Caldeira and Wickett 2003).

Monthly observations of oceanic pCO$_{2SW}$ and pH reflect changes in both the natural carbon cycle and the uptake of anthropogenic CO$_2$ from the atmosphere. Ocean time-series stations in the North Atlantic and North Pacific record decreasing pH (Fig. 3.32), with rates averaging about -0.0018 yr$^{-1}$. The pH changes in Southern Ocean surface waters are less certain because of the paucity of long-term time-series observations.

![Fig. 3.31. (Top) Maps of storage rate distribution of anthropogenic carbon (mol m$^{-2}$ yr$^{-1}$) for the three ocean basins (left to right: Atlantic, Pacific, and Indian Oceans) averaged over 1980–2005 estimated by the Green’s function approach (Khatiwala et al. 2009). (Bottom) Corresponding storage rates as observed from repeat hydrography cruises. Measurements for the Northern Hemisphere are drawn as solid lines, the tropics as dash-dotted lines, and dashed lines for the Southern Hemisphere; the color schemes refer to different studies. Estimates of uncertainties are shown as vertical bars with matching colors. The solid black line represents the basin average storage rate using the same Green function approach (Khatiwala et al. 2009). (Source: Khatiwala et al. 2013.)](image-url)
Recent models have suggested that waters that are undersaturated with respect to aragonite, a carbonate mineral, would shoal to depths affecting the Washington-Oregon-California continental shelf ecosystems over the next several decades (Hauri et al. 2009; Rykaczewski and Dunne 2010; Gruber et al. 2012; Hauri et al. 2013). Figure 3.33 shows the decrease in aragonite saturation levels as a function of atmospheric CO$_2$ concentrations for surface waters of the tropical, Southern, and Arctic Oceans, and the California Current system (Gruber et al. 2012). The subsurface waters of the California Current system (60-m–120-m depth) reach undersaturation at about the same atmospheric CO$_2$ concentration as the Arctic Ocean surface waters (~440 µatm). Under these conditions, more than half of the waters of the California Current system would be undersaturated year-round. These large-scale changes would have major implications for shellfish.

4) **Global ocean phytoplankton**—B. A. Franz, M. J. Behrenfeld, D. A. Siegel, and P. J. Werdell

Marine phytoplankton are responsible for roughly half the net primary production (NPP) on Earth, fixing atmospheric CO$_2$ into food that fuels global ocean ecosystems and drives the ocean’s biogeochemical cycles. Phytoplankton distributions are highly sensitive to environmental changes such as increased ocean temperatures that stratify the water column and prohibit the transfer of cold, nutrient rich waters.
to the upper ocean euphotic zone. The global distribution of phytoplankton populations is highly variable, thus requiring satellite observations to provide sufficient frequency and perspective to monitor changes. Satellite ocean color sensors such as Sea-viewing Wide Field-of-view Sensor (SeaWiFS; McClain 2009) and Moderate Resolution Imaging Spectroradiometer (MODIS; Esaias et al. 1998) retrieve the spectral distribution of visible solar radiation reflected upward from beneath the ocean surface. Spectral variations in ocean color (water-leaving reflectance) relate to changes in the phytoplankton pigment chlorophyll-\(a\) (Chl\(a\); mg m\(^{-3}\)), yielding a rough satellite-based proxy for phytoplankton abundance. Combined, SeaWiFS (1997–2010) and MODIS on Aqua (MODISA; 2002–present) provide a continuous 16-year record of global ocean color measurements, and the recently launched Visible and Infrared Imaging Radiometer Suite (VIIRS; 2011–present) is now under evaluation as a potential source for continuity of climate-quality Chl\(a\) data in the coming years (Turpie et al. 2012).

Annual mean Chl\(a\) from MODISA and VIIRS for 2012 were derived by NASA using consistent processing algorithms (OBPG 2013; Fig. 3.34). Chl\(a\) concentrations are spatially heterogeneous and range over three orders of magnitude, from <0.05 mg m\(^{-3}\) in central ocean gyres to >50 mg m\(^{-3}\) in nutrient-rich coastal and subpolar waters. Over the full range of deep-ocean values (>1-km depth), a significant correlation exists between the 2012 annual averages from MODISA and VIIRS in log\(_{10}\)(Chl\(a\)) (R\(^2\) = 0.96, p << 0.001), thus providing independent confirmation of the large-scale distribution.

Monthly climatological average Chl\(a\) values were calculated from nine years of MODISA measurements (2003–11) and subtracted from monthly values for each year (Fig. 3.35). As in previous State of the Climate reports (e.g., Siegel et al. 2012), the anomaly analyses indicate a general inverse correlation between chlorophyll and similarly-derived SST anomalies (not shown). A warming sea surface layer often associates with shallower mixing depths, reduced vertical nutrient transport, and higher average light levels in the mixed layer, which together drive decreases in chlorophyll concentration (Behrenfeld et al. 2006). In 2012, the large increases in Chl\(a\) in the tropical Pacific surrounding an equatorial decrease correspond to increased equatorial SST surrounded by cooler tropical waters. Likewise, decreased Chl\(a\) in the subtropical and increased Chl\(a\) in the eastern subarctic Atlantic correspond to an inverse pattern in SST. Chl\(a\) changes in the equatorial and subtropical Atlantic also follow a generally inverse relationship with SST changes. Also consistent with the earlier reports, the correspondence between chlorophyll and SST anomalies in 2012 breaks down in certain regions, particularly in the subtropical south Indian and eastern subarctic Pacific Oceans.

The black lines in Fig. 3.35 delineate the permanently stratified ocean (PSO), which extends latitudinally between approximately 40\(^\circ\)N and 40\(^\circ\)S, occupies ~74% of the global ocean surface area, maintains annual average surface temperatures >15\(^\circ\)C, and remains perpetually depleted in surface nutrients (Behrenfeld et al. 2006). Figure 3.36 shows the multimission record of monthly mean Chl\(a\) and monthly anomalies for the PSO, starting with the SeaWiFS mission and extending into the MODISA and VIIRS eras (OBPG 2013). Also shown is the multivariate ENSO index (MEI; Wolter and Timlin 1998), which partially explains the variability in phytoplankton NPP for the PSO for the first eight years of the SeaWiFS mission (Behrenfeld et al. 2006). With some exceptions, the MEI continues to track large-
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Fig. 3.35. Spatial distribution of summed monthly Chl\(a\) anomalies for (a) MODIS and (b) VIIRS, where monthly differences were derived relative to the 9-year monthly climatology of MODISA (2003–11), expressed as % difference relative to the climatology, and averaged over 2012. Panel (c) shows the difference between the MODISA and VIIRS anomaly images. Also shown in each panel is the location of the mean 15°C SST isotherm (black lines) delineates the permanently stratified ocean (PSO).

Fig. 3.36. Long-term (15-year) multimission record of Chl\(a\) averaged over the permanently stratified ocean for SeaWiFS (black), MODISA (blue), and VIIRS (red). (a) shows the independent record from each mission and (b) shows the monthly anomaly after subtraction of the monthly climatological mean (SeaWiFS relative to SeaWiFS climatology, MODISA and VIIRS relative to MODISA climatology). The gray region in (b) shows the averaged difference between SeaWiFS and MODISA over the common mission lifetime. Green diamonds show the Multivariate ENSO Index, inverted and scaled to match the range of the Chl\(a\) anomalies.

scale PSO temporal variability over the multimission Chl\(a\) record. A strong El Niño to La Niña transition occurred in 2010, with commensurate reduction in stratification of the tropical Pacific that is clearly reflected by a rapid increase in the Chl\(a\) anomaly trend (Fig. 3.35a,b). After 2010, correlation between PSO Chl\(a\) anomalies and MEI is less clear, but this deviation from the long-term pattern may be indicative of increased uncertainty in sensor calibration rather than a fundamental change in the functioning of the ocean biology-climate system.

Globally, for 2012, the MODISA and VIIRS Chl\(a\) anomalies exhibit a strong correspondence (Figs. 3.35a,b; \(R^2 = 0.66, p << 0.001\)), thus adding confirmation to the large-scale anomaly patterns; and the VIIRS Chl\(a\) record shows good agreement with MODISA for the PSO, with mean absolute difference in monthly anomalies of 2.4% (Fig. 3.36), suggesting that the consistently-processed VIIRS record may well be able to extend the Chl\(a\) time series at a level of quality consistent with MODISA. There are, however, significant regional differences in annual anomalies for the two missions (Fig. 3.35c) that provide an indication of uncertainty and raise questions about whether existing technologies will be able to accurately detect the subtle variations in ocean phytoplankton that may be associated with long-term climate change. The goal is to resolve long-term trends in Chl\(a\) anomalies with a precision approaching 0.1% per year (Siegel and Franz 2010; Siegel et al. 2013). When averaged over all deep-water locations, the annual Chl\(a\) anomalies for MODISA and VIIRS agree to within 1%, but with a standard deviation of ±30%. These relatively large regional differences are due in part to calibration errors that will likely be reduced in subsequent repro-
cessing: VIIRS is a new instrument and its calibration is not yet well understood, while MODISA is an aging instrument and its calibration is increasingly challenging (Turpie et al. 2012; Meister et al. 2012). However, both VIIRS and MODISA suffer from several design choices that reduce accuracy for ocean color science relative to SeaWiFS, including reduced spectral coverage in the green leading to degraded accuracy of Chl retrievals in coastal waters, lack of tilting capabilities that results in reduced sampling due to Sun glint contamination (specular reflection from the surface), and significant sensitivity to atmospheric polarization that increases complexity and uncertainty in modeling the atmospheric signal that dominates observed radiance and must be accurately removed to retrieve ocean color (e.g., McClain 2009; Werdell et al. 2009; Siegel and Franz 2010; National Research Council 2011).

In addition to the aforementioned technical challenges, there are more fundamental limitations in the interpretation of satellite ocean color data as a biological response to climate change. Key among these is the assumption that Chl is a good proxy for phytoplankton abundance (Siegel et al. 2013). Phytoplankton adjust their cellular chlorophyll content in response to environmental changes in light and nutrient availability. This physiological response can contribute an order of magnitude variability in Chl and is ultimately responsible for the monthly to interannual variations in PSO anomalies. As such, changes in the satellite time series (e.g., from 2011 to 2012) can be interpreted as either a reflection of physiological variability or as absolute abundance changes, and this ambiguity has major implications for the subsequent interpretation of ocean productivity time series. This is further complicated by limitations in our ability to separate optical signals of phytoplankton abundance from colored dissolved organic matter, which is simply assumed to covary in the traditional band-ratio algorithms employed here (e.g., Siegel et al. 2013). Fully resolving these issues and thereby increasing our scientific understanding of Earth’s biological response to climate change remains problematic with heritage ocean color sensors (such as MODISA and VIIRS). Moving forward will require advanced observational capabilities that expand the range of measurement wavelength (near-ultraviolet to near-infrared) and increase spectral resolution.

a. Overview—H. J. Diamond

From the standpoint of ENSO, the year began with well-coupled La Niña conditions which by March had dissipated and led to a period of ENSO-neutral conditions through May. From June through October, while a warming trend was favorable for the reemergence of El Niño conditions, this did not happen. In fact, the latter portion of the year was characterized by an abrupt cooling period which was unprecedented in the historical record, and the year ended with ENSO-neutral conditions.

Overall, global tropical cyclone (TC) activity during 2012 was below average with a total of 84 storms (the 1981–2010 global average is 89). However, the 2012 activity was higher than in the previous two seasons, which featured the lowest numbers of global TCs since the start of the satellite era (generally considered to have begun after 1970). Only the North Atlantic Basin experienced above-normal activity in 2012; all other basins were either at or below normal levels. Globally, only three TCs reached the Saffir-Simpson Category 5 intensity level, all occurring in the western North Pacific Basin. This tied with 2011 as the lowest global number of Category 5 storms recorded since the Dvorak intensity estimation method was introduced in the 1980s (Diamond 2012).

This chapter consists of seven sections: (1) ENSO and the Tropical Pacific; (2) tropical intraseasonal activity; (3) seasonal TC activity in the seven TC basins: the North Atlantic, Eastern North Pacific, Western North Pacific, North Indian and South Indian Oceans, Southwest Pacific, and Australia; (4) TC heat potential, which aids in summarizing the section for TCs from an ocean heat perspective; (5) Intertropical convergence zone behavior in the Pacific and Atlantic basins; (6) the Indian Ocean dipole; and (7) the Atlantic warm pool (AWP). The AWP section is new and replaces the Atlantic multidecadal oscillation (AMO) section, which was included in the BAMS State of the Climate in 2010 and 2011 (Diamond 2011, 2012). This complements some of the other work related to Atlantic hurricane activity, ENSO, the IOD, and the Madden-Julian Oscillation. Finally, a sidebar article detailing the unique and destructive nature of the Atlantic basin’s Hurricane Sandy is also included.

b. ENSO and the Tropical Pacific—M. Halpert, G. D. Bell, and M. L’Heureux

1) Oceanic Conditions

The El Niño-Southern Oscillation (ENSO) is a coupled ocean-atmosphere phenomenon over the tropical Pacific Ocean. Opposite warm and cool phases of ENSO, called El Niño and La Niña, respectively, are classified by NOAA’s Climate Prediction Center (CPC) using the Niño-3.4 index, which is based on the area-averaged sea surface temperature (SST) anomalies in the east-central equatorial Pacific (5°N–5°S, 170°W–120°W). The Oceanic Niño Index (ONI) is a three-month running average of the Niño-3.4 index and is used by NOAA to classify ENSO events historically.

A time series of the weekly Niño-3.4 index for 2012 shows that SSTs were below average during the Northern Hemisphere (NH) winter, with the largest negative values reaching -1.2°C during January (Fig. 4.1a). These below-average SSTs dissipated rapidly after January 2012, followed by a period of positive values beginning in May through November. The largest positive weekly values were observed during August and September and exceeded 0.75°C.

1 For historical purposes, the CPC classifies an El Niño (La Niña) episode when the ONI is greater- (less-) than or equal to +0.5°C (-0.5°C) for five consecutive overlapping seasons (as measured by the ERSST-v3b dataset; Smith et al. 2008); see http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml.

Fig. 4.1. Time series of (a) weekly SST anomalies (°C) in the Niño-3.4 region (5°N–5°S, 170°W–120°W) and (b) the Oceanic Niño Index (°C) from DJF 2010/11 through OND 2012. Values in (a) represent departures from the 1981–2010 weekly adjusted OI climatology (Smith and Reynolds 1998). Values in (b) are derived from the ERSST-v3b dataset (Smith et al. 2008).
A second rapid change in SST anomalies occurred in November as the anomalous warmth dissipated, and slightly below-average Niño-3.4 index values developed in December. A time series of the ONI shows that the NH winter of 2011/12 was the second consecutive such season with La Niña conditions, with index values peaking at -1.0°C (Fig. 4.1b).

The 2011/12 La Niña episode dissipated during February–April, as negative ONI values became warmer than -0.5°C. Additional warming led to ONI values exceeding the lower threshold for El Niño (values greater than +0.5°C) during the late NH summer and early fall for two consecutive overlapping seasons. However, there was no discernible atmospheric response to this warming, meaning that a fully-coupled El Niño never developed. ONI values then dropped below the +0.5°C threshold during October–December (OND) 2012. While there in fact may have been responses to this warming, they were just not those we typically associate with this situation.

Figure 4.2 shows the monthly evolution (out to 14 months) of the weekly Niño-3.4 index starting with all La Niña NH winters since 1950 (red lines) superimposed with 2012 (black line). It is evident that the abrupt, late year cooling after the NH summer and fall evolution toward El Niño conditions was unprecedented in the historical record. Most dynamical model forecasts at the time failed to predict this evolution, and instead favored the development of El Niño later in 2012. Those forecasts led to the issuance of El Niño watches from June until October 2012.

The spatial structure and seasonal evolution of the tropical Pacific SSTs and anomalies during 2012 are shown in Fig. 4.3. During December 2011–February 2012 (DJF), La Niña conditions were associated with an enhanced equatorial cold tongue that extended from the west coast of South America to the International Date Line2 (hereafter date line), and with a westward retraction in the area of warmest SSTs (>30°C) to the area just east of Papua New Guinea (Fig. 4.3a). The pattern of SST anomalies featured a canonical horse-shoe shape typical of La Niña, with negative anomalies cooler than -1.0°C extending across the central equatorial Pacific and positive anomalies evident in the western equatorial Pacific and portions of the western and central subtropical Pacific of both hemispheres (Fig. 4.3b).

ENSO-neutral conditions returned during March–May (MAM; ONI of -0.3°C) as SST anomalies weakened and returned to near average throughout the

---

2 The date line has no physical significance as it merely traverses around the Antimeridian at 180° longitude, but is still a useful and popularly used reference point for describing activity in the tropics.
tropical Pacific (Figs. 4.3c,d). Additional warming during June–August (JJA) led to above-average SSTs across the east-central and eastern equatorial Pacific, with departures exceeding +1.0°C in some locations (Figs. 4.3e,f). However, below-average SSTs persisted in the off-equatorial central and eastern North Pacific. For the September–November (SON) season, the positive SST anomalies in the eastern half of the equatorial Pacific weakened as the equatorial cold tongue returned to near-average strength (Fig. 4.3g), and only small regions with departures exceeding +0.5°C were evident for the season as a whole (Fig. 4.3h).

Consistent with this evolution, the subsurface temperature structure (from 50 m to 450 m) varied considerably during the year, reflecting La Niña early in the year, trending toward El Niño during the NH summer, and returning to near average during the NH fall (Fig. 4.4). In DJF, temperatures were 2°C–4°C below average from the surface to 150 m depth east of 160°W, and above average (anomalies exceeding +3°C) in the western Pacific between 100 m and 200 m depth (Fig. 4.4a). This overall anomaly pattern is typical of La Niña, and reflected a shallower (deeper) than average thermocline in the eastern (western) Pacific.

During MAM, subsurface temperatures returned to near average across the eastern half of the equatorial Pacific and the area of above-average temperatures largely persisted in the western half of the basin (Fig. 4.4b). This evolution reflects the transition to ENSO-neutral conditions and occurred partly in association with the downwelling phase of an equatorial oceanic Kelvin wave (see Fig. 4.8). The JJA season featured above-average subsurface temperatures in the eastern half of the Pacific, as the oceanic thermocline deepened in association with increasingly warm SST anomalies. However, these anomalies failed to further intensify during SON, as would be expected if El Niño were to develop, and instead subsurface temperatures returned to near average across the entire Pacific (Fig. 4.4d).

2) Atmospheric circulation: Tropics

During DJF, La Niña featured a strong coupling between the ocean and the overlying atmospheric circulation. For example, convection was strongly suppressed over the central equatorial Pacific and enhanced over Indonesia (Figs. 4.5a, 4.6a). Enhanced lower level (850-hPa) easterly winds and enhanced upper level (200-hPa) westerly winds across the central Pacific reflects an increased strength of the equatorial Walker circulation, as is characteristic of La Niña. The upper-level wind pattern also featured an anomalous cyclonic couplet centered in the subtropics of both hemispheres flanking the region of suppressed convection, which is consistent with a suppressed Hadley circulation over the central Pacific and is also typical of La Niña.

Although equatorial Pacific Ocean temperatures returned to near average during MAM, many aspects of the tropical atmospheric circulation retained their La Niña characteristics, but with lesser intensity. For example, convection in the central tropical Pacific remained suppressed just north of the equator, while convection over the Maritime continent was enhanced (Figs. 4.5b, 4.6b). In addition, the enhanced lower-level easterlies (Fig. 4.5b) and upper-level westerlies (Fig. 4.6b) persisted across the central tropical Pacific, but with reduced strength.
Atmospheric conditions even retained some weak La Niña characteristics during JJA, despite the apparent SST evolution toward El Niño (Figs. 4.1, 4.3e). These conditions included slightly enhanced convection over the far western Pacific and suppressed convection over the central Pacific north of the equator (Figs. 4.5c, 4.6c). They also included a continuation of the tropical wind anomalies noted previously (Figs. 4.5c, 4.6c). These conditions finally dissipated during SON (Figs. 4.5d, 4.6d).

In the extratropics, the circulation during DJF over the NH was not particularly consistent with La Niña, but rather with the positive phase of the Arctic Oscillation (AO), with below-average heights at high latitudes and above-average height in the midlatitudes (Fig. Appendix 1.2). The positive phase of the AAO is known to be consistent with La Niña (L’Heureux and Thompson 2006).

During MAM, the 500-hPa circulation over the Pacific-North American (PNA) sector featured above-average heights over the central Pacific, below-average heights in the Gulf of Alaska, and above-average heights in the central and eastern United States (Fig Appendix 1.4). This pattern reflects the negative phase of the PNA teleconnection pattern, and is often observed in association with La Niña.

3) Temperature and precipitation impacts

During DJF, the precipitation patterns typically associated with La Niña (Ropelewski and Halpert 1989; http://www.cpc.ncep.noaa.gov/products/precip/CWlink/ENSO/regressions) were observed over many parts of the world. These included below-average precipitation over the equatorial western and central Pacific Ocean, much of the southern tier of the
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contiguous United States, equatorial eastern Africa, and southeastern South America. Above-average precipitation was observed over much of Australia, Indonesia, the Philippines, southern Africa, and Southeast Asia during MAM, but most of the La Niña impacts observed during DJF faded during MAM.

La Niña-related temperature impacts during DJF included cooler-than-average conditions over southeastern Australia, the west coast of South America, Japan, central and western Alaska, and along the Pacific Northwest coast of the United States. During DJF, warmer-than-average conditions across most of the United States and Europe were influenced by the positive phase of the AO/North Atlantic Oscillation. Temperatures during MAM remained below average in Alaska and along the Pacific Northwest coast and became cooler than average in northwestern Australia, but much of the rest of the globe experienced a warmer-than-average MAM.

c. Tropical intraseasonal activity—J. Gottschalck and G. D. Bell

The Madden-Julian Oscillation (MJO; Madden and Julian 1971, 1972, 1994; Zhang 2005) is a leading climate mode of tropical convective variability that occurs on intraseasonal timescales. The convective anomalies associated with the MJO often have the same spatial scale as ENSO, but differ in that they exhibit a distinct eastward propagation and generally traverse the globe in 30–60 days. The MJO can strongly affect the tropical and extratropical atmospheric circulation patterns, and may produce ENSO-like anomalies (Knutson and Weickmann 1987; Kiladis and Weickmann 1992; Mo and Kousky 1993; Kousky and Kayano 1994; Kayano and Kousky 1999; Cassou 2008; H. Lin et al. 2009; Riddle et al. 2012). The MJO is often quite variable in a given year, with periods of moderate-to-strong activity sometimes followed by little or no activity. Overall, the MJO tends to be most active during neutral and weak ENSO periods, and is often absent during strong El Niño events (Hendon et al. 1999; Zhang and Gottschalck 2002; Zhang 2005).

The MJO is seen by continuous eastward propagation of 200-hPa velocity potential anomalies around the globe. A time-longitude section of this parameter shows three main MJO episodes during 2012 (Fig. 4.7). These include: (1) a strong and long-lived episode from late January to mid-April (MJO #1); (2) a moderate-strength, long-lived episode during June–August (MJO #2); and (3) a short-lived episode during October and early November (MJO #3).
d. Tropical cyclones

1) Overview—H. J. Diamond and A. Sánchez-Lugo

The International Best Track Archive for Climate Stewardship (IBTrACS) comprises historical tropical cyclone (TC) best-track data from numerous sources around the globe, including all of the World Meteorological Organization (WMO) Regional Specialized
Meteorological Centers (RSMC; Knapp et al. 2010). To date, IBTrACS represents the most complete compilation of TC data and offers a unique opportunity to revisit the global climatology of TCs. Using IBTrACS data (Schreck et al. 2012), a 30-year average value for storms (from WMO-based RSMC numbers) is noted for each basin.

The global tallying of total TC numbers is challenging and involves more than simply adding up basin totals because some storms cross basin boundaries, some basins overlap, and multiple agencies are involved in tracking and forecasting TCs. Compiling the activity over all seven TC basins, the 2012 season (2011/12 in the Southern Hemisphere) had 84 named storms (wind speeds \(\geq 34 \text{ kts or } 18 \text{ m s}^{-1}\)), which is below the 1981–2010 average of 89. However, the 2012 total was higher than the previous two seasons, with 2010 having the lowest number of global named storms since the start of the satellite era. The 2012 season also featured 41 hurricanes/typhoons/cyclones (HTC; wind speeds \(\geq 64 \text{ kts or } 33 \text{ m s}^{-1}\)), which is below the 1981–2010 average of 44 HTCs (Knapp et al. 2010). Of these, 19 (which is the global average) reached major HTC status (wind speeds \(\geq 96 \text{ kts or } 49 \text{ m s}^{-1}\); WMO 2013).

There were only three Category 5 systems during the year [Samba, Bopha (named Pablo in the Philippines region), and Jelawat—all in the western North Pacific], which ties with 2011 as the all-time low number during the satellite era. However, there were there were several Category 3 and 4 intensity-level systems which had major impacts: (1) Sandy in the North Atlantic; (2) Bud and Paul in the Eastern North Pacific; (3) Guchol in the Western North Pacific; (4) Giovanna and Funso in the South Indian Ocean; (5) Jasmine in the Southwest Pacific; and (6) Lua in the Australian region.

The only basin with above-normal activity in 2012 was the North Atlantic, which featured the most well-publicized and destructive storm of the year, Sandy. The nature and climatology of Sandy was unique and Sidebar 4.1 is included to better document this event. Conversely, the South Indian, North Indian, and Southwest Pacific basins experienced well-below-normal TC seasons.

2) **Atlantic Basin**—G. D. Bell, S. B. Goldenberg, C. W. Landsea, E. S. Blake, T. B. Kimberlain, J. Schemm, and R. J. Pasch

(i) **2012 Seasonal activity**

The 2012 Atlantic hurricane season produced 19 tropical storms (TS), of which 10 became hurricanes and 2 became major hurricanes. The 30-year IBTrACS seasonal averages are 11.8 tropical storms, 6.4 hurricanes, and 2.7 major hurricanes. The seasonal accumulated cyclone energy (ACE) value (Bell et al. 2000) was 132.6 \(\times 10^4 \text{ kt}^2\), which corresponds to 144% of the 1981–2010 median (Fig. 4.9). This value is the 19th highest since 1950, and the 11th highest in the last 30 years. This level of activity, combined with above-average numbers of named storms and hurricanes, satisfies NOAA’s criteria for an above-normal season (see http://www.cpc.ncep.noaa.gov/products/outlooks/background_information.shtml). The 1981–2010 seasonal averages are 12 named storms, 6 hurricanes, and 3 major hurricanes.

This year marks the 13th above-normal season since the current high activity era for Atlantic hurricanes began in 1995 (Landsea et al. 1998; Goldenberg et al. 2001). During 1995–2012, 13 (72%) seasons have been classified as above normal with eight (44%) being hyperactive (ACE exceeding 165% of the median), and only two seasons (11%) classified as below normal. These high levels of activity contrast sharply with the recent low-activity era of 1971–94, when 12 (50%) seasons were below normal, and only three (12.5%) were above normal with none being hyperactive.

![Fig. 4.9. NOAA’s ACE index expressed as percent of the 1981–2010 median value. ACE is calculated by summing the squares of the six-hourly maximum sustained wind speed (knots) for all periods while the storm is at least TS strength. Pink, yellow, and blue shadings correspond to NOAA’s classifications for above-, near-, and below-normal seasons, respectively. The 165% threshold for a hyperactive season is indicated. Vertical brown lines separate high- and low-activity eras.](image-url)
(ii) Storm tracks

August–October (ASO) is typically the peak period of the season, and all but four named storms (including one hurricane) during 2012 formed in ASO. During above-normal seasons, much of the ASO activity is linked to storms that first develop in the main development region (MDR, green boxed region in Fig. 4.10, which encompasses the tropical Atlantic Ocean and Caribbean Sea between 9.5°N and 21.5°N; Goldenberg et al. 2001).

During ASO 2012, nine tropical storms formed within the MDR (Fig. 4.10, brown lines), with six becoming hurricanes and one becoming a major hurricane (Sandy; http://www.nhc.noaa.gov/data/tcr/AL182012_Sandy.pdf). These storms accounted for 67% of the seasonal ACE value. Three of these hurricanes made landfall at hurricane strength, including Ernesto (Yucatan Peninsula), Isaac (Louisiana), and Sandy (Jamaica, Cuba as a major hurricane, and New Jersey3). This high level of MDR activity was related in part to weak vertical wind shear (Fig. 4.10, green shading) and above-average SSTs (Fig. 4.11a) across much of that region. These conditions are consistent with the ongoing high-activity era for Atlantic hurricanes (Goldenberg et al. 2001; Bell and Chelliah 2006; Bell et al. 2011, 2012).

When Sandy made landfall near Brigantine, NJ, it was a post-tropical cyclone.

Also during 2012, two named storms formed over the Gulf of Mexico. Debby made landfall in Florida as a tropical storm and Helene made landfall in Mexico as a tropical depression. (Helene actually first developed in the MDR over the central Atlantic, dissipated, and then reformed over the Gulf of Mexico.)

Eight named storms (four tropical storms and four hurricanes, with one becoming Major Hurricane Michael) formed north of the MDR over the open North Atlantic, and remained at sea throughout their life cycle. Michael was only the fifth major hurricane in the satellite era to develop from a disturbance of non-tropical origin (http://www.nhc.noaa.gov/data/tcr/AL132012_Michael.pdf).

Sandy became a Category 3 storm with maximum sustained winds of 100 kt (51 m s\(^{-1}\)) as it made landfall in eastern Cuba before quickly weakening to a Category 1 hurricane while moving through the central and northwestern Bahamas, only to reach a secondary peak intensity with maximum sustained winds of 85 kt (44 m s\(^{-1}\)) while it turned northwestward toward the mid-Atlantic region of the United States. On average, three to four named storms form in the southwestern Caribbean region per season, and roughly two become hurricanes.

The increased 2012 activity north of the MDR reflected a strong mid- and upper-level ridge across the subtropical North Atlantic, along with an extensive region of weak vertical wind shear (Fig. 4.10). These conditions were part of a larger-scale anomalous wave pattern that featured amplified troughs over the eastern US and the eastern North Atlantic. A similar eastern US trough, along with its associated strong southwesterly steering flow over the western North Atlantic, was also evident during ASO 2010 and ASO 2011 (Bell et al. 2011, 2012). In all three years, these conditions contributed to a large number of named storms that stayed well east of North America (Blake et al. 2011).

(iii) Atlantic sea surface temperatures

Sea surface temperatures in the MDR were above average during ASO 2012, with the largest departures (between +0.5°C and +1.0°C) observed across the north-central and northeastern MDR (Fig. 4.11a). The mean SST departure within the MDR was +0.41°C (Fig. 4.11b), which is 0.40°C warmer than the average departure for the entire global tropics (Fig. 4.11c).

This anomalous warmth compared to the remainder of the global tropics has been present since 1995 in association with the warm phase of the Atlantic multidecadal oscillation (AMO; Enfield and Mestas-
Consistent with this ongoing multidecadal signal, the atmospheric circulation during ASO 2012 again featured an interrelated set of conditions known to be exceptionally conducive for tropical cyclone formation and intensification within the MDR (Landsea et al. 1998; Goldenberg and Shapiro 1996; Goldenberg et al. 2001; Bell and Chelliah 2006; Kossin and Vimont 2007; Bell et al. 2012). Similar ASO conditions have been present throughout the period 1995–2011, and a yearly archive of these conditions is shown in previous State of the Climate reports.

In the lower atmosphere, the MDR conditions conducive for cyclogenesis during ASO included weaker trade winds, a deep layer of anomalous cross-equatorial flow, and below-average heights/sea level pressure (Fig. 4.12a). Across the tropical Atlantic and sub-Saharan Africa, the low-level westerly anomalies extended above 700-hPa, the approximate level of the African easterly jet (AEJ; Fig. 4.12b), and were associated with an anomalous northward shift of the AEJ core (thick black arrow).

As a result, the bulk of the African easterly wave energy (Reed et al. 1977) during ASO was often centered well within the MDR. The AEJ also featured increased cyclonic shear along its equatorward flank (red shading), which dynamically favors stronger easterly waves. These conditions have generally prevailed since 1995 and are opposite to those seen during the low activity era of 1971–94 (Figs. 4.12c,d).

Also during ASO 2012, enhanced upper-level ridges spanned the subtropical Atlantic and Africa in both hemispheres (Fig. 4.13a). This interhemispheric symmetry is consistent with an enhanced West African monsoon system (Fig. 4.13b), both of which are prominent features of the current high activity era.

In addition to weaker trade winds, these conditions contributed to anomalous upper-level easterly flow across the MDR. The result was weak vertical wind shear (less than 8 m s\(^{-1}\)) across the southern MDR (Fig. 4.10), with the most anomalously weak shear located over the central tropical Atlantic and eastern Caribbean Sea (Fig. 4.14a). These conditions were part of a larger-scale pattern that included increased shear over both the eastern equatorial Atlantic and the eastern tropical North Pacific (blue shading), which is also typical of other above-normal seasons since 1995 (Bell and Chelliah 2006; Bell et al. 2011).

The question then arises as to why there was so little major hurricane activity in 2012. Only two six-hourly periods were observed with storms at major hurricane strength this year, which corresponds to

(iv) Atmospheric circulation

The sharp transition in 1995 to the current high activity era reflects a phase change in the AMO and in the corresponding tropical multidecadal signal (Goldenberg et al. 2001; Bell and Chelliah 2006; Bell et al. 2007). This signal links atmospheric variability across the central and eastern MDR to multidecadal fluctuations in the AMO and the strength of the West African monsoon.
This value is the lowest since 1995, and is even lower than for 79% of the years during the recent low-activity era (1971–94). Some reasons for this low major hurricane activities are evident. First, many storms remained over the central North Atlantic in an area of relatively cool SSTs throughout their life. Second, of the five named storms that moved over the Caribbean Sea, two became hurricanes (Ernesto and Sandy) and both of these made landfall shortly thereafter.

This minimal hurricane and major hurricane activity over the Caribbean Sea was partly related to exceptionally dry air during July–October, which can be linked to anomalous northerly low-level winds (Fig. 4.15a). This observation is consistent with the strong historical relationship between these parameters (Fig. 4.15b). Conditions over the Caribbean Sea were especially non-conducive to major hurricane formation during September, in response to a nearly complete disappearance of the normal ascending motion (Fig. 4.15c, negative values) that led to record anomalies of descending motion throughout the lower and mid-troposphere (not shown; see also Klotzbach and Gray 2012). A time-longitude section of velocity potential (Fig. 4.7) shows that this anomalous sinking motion was related to a quasi-stationary intraseasonal fluctuation characterized by anomalous ascending motion near the date line and anomalous descending motion across the central tropical Atlantic and Caribbean Sea.

The full analysis indicates that all of the key interrelated features of the active Atlantic phase of the tropical multidecadal signal were again present during 2012 (Figs. 4.11–4.14). Therefore, there was neither an apparent weakening of the conditions conducive for cyclogenesis that have prevailed since 1995, nor is there any evidence to suggest that the current high-activity era for Atlantic hurricane activity might be ending soon.

4The measure “major hurricane days”, also known as “intense hurricane days” (Gray et al. 1993), is the sum of all of the six-hourly periods that storms were at major hurricane status, with each period counting as 0.25 major hurricane days.
3) **Eastern North Pacific Basin**—M. C. Kruk, C. J. Schreck, and R. Tanabe

(i) **Seasonal activity**

The Eastern North Pacific (ENP) Basin is officially split into two separate regions for the issuance of warnings and advisories by NOAA's National Weather Service. NOAA’s National Hurricane Center is responsible for issuing warnings in the eastern part of the basin that extends from the Pacific Coast of North America to 140°W, while NOAA’s Central Pacific Hurricane Center in Honolulu, Hawaii, is responsible for issuing warnings in the Central North Pacific region between 140°W and the date line. In this section, analysis summarizing the TC activity in both warning areas will be presented using combined statistics, along with information specifically addressing the observed activity and impacts in the Central North Pacific (CNP) region.

The ENP hurricane season officially spans from 15 May to 30 November, although storms can develop outside the official season, especially during El Niño. Hurricane and TC activity in the eastern area of the basin typically peak in September, while in the Central Pacific TC activity normally reaches its seasonal peak in August (Blake et al. 2009).

A near-normal number of 17 tropical cyclones formed in the ENP during 2012, with a distribution of 10 hurricanes and 7 tropical storms. Five of the ten hurricanes were major hurricanes. For the second consecutive year, no storms formed in the CNP (Fig. 4.16). The 1981–2010 IBTrACS seasonal averages for the basin are 16.5 tropical storms, 8.9 hurricanes, and 4.3 major hurricanes. While the 2012 numbers are near or above average, there is a skew to their distribution, with six hurricanes occurring before 15 August, including the strongest storm of the season, Major Hurricane Emilia (7–15 July). Despite the large fraction of strong storms, the ACE index for 2012 indicates the storms were all short-lived, with a seasonal value of only 95.2 × 10^4 kT^2 (Fig. 4.16), which is below the 1981–2010 mean of 137.0 × 10^4 kT^2 (Bell et al. 2000; Bell and Chelliah 2006).

(ii) **Environmental influences on the 2012 season**

Figure 4.17 illustrates the background conditions for TC activity in the ENP during 2012. Consistent with the marginal El Niño conditions, weak warm SST anomalies were observed near the equator and along the Cen-
Eastern North Pacific TC activity was strongly influenced by the MJO during the 2012 season (Maloney and Hartmann 2001; Aiyyer and Molinari 2008; Slade and Maloney 2013), and recent studies have also found a greater role for convectively coupled Kelvin waves in modulating tropical cyclogenesis (Schreck and Molinari 2011; Ventrice et al. 2012a,b). Figure 4.18
employs outgoing longwave radiation (OLR) data to examine the evolution of convection during the 2012 ENP hurricane season. Following Kiladis et al. (2005, 2009), the black contours identify the MJO-filtered anomalies, while the green contours are filtered for Kelvin waves. Easterly waves are also apparent in the unfiltered anomalies (shading) as westward moving features, such as those leading up to Tropical Storms Hector and John.

The MJO is thought to have played a role in the formation of Hurricane Gilma and Tropical Storm Hector during August and for both Tropical Storm Olivia and Major Hurricane Paul in October. The MJO often transitions to a Kelvin-like structure as it traverses the Pacific (Straub et al. 2006; Sobel and Kim 2012). Such a transition could explain the Kelvin wave that coincided with Tropical Storm Olivia’s genesis. In contrast, Hurricane Lane developed in association with a Kelvin wave that did not stem from the larger MJO envelope.

(iii) TC impacts

During the 2012 season, 5 of the 17 tropical storms had direct impacts on the western coast of Mexico and Baja Peninsula. The first was Major Hurricane Bud (21–26 May), which had maximum sustained winds of 100 kt (51 m s⁻¹) and a minimum central pressure of 960 hPa. Bud impacted western Mexico as a strong Saffir-Simpson Category 2 hurricane, but impacts were rather minimal.

Nearly a month later, from 14 to 17 June, Hurricane Carlotta developed and was the easternmost storm in the basin this season, with maximum sustained winds at peak intensity near 90 kt (46 m s⁻¹) and a mean central pressure of 973 hPa. The satellite representation of Carlotta (not shown) indicated a classic hurricane with a clearly visible eye on 15 June. By late in the day on the 15th, Carlotta made landfall near Puerto Escondido, Oaxaca. The storm resulted in approximately seven fatalities (see http://www.thejakartapost.com/news/2012/06/16/hurricane-carlotta-makes-landfall-mexico.html). The hurricane also caused widespread power outages, roof collapses, and small landslides. In San Juan Bautista, Tuxtepec, over 350 mm of rain fell from Carlotta.

The next storm to impact the western Mexican coastline was Hurricane Fabio (12–18 July), which had peak winds of 90 kt (46 m s⁻¹) and a mean central pressure of 966 hPa. Fabio developed rapidly, growing from a tropical depression to a Category 1 hurricane in just 24 hours. As quickly as the storm intensified, it weakened as it began to ingest dry air and eventually lost its hurricane characteristics as it drifted over the Baja Peninsula; few, if any, impacts were reported.

The 14th named storm of the season, Tropical Storm Norman, lasted from 28 to 29 September and although it never intensified above tropical storm status, it brought stormy weather to Cabo San Lucas and record rainfall to Texas. Extremely heavy rainfall was the primary impact from Norman, with precipitation ranging from 200 mm to 500 mm of rainfall across the areas of Colima, Jalisco, Nayarit, Sinaloa, Durango, and Zacatecas in Mexico. Coastal ports were also closed due to wave heights of 4 m–6 m.

Finally, Major Hurricane Paul was a mid- to late-season storm, occurring 13–17 October, and was the last storm to impact Mexico during the season. Paul was also the fifth major hurricane of the season, but the only one to affect land areas. Winds peaked at 105 kt (54 m s⁻¹), and a mean central pressure of 960 hPa was observed. Paul moved northward toward the Baja California peninsula as it rounded a deep-layer ridge to its east. It encountered enhanced vertical southwesterly shear as it approached land, and weakened to minimal hurricane status. Paul’s close brush to the Baja Peninsula caused numerous power and water outages and damage to local infrastructure. Paul was
also blamed for landslides and damage to roads in the city of La Paz.

4) Western North Pacific Basin—S. J. Camargo

The TC season in the western North Pacific (WNP) for 2012 was either slightly below normal or near normal, depending on the measure and source of TC activity considered. According to the Joint Typhoon Warning Center (JTWC) there were a total of 27 TCs, which is equal to the 25th percentile of the climatological distribution. Twenty-five became tropical storms, sixteen of which became typhoons, and four became super typhoons, as noted in Fig. 4.19a. The Regional Specialized Meteorological Center, Tokyo, operated by the Japan Meteorological Agency (JMA), compiled tracks for a total of 25 TCs (below the median JMA climatological distribution of 27), with 3 tropical storms, 8 noted as severe tropical storms, and 14 typhoons. The climatological average numbers of TCs (1951–76) or tropical storms, severe tropical storms and typhoons (1977–2012) according to JMA are depicted in Fig. 4.19b. The 30-year (1981–2010) IBTrACS seasonal averages for the basin are 25.9 tropical storms, 16.6 typhoons, and 8.8 major typhoons.

The 2012 season started in February with Tropical Depression 01W, followed in March by Tropical Storm Pakhar. Typhoon Sanvu formed in mid-May and Typhoon Mawar at the end of May. Three TCs had genesis in June: Typhoon Guichol, and Tropical Storms Talim and Doksuri, with Guichol reaching super typhoon intensity, a rare occurrence in June.

---

5 It is well known that there are many differences between the JMA and JTWC datasets and the reasons have been discussed in the literature (e.g., Wu et al. 2006; Nakazawa and Hoshino 2009; Song et al. 2010; Ying et al. 2011; Kang and Elsner 2012; Yu et al. 2012).

6 In this analysis, if a storm forms in the last two days of a month, and lasts at least two days into the following month, it is counted for the following month. This was the case in 2012 for Tropical Storm Mawar (formed on 31 May), as well as for Tropical Storms Maliksi and Gaemi (both formed on 29 September).
Four TCs were active in July: Tropical Storm Khunnun, and Typhoons Vicente, Saola, and Damrey. The basin was most active in August and October with five storms per month: Typhoons Haikui, Kai-tak, Tembin, and Bolaven and Tropical Storm Kirogi occurred in August, while Typhoons Prapiroon and Son-Tinh, and Tropical Storms Maliksi, Gaemi, and Maria occurred in October. The two most intense TCs of the season formed in September: Super Typhoons Sanba and Jelawat; Tropical Storm Ewiniar, was also a September storm. The final typhoon of the season, Bopha, and Tropical Depression 25W occurred during November. The season concluded in December with Tropical Storm Wukong.

As noted in Fig. 4.19c, the cumulative number of tropical storms, typhoons, and super typhoons in 2012 was close to the climatological median. Climatologically, June was an active month with four TCs (Fig. 4.19d; the maximum number of TCs in June in the historical record is five and occurred in 2004). In contrast, the number of named storms and typhoons in September and November was in the bottom quartile of the climatological distribution (Figs. 4.19d,e). The number of typhoons was above normal from May to August and below normal in the rest of the season (Fig. 4.19e). In contrast, the four super typhoons occurred throughout the season, with one in May, two in September, and one in November (Fig. 4.19f); overall 23% of typhoons reached super typhoon intensity.

The total seasonal ACE value was close to the climatological median (Fig. 4.20a). The bulk of the seasonal ACE occurred in the months of June, August, and September. Due to the occurrence of Super Typhoon Guchol, the ACE for the month of June was in the top decile of the climatological and historical distributions (Fig. 4.19d,e). The number of typhoons was above normal from May to August and below normal in the rest of the season (Fig. 4.19e). In contrast, the four super typhoons occurred throughout the season, with one in May, two in September, and one in November (Fig. 4.19f); overall 23% of typhoons reached super typhoon intensity.

The mean cyclogenesis area in 2012 was centered at 15.5°N, 134.7°E, which is shifted northwestward of the climatological mean position of 13.1°N, 142.8°E. The mean track position (centered at 21.1°N, 128.9°E), was also shifted northwestward of the mean climatological track position (centered at 19.4°N, 133.7°E). This northwestward shift is typical of La Niña years; however, the La Niña 2011/12 event dissipated by April 2012 and ENSO-neutral conditions were essentially present for the rest of 2012. There were 18 storms that made landfall in 2012, equal to the 1951–2010 climatological 75th percentile (median is 15). Three systems made landfall as tropical depressions (median is three), eleven made landfall as tropical storms (median is six), two made landfall as typhoons with Categories 1-2 (median is four), and two as major

**Fig. 4.20. (a) ACE index per year in the WNP for 1945–2012. The solid green line indicates the median for 1971–2010, and the dashed lines show the climatological 25th and 75th percentiles. (b) ACE index per month in 2012 (red line) and the median during 1971–2010 (blue line), where the green error bars indicate the 25th and 75th percentiles. In case of no error bars, the upper and/or lower percentiles coincide with the median. The blue “+” signs denote the maximum and minimum values during 1945–2011. (Source: 1945–2011 JTWC best-track dataset; 2012 JTWC preliminary operational track data.)**
typhoons with Categories 3-5 (mean is 0.7). The high number of landfalls as tropical storms and intense typhoons are in the 95th and 90th percentiles of their climatological and historical distributions, respectively, while the two landfalls as weak typhoons are in the bottom quartile of these distributions.

Figure 4.21 shows the environmental conditions associated with the activity in 2012. The SST anomalies in the period July–October (JASO; Fig. 4.21a) were small in the basin, with exception of a positive anomaly near Japan. The maximum extension of the monsoon trough zonal winds (Fig. 4.21b) was just east of the Philippines, and together with the 600-hPa relative humidity positive anomalies in the western part of the basin (Fig. 4.21c), explains the westward shift in the cyclogenesis activity in the basin. Not surprisingly, the genesis potential index (Emanuel and Nolan 2004; Camargo et al. 2007) also had positive anomalies in the western part of the basin.

Typhoon Vicente and Super Typhoon Bopha made landfall as typhoons with Categories 4 and 5 strength in southern China and the southern Philippines, respectively. The largest impacts in the region for the season were caused by Super Typhoon Bopha; the storm had devastating effects to the island of Mindanao, flattening coastal villages, and causing mudslides and floods that destroyed plantations. Bopha made landfall three times while crossing the sprawling archipelago of the southern Philippines, resulting in over 1000 deaths, and nearly as many missing; the storm also displaced over 835,000 people. Bopha was the costliest typhoon to ever affect the Philippines, resulting in excess of $1 billion US dollars in economic loss. Bopha was a low-latitude storm, one of three typhoons in the historical record to reach over 110 kt (57 m s\(^{-1}\)) south of 5°N latitude, and the only typhoon in the historical record to reach over 130 kt (67 m s\(^{-1}\)) south of 7°N. Thus, this rare low-latitude intense typhoon impacted an area not as prone to typhoons compared with compared with Philippine islands (e.g., Luzon) further to the north.

5) **Indian Ocean Basins**

(i) **North Indian Ocean**—M. C. Kruk and K. L. Gleason

The North Indian Ocean (NIO) TC season typically extends from April to December, with two peaks in activity during May–June and in November when the monsoon trough is positioned over tropical waters in the basin. Tropical cyclones in the NIO basin normally develop over the Arabian Sea and Bay of Bengal between latitudes 8°N and 15°N. These systems are usually short-lived and relatively weak, and often quickly move into the Indian subcontinent.

According to the Joint Typhoon Warning Center (JTWC), the 2012 TC season produced four tropical storms, no cyclones, and no major cyclones (Fig. 4.22a). The 1981–2010 IBTrACS seasonal averages for the basin are 3.9 tropical storms, 1.4 cyclones, and 0.6 major cyclones. The season produced a relatively low ACE index value of 5.7 × 10\(^4\) kt\(^2\), which is well below the 1981–2010 mean of 12.5 × 10\(^4\) kt\(^2\) (Fig. 4.22b), and was the lowest ACE in the basin since 1989. Typically, there is enhanced TC activity, especially in the Bay of Bengal, during the cool phase of ENSO (Singh et al. 2000); however, most of this season was characterized by near-neutral ENSO conditions.

The NIO season started late this year, with the first storm occurring 24–25 October. Murjan developed in the Arabian Sea and began a slow westward track towards the Horn of Africa. The storm made landfall on 25 October with maximum sustained winds of 35 kt (18 m s\(^{-1}\)) and produced heavy rains in Somalia, particularly resulting in much needed rainfall for the Bari region in the northeastern portion of Somalia. No other major impacts were reported.

One of the most noteworthy storm of the season was Nilam, which formed relatively close to the Indian subcontinent on 28 October in the Bay of Bengal. The storm made
landfall with winds of 55 kt (28 m s\(^{-1}\)) near Mahabalipuram, Sri Lanka, on 31 October with heavy rains. The Kala Oya River overflowed its banks and one woman was killed when a large rock fell on her house; all local area schools were closed for three days as they were used as storm shelters (http://www.colombopage.com/archive_12A/Oct29_1351524597KA.php). The circulation around Nilam brought a 6°C drop in temperature to Bangalore, India, as the storm tapped into cool, dry air from Russia (http://articles.timesofindia.indiatimes.com/2012-10-31/bangalore/34836037_1_temperature-moderate-rainfall-cold-weather).

The final two storms of the season, Tropical Storms 03B and 04A, both formed in an environment with highly favorable SSTs and moderate wind shear. However, for both systems, shortly after they were termed “deep depressions”, the storms’ low-level centers became exposed owing to increased vertical shear and the systems quickly dissipated with little, if any, impact on the basin.

(ii) South Indian Ocean—K. L. Gleason and M. C. Kruk

According to the Joint Typhoon Warning Center (JTWC), the Southern Indian Ocean (SIO) Basin extends south of the equator from the east African coastline to 105°E\(^7\), with most cyclones developing south of 10°S. The SIO TC season extends from July of one year to June of the following year; the 2012 season is comprised of storms from July 2011 to June 2012. The peak activity typically occurs from December to April when the ITCZ is located south of, and migrating towards, the equator. Historically, the vast majority of landfalling cyclones in the Southern Indian Ocean impact Madagascar, Mozambique, and the Mascarene Islands, including Mauritius and La Réunion.

The historical SIO TC data is probably the least reliable of all the TC basins (Atkinson 1971), primarily due to a lack of historical record keeping by individual countries and no centralized monitoring agency; however, the historical dataset for the region has been updated (Knapp et al. 2010). The historical data are noticeably deficient before reliable satellite data were operationally implemented in the region beginning about 1983.

The 2011/12 SIO season storm numbers were near average with 12 tropical storms, 6 of these becoming cyclones, and 2 of those becoming major cyclones (Fig. 4.23a). The 1981–2010 IBTrACS seasonal averages are 8.7 tropical storms, 4.0 cyclones, and 1.2 major cyclones. The 2011/12 season ACE index of 52.6 × 10\(^4\) kt\(^2\), was less than the 1981–2010 average of 55.9 × 10\(^4\) kt\(^2\) (Fig. 4.23b). Despite the near-average number of TCs for the season, the below-average ACE value implies that the overall strength and/or duration of the storms during the season were below average. This is the fourth consecutive year with below-average ACE values.

Two named storms and one cyclone made landfall during the season: Tropical Storms Chanda and Irina made landfall in Madagascar during January and March, respectively, and Major Cyclone Giovanna made landfall in February. Giovanna was the strongest cyclone of the season and caused significant damage as it made landfall in Madagascar. Giovanna was also the first intense TC to impact Madagascar since Bingiza in February 2011.

Giovanna began as a tropical wave on 7 February. Two days later, the storm strengthened into a depression as it moved southwestward towards central Madagascar. Giovanna intensified rapidly on 13 February and became a major cyclone with peak winds

---

\(^7\) In order to generate consistent basin statistics, the SIO Basin boundary overlaps with the Australian Bureau of Meteorology’s operational warning area from 90°E to 105°E.
Nearly stationary off the coast, Funso continued to intensify and brought damaging winds and torrential rainfall to more than three million people across Mozambique and Malawi. After making a loop in the Mozambique Channel, Funso began a southward track and reached peak intensity with winds sustained at 119 kt (61 m s$^{-1}$) as it slowly pulled away from the coast and out into open ocean waters. On 28 January, Funso transitioned into an extratropical storm and weakened rapidly before dissipating. At least 40 people perished as a result of Funso despite the fact that it never officially made landfall.

6) SOUTHWEST PACIFIC BASIN—A. M. Lorrey, N. Fauchereau, P. Chappell, and H. J. Diamond

(i) Seasonal activity

From an official WMO perspective, the Southwest Pacific Basin is an area defined from 160°E to 120°W. However, from a climatological perspective (Diamond et al. 2012), the region is better defined as spanning the area from 135°E to 120°W. The long-term climatological averages justifying these boundaries are documented in the South Pacific Enhanced Archive of Tropical Cyclones (SPEArTC; Diamond et al. 2012). As such, and according to data from the Fiji Meteorological Service, New Zealand MetService, and Australian Bureau of Meteorology, the 2011/12 TC season for this basin had 16 tropical depressions (including tropical lows), five tropical cyclones, and one major tropical cyclone (Fig. 4.24) based on the Australian TC intensity scale (http://www.bom.gov.au/cyclone/about/intensity.shtml). The 1981–2010 SPEArTC seasonal averages are 1.9 tropical depressions, 10.4 tropical cyclones, and 4.3 major tropical cyclones. The relatively low conversion rate for tropical depressions that failed to achieve at least a Category 1 status did not mean the TC season was uneventful. The few tropical cyclones that developed across the basin had significant impacts in terms of destructive winds, amplified wave climate, and large effects from heavy rainfall that caused flooding and landslides, severely damaging agriculture and civil infrastructure across the South Pacific Islands region. Two of the tropical depressions also caused 13 deaths, including one storm that killed 5 people in the New Zealand sector after it underwent extratropical transition (Sinclair 2002).

Historical information on TDs in the SPEArTC dataset is not as reliable as with named storms and therefore this number is most probably artificially low.
Landfalling and other significant TCs

The first TC of the season, Fina, began as a tropical low within the South Pacific convergence zone (SPCZ) on 18 December near Papua New Guinea. This system tracked southwest, and was categorized as a Category 1 storm on 20 December. Tropical Cyclone Fina was short-lived, with maximum sustained winds of 35 kt (18 m s\(^{-1}\)) and a mean central pressure of 994 hPa. The storm dissipated and was classified as an extratropical system on 22 December, but the decaying system still generated tropical storm winds across parts of coastal Queensland, Australia.

Tropical Cyclone Grant, a Category 2 storm with maximum sustained winds of 54 kt (28 m s\(^{-1}\)) and a mean central pressure of 978 hPa, was initiated to the north of Darwin, Australia, as a tropical low on 21 December. The system moved south, building rapidly to maximum strength by 25 December and bringing gale force winds as it crossed the north Australian coastline. After making landfall, the system tracked east and across the Gulf of Carpentaria, the Cape York Peninsula, and then into the Coral Sea where it dissipated on 2 January.

In early February, Tropical Cyclone Cyril, a Category 2 storm with maximum sustained winds of 51 kt (26 m s\(^{-1}\)) and a mean central pressure of 985 hPa, began as a tropical disturbance south of Fiji. The system tracked east across Fijian territory before it became a named storm on 6 February as it reached Tonga. The storm then moved southeast and became extratropical on 8 February. Cyril generated strong winds and heavy rainfall across northern islands in the Fijian group during early stages of activity. Gale force winds and torrential rainfall occurred in association with Cyril damaged banana and breadfruit trees in Vava‘u in the northern area of Tonga.

Later in February, Tropical Cyclone Jasmine, a Category 4 storm (and the only major TC of the season) formed with maximum sustained winds of 100 kt (51 m s\(^{-1}\)) and a mean central pressure of 942 hPa. It was the fourth system to affect the region, and was a unique system for the season in terms of strength (strongest overall), morphology that the storm evolved into, and storm duration (19 days). Jasmine was classified as an annular TC for one portion of its life, and these systems are rare (approximately 3% of all named TCs in the Southwest Pacific Basin have ever been categorized in this manner). Annular TCs are characterized by a well-defined eye wall, intense and broad convection across much of the breadth of the storm, and a highly symmetrical radius which lacks strongly-defined rain band splays that typically extend obliquely away from the edge of the system in spiral-form fashion (Knaff et al. 2012). Jasmine began in the Gulf of Carpentaria, where it brought heavy rainfall to Queensland, then tracked eastward across the Coral Sea and to the north of New Caledonia. Jasmine produced heavy rainfall to the south and east of the Solomon Islands and northern New Caledonia, and contributed to submergence of subsistence agriculture plots, kumara (sweet potato) vine rot, landslides, and destruction of homes. After Jasmine moved to the southeast (south of Fiji), it caused significant damage, including crop destruction in Vanuatu and Tonga.

The combination of Tropical Cyclones Jasmine and Cyril within the same month meant that Tonga received 200%–300% of its normal rainfall (with monthly totals ranging from 424 mm to 627 mm) at five out of six of their stations that are regularly discussed in the monthly Island Climate Update.
southwest Pacific seasonal climate forecast forum. The breadth of damage and impacts from Jasmine resulted in the retirement of that name from further use in the basin.

Tropical Cyclone Daphne, a Category 2 storm with maximum sustained winds of 51 kt (26 m s\(^{-1}\)) and a mean central pressure of 985 hPa, was the last named storm of the season in the basin. It formed from a tropical depression that was located south of the Solomon Islands on 31 March before reaching Category 1 status on 2 April. The storm tracked to the southeast and became extratropical on 3 April, but not before causing damage to the Nadi Airport in Fiji, which included a power outage.

7) **Aust‌‌ralian Region Basin**—B. C. Trewin

**(i) Seasonal activity**

According to the Australian Bureau of Meteorology, the 2011/12 TC season was somewhat below normal in the broader Australian Basin (areas south of the equator and between 90°E and 160°E normal in the broader Australian Basin (areas south of 90°E). Three systems made landfall in Australia as tropical cyclones, while one system in the western sector. Three systems made landfall in Australia as tropical cyclones, while one system dissipated when it made landfall on the coast of Western Australia.

(ii) **Landfalling and other significant TCs**

The most intense tropical cyclone of the season in the Australian region was Lua, which reached tropical cyclone intensity on 13 March off the Pilbara coast near 19°S, 115°E, and initially moved northwest before turning on 15 March and moving southeast towards the coast of Western Australia, ultimately making landfall near Pardoo Station, about 150 km east of Port Hedland, on 17 March. Lua reached Category 4 intensity (on the Australian tropical cyclone intensity scale) with maximum sustained winds of 90 kt (46 m s\(^{-1}\)), and made landfall near peak intensity. Lua dissipated over the interior of Western Australia, bringing heavy rain as far south as Kalgoorlie and Norseman. The region where it made landfall is sparsely populated; therefore, damage was minimal despite Lua’s intensity.

Tropical Cyclone Grant, the only storm of the season in the northern region of Australia, as discussed in section d6ii of this chapter, reached tropical cyclone intensity northeast of Darwin, near 11°S, 132°E, early on the morning of 25 December. It intensified during the day and reached its peak intensity of 55 kt (28 m s\(^{-1}\)) that evening as it moved south. Grant crossed the Cobourg Peninsula as a Category 2 system and made landfall east of Point Stuart on the morning of 26 December. The remnant low pressure system then moved southeast across Arnhem Land, bringing heavy rain to the region. Edith Falls Ridge, north of Katherine, received 385 mm of rain within 24 hours on 26–27 December, with four other sites exceeding 200 mm. The rains resulted in major flooding in the Katherine area, causing a train derailment when a bridge was washed out and closing the main Adelaide-Darwin railway for more than a month. The remnants of Grant moved east over the Gulf of Carpentaria on 28 December, but failed to regain TC intensity.

Tropical Cyclone Heidi reached TC intensity late on 10 January north of the western Australian coast, near 16°S, 119°E. It intensified to Category 2 on 11 January as it tracked south, and made landfall just east of Port Hedland early on 12 January, near its peak intensity of 65 kt (33 m s\(^{-1}\)). The system continued to move south over land, and was downgraded to a tropical low late on 12 January near Tom Price, with the remnants bringing heavy rainfall and some flooding to the Pilbara and Gascoyne regions over the following two days. There was some minor wind damage in the Port Hedland area, and offshore oil and gas production was disrupted.

---

9 The Australian Bureau of Meteorology’s warning area overlaps both the southern Indian Ocean and Southwest Pacific.

10 The western sector covers areas between 90°E to 125°E. The eastern sector covers areas east of the eastern Australian coast to 160°E, as well as the eastern half of the Gulf of Carpentaria. The northern sector covers areas from 125° E east to the western half of the Gulf of Carpentaria.
The season’s last landfalling storm was Tropical Cyclone Iggy, which made landfall as a dissipating system near Jurien Bay, north of Perth, on 2 February. Iggy reached tropical cyclone intensity early on 26 January, about 960 km northwest of Exmouth near 16°S, 108°E. It initially moved southeast towards the Pilbara coast and reached Category 2 intensity, peaking as a 55 kt (28 m s⁻¹) system on 28 January. On 29 January, the storm became near-stationary off the coast near 20°S, 111°E, and weakened before moving southwest and re-intensifying to Category 2 on 30 January. Iggy recurved east and weakened before making landfall. There was moderate rainfall in the landfall area, with Lancelin receiving 73 mm within 24 hours on 2–3 February.

No other tropical cyclones made landfall, or reached Category 3 or higher intensity within the Australian region, although Alenga (December) did so before entering the Australian region from the west, and Jasmine (February) did so after moving into the Southwest Pacific Basin. The circulation associated with the development of Jasmine (discussed in more detail in section d6ii of this chapter) caused some minor wind damage in the Cairns area.

e. Tropical cyclone heat potential—G. J. Goni, J. A. Knaff, and I-I Lin

1) BACKGROUND, OVERVIEW, AND BASIN HIGHLIGHTS FOR 2012

This section summarizes the seven previously described TC basins from the standpoint of tropical cyclone heat potential (TCHP), by focusing on upper ocean temperature conditions during the season with respect to average values. TCHP (Goni and Trinanes 2003), defined as the ocean heat content contained between the sea surface and the depth of the 26°C isotherm (D26), has been shown to be more closely linked to intensity changes of tropical cyclones than SST alone (Shay et al. 2000; Goni and Trinanes 2003; I-I Lin et al. 2008, 2009a), provided that atmospheric conditions are also favorable. In general, fields of TCHP show high spatial and temporal variability associated with oceanic mesoscale features that can be globally detected with satellite altimetry (Lin et al. 2008; Goni et al. 2009). Additionally, areas with high TCHP values can be an important factor in the rapid intensification of tropical cyclones (Shay et al. 2000; Mainelli et al. 2008; I-I Lin et al. 2009b). Satellite-derived fields of TCHP are usually validated using Argo and XBT fields (Goni et al. 1996; Pun et al. 2007). It has also been shown that mesoscale features with high values of TCHP can be an important factor for the rapid intensification of TCs (e.g., Shay et al. 2000; Mainelli et al. 2008; I-I Lin et al. 2009b).

Tropical cyclone heat potential is an important seasonal factor since large cooling could affect the intensification for subsequent TCs in the same region and may also influence the upper ocean thermal structure on regional scales within weeks to months after the passage of a TC (Emanuel 2001; Hart et al. 2007; Dare and McBride 2011; Knaff et al. 2013).

To examine TCHP interannual variability, Fig. 4.25 shows anomalies during the months of TC activity in each hemisphere: June through November in the Northern Hemisphere and November through April in the Southern Hemisphere. Anomalies are defined as departures from the mean TCHP calculated during the same months for the period 1993–2012. These anomalies show large variability within and among the TC basins. During the 2012 season, the basins exhibited the following TCHP anomalies:

- The Atlantic Basin displayed generally weak positive anomalies while the Gulf of Mexico (Fig. 4.25, lower right box) showed patterns indicative of variability of the Loop Current. The central region of the Gulf of Mexico, which is typically characterized by high TCHP values, exhibited negative values. In the tropical Atlantic, conditions remained mostly average, but with larger regions exhibiting positive anomaly values (see http://www.aoml.noaa.gov/phod/regsatprod/atln/index.php). It should be noted that there were warm SST anomalies in the Atlantic, and SSTs do not necessarily equate to TCHP values.
- The Western North Pacific (WNP) Basin continues to see an increase in D26 and TCHP by 10%–20% compared to recent years.

![Fig. 4.25. Global anomalies of TCHP corresponding to 2012 computed as described in the text. The numbers above each box correspond to the number of Category 1 and above TCs that traveled within each box. The Gulf of Mexico conditions during Jun–Nov 2012 are shown in the insert shown in the lower right corner.](image-url)
approximately 10%, as compared to the early 1990s. The sea surface area under very high D26 (>110 m) or very high TCHP (>110 kJ cm\(^{-2}\)) has increased by ~13% (Pun et al. 2013). This has been found to be significant, as areas with high D26 and TCHP values are often associated with the development of super typhoons (Lin et al. 2008; Goni et al. 2009; Pun et al. 2013). During 2012, positive anomalies predominated in the WNP MDR in this basin, and TCHP values approached 90 kJ cm\(^{-2}\), making 2012 slightly warmer than average.

- As in 2011, the Southwest Pacific Basin had both positive and negative spatial anomalies (Fig. 4.25), although the basin predominately exhibited high positive anomaly values.
- In contrast with 2011, in the NIO, the Bay of Bengal exhibited a decrease in TCHP values with negative anomalies during 2012, while the Arabian Sea exhibited mostly positive anomaly values.
- Differences in each basin in 2012 with respect to the 2011 conditions (Fig. 4.26) indicate that the east Pacific Ocean and central SIO exhibited larger values (>20 kJ cm\(^{-2}\)) of TCHP in most areas in 2012.

2) Examples of TC intensification associated with TCHP

Hurricane Sandy (see Sidebar 4.1) was the most intense storm of the 2012 Atlantic season to make landfall and the largest known Atlantic hurricane in gale wind force diameter on record. Originating as a tropical wave in the Caribbean Sea on 19 October, by 24 October Sandy reached Category 3 strength while crossing over a region north of Cuba with TCHP values above 75 kJ cm\(^{-2}\) (Fig. 4.27a). The cooling produced by this storm, even after strengthening, reached values lower than the typically observed 3°C under its track.

In the Mozambique Channel of the Southern Indian Ocean, Tropical Cyclone Funso (Fig. 4.27e) was classified as a tropical depression on 19 January. This is a preferred region for anticyclonic/warm ocean eddies that can interact and influence TCs. The storm initially moved slowly west while rapidly intensifying, reaching an intensity of 100 kt (51 m s\(^{-1}\)) on 21 January. At this time the storm was nearly stationary and the eyewall was interacting with the coast of Africa. The upwelling of cooler water, coupled with its interaction with land, caused Funso to weaken slightly as the storm moved slowly eastward and back over the warm Mozambique Channel. Then its steering changed and the storm started moving more steadily, albeit slowly, southward in an environment that was favorable for intensification. During this period of slow southward movement, Funso tracked around the periphery of a warm ocean eddy that had values of TCHP exceeding 75 kJ cm\(^{-2}\). The combination of favorable atmospheric conditions and high TCHP values allowed Funso to intensify to 115 kt (59 m s\(^{-1}\)) on 24 January, and it maintained this intensity for 18 hours. As Funso left the influence of this warm eddy, it began the first of two eyewall replacement cycles, resulting in a slight weakening and the formation of a larger eyewall. By this time, Funso was moving more rapidly southward and again re-intensified to 115 kt (59 m s\(^{-1}\)) on 26 January after encountering higher TCHP values to the west. After this interaction, Funso began its final eyewall replacement cycle and began to weaken as it moved over the cooler oceanic conditions to the south.

Super Typhoon Sanba was the most intense TC observed in the WNP in 2012. On 13 September, it underwent rapid intensification over a region of high TCHP of >130 kJ cm\(^{-2}\) (Fig. 4.27d). Within 18 hours, its intensity increased by 60 kt (31 m s\(^{-1}\)) to its peak at maximum sustained winds of 150 kt (77 m s\(^{-1}\)). This rapid rate of intensification is more than 2.5 times the rapid intensification threshold value of 30 kt (15 m s\(^{-1}\)) in a 24-hour period as described by Kaplan and DeMaria (2003). Sanba was able to maintain this peak intensity for 18 hours while it remained over the high TCHP region that was >130 kJ cm\(^{-2}\). However, as Sanba moved northward away from the higher TCHP region into a southern-eddy-rich zone, it encountered a pre-existing cold ocean eddy. With corresponding significantly lower TCHP values in the range of 60 kJ cm\(^{-2}\)–90 kJ cm\(^{-2}\), Sanba’s intensity decreased to 110 kt (57 m s\(^{-1}\)) within 18 hours.

\[\text{Fig. 4.26. Differences between the TCHP fields in 2012 and 2011.}\]
On 13 September, Super Typhoon Jelawat (Fig. 4.27b) followed a track similar to Sanba. Jelawat intensified from a Category 1 to a Category 5 storm in only two days and maintained that strength for one day. As it moved away from the high TCHP area and passed over the cold water wake region left by Sanba, its intensity decreased significantly.

Another notable case of intensification was also observed in the WNP with Super Typhoon Bopha, a late boreal fall/early boreal winter storm. Bopha (Fig. 4.27c) was also the only December typhoon to have reached a Category 5 status in the past decade. Bopha made landfall in Mindanao, Philippines, soon after reaching its peak intensity. As noted in section 4d4, Mindanao is not a region that experiences frequent TC landfalls and Bopha was the most devastating typhoon to affect the southern Philippines in the last 20 years.

f. Intertropical convergence zones

1) PACIFIC—A. B. Mullan

The intertropical convergence zone (ITCZ) lies approximately parallel to the equator with a slight north-easterly tilt, and varies in position from around 5°N–7°N in February–May to 7°N–10°N in August–November. The South Pacific convergence zone (SPCZ) extends diagonally from around Solomon Islands (10°S, 160°E) to near 30°S, 140°W, and is most active during November–April. In the far western Pacific, these two convergence bands merge into the Australian and East Asian monsoon trough.

The Pacific convergence zones are strongly influenced by the status of ENSO; as the year began, a mature La Niña was in place. This event dissipated during April 2012 and warmer-than-normal tropical SSTs developed in the second half of the year, but did not display sufficient amplitude or persistence to qualify as an El Niño. Thus, SST anomalies in the tropical Pacific were not extreme during 2012 nor were the precipitation variations in the convergence zones, other than exceptions as noted below.

Figure 4.28 summarizes the convergence zone behavior for 2012, and relates the seasonal variation to the longer-term climatology. Rainfall transects over 20°N to 30°S are presented for each quarter of the year, averaged across successive 30° longitude bands, starting in the western Pacific at 120°E–150°E. The rainfall data are taken from the Tropical Rainfall Monitoring Mission (TRMM) analysis (Huffman et al. 2007), using the 0.25° resolution 3B43 dataset.
except for December 2012 where the 0.5° 3A12 data was substituted (the 3B43 data was not available at the time this climate summary was prepared). The 3B43 data are based on the version 7 algorithm and start in 1998. The period 1998–2011 is used as the climatology for comparison with the 2012 transects.

Starting with the westernmost sector of Fig. 4.28, in what might be considered the monsoon trough region, seasonal rainfall for the first half of 2012 was close to normal. During July–September, convection was above normal at all latitudes of this sector, a situation that reversed in the following quarter. In particular, the normal southward progressive in convection over New Guinea and northern Australia was delayed. These convection anomalies observed in the TRMM data accord with rainfall anomalies reported in Australia (http://www.bom.gov.au/climate/current/index.shtml) and in Micronesia (http://www.prh.noaa.gov/peac/).

The seasonal variation in ITCZ convection can be seen in Fig. 4.28 in the three sectors starting at 150°E, 180°, and 150°W. In the first quarter of 2012, the ITCZ was disorganized and weak, especially between the date line and 150°W; this is unusual for a La Niña period. Figure 4.29 shows the TRMM rainfall in the tropical Pacific for February 2012 and the break in ITCZ convection east of the date line is evident. Figure 4.30 illustrates the 2012 situation in comparison to other La Niña seasons in the TRMM observational period. According to NOAA's Oceanic Niño Index (ONI), there are eight years in the TRMM archive where the January–March quarter qualifies as a La Niña period. Rainfall east of the date line (180°–150°W sector) between about 5°N and 15°N in 2012 is by far the lowest of any of the La Niña years. The only drier January–March quarters in the TRMM archive occur during El Niño periods (1998, 2003, and 2010), when convection is typically much greater than the long-term average between about 10°S and 5°N, but much less than average between 5°N and 15°N.

A double ITCZ was present in March and April, with a fairly prominent southern branch between 150°W and 90°W, as is typical of La Niña years (Masunaga and L'Ecuyer 2010). During the second half of 2012, when tropical Pacific SSTs were generally warmer than normal, the ITCZ was well organized and equatorward of its normal position (Fig. 4.28).

In the first quarter of 2012, SPCZ rainfall was higher than normal and the maximum was noticeably southward of its climatological position (Fig. 4.28). As ENSO-neutral conditions developed, the SPCZ convection became relatively weak and disorganized, but this is typical during April to September. In the last quarter of 2012, the SPCZ maximum was more sharply peaked than normal and equatorward of its climatological position. This is evident in the 180°–150°W sector (lower right panel of Fig. 4.28), and coincided with low rainfalls observed in the South Pacific Islands east of the date line at about 20°S. For example, the October–December rainfall at Niue’s Hanan Airport (19°S, 170°W) was only 36% of normal, and
at Rarotonga (21°S, 160°W) in the southern Cook Islands it was 53% of normal (http://www.niwa.co.nz/climate/icu). These islands typically experience dry conditions during El Niño periods.

2) **Atlantic**—A. B. Pezza and C. A. S. Coelho

The Atlantic ITCZ is a well-organized convective band that oscillates approximately between 5°N and 12°N during July–November and 5°N and 5°S during January–May (Waliser and Gautier 1993; Nobre and Shukla 1996). Equatorial Kelvin waves can modulate the ITCZ intraseasonal variability (Wang and Fu 2007; Mounier et al. 2007; and Mekonnen et al. 2008); and ENSO is also known to influence it on the seasonal time scale (Münnich and Neelin 2005). In 2012 the prevailing equatorial Pacific scenario was a moderate La Niña that began retreating in March, leading to slightly warm to neutral conditions for the remaining of the year. The ITCZ responded to this pattern and presented a noticeable enhancement in January and February, with negative outgoing longwave radiation (OLR) anomalies in most of the western sector of the equatorial Atlantic surrounding South America (Fig. 4.31a). This pattern contributed to above-average rainfall in the Amazon sector of Brazil, Peru, Colombia, and Venezuela, but it was not sufficiently strong to produce significant rainfall in the drought-prone area of northeastern Brazil during the first three months of 2012 (Fig. 4.31b).

The ending of La Niña conditions in March helped enhance the ITCZ via Kelvin wave-induced upper level divergence in the western Atlantic sector during January and February. For the remainder of the year the ITCZ presented a near-normal convective intensity, with occasional bursts of severe convection towards the Caribbean Sea. This anomalous activity to the west responded to a cooler-than-average SST pattern in both the North and South Atlantic (Fig. 4.32a) prevailing until austral winter. Such an SST pattern favored the ITCZ predominant location to the north of its climatological position particularly during the first four months of the year. During boreal summer, the North Atlantic warmed up considerably and remained warm until the end of the year. The interplay of the SST gradient between the South and North Atlantic is seen by the Atlantic Index (see Fig. 4.32b caption for definition), which shows a return to negative conditions (unfavorable for convection within the ITCZ) contrasting with parts of 2010 and 2011, yet not as severe as in early 2010. Within this scenario, the ITCZ oscillated north of its average climatological position for most of the year, with precipitation well below average over most of northeastern Brazil (Fig. 4.33; see Sidebar 7.2 for more details on the drought in this region).

g. **Atlantic warm pool**—C. Wang

The Atlantic warm pool (AWP) is a large body of warm water in the lower latitudes of the North Atlantic, comprising the Gulf of Mexico, the Caribbean Sea, and the western tropical North Atlantic (Wang and Enfield 2001, 2003). Previous studies have shown that the AWP plays an important role in Atlantic tropical cyclone activity, and in rainfall in the central United States (Wang et al. 2006, 2008a, 2011). Unlike the Indo-Pacific warm pool, which straddles the equator, the AWP is entirely north of the equator. In addition to the large seasonal cycle, AWP variability occurs on both interannual and multidecadal timescales, and...
has exhibited a long-term warming trend (Wang et al. 2006, 2008b). Figures 4.34a and b depict the long-term total and detrended June–November AWP area anomalies. The multidecadal variability (Fig. 4.34c) shows that the AWP was larger during the period 1930–60, as well as after the late 1990s; and smaller during the periods of 1905–25 and 1965–95. The periods for large and small AWPs coincide with the warm and cool phases of the AMO (Delworth and Mann 2000; Enfield et al. 2001). Wang et al. (2008b) showed that the influences of the AMO on tropical cyclone activity and climate might operate through the atmospheric changes induced by the AWP. The spatial distribution of AWP-related global SST anomalies is shown in Fig. 4.35, which depicts the AWP varied with the global SST on both interannual and multidecadal time scales.

In 2012, the AWP during the Atlantic hurricane season was larger than its climatological mean, with the largest AWP occurring in September (Fig. 4.36a). The large AWP in 2012 was associated with an active 2012 hurricane season in the North Atlantic, and consistent with that, a large AWP is generally associated with a reduction in vertical wind shear and an increase in atmospheric instability in the MDR—two factors favoring tropical cyclone development (Wang et al. 2008a). Spatially, the AWP started to develop in June in the Gulf of Mexico (Fig. 4.36b). By July and August, the AWP was well developed in the Gulf of Mexico and Caribbean Sea and reached eastward to the western tropical North Atlantic (Figs. 4.36c,d). By September, the AWP had further expanded southeastward and the isotherm of 28.5°C covered the entire tropical North Atlantic by crossing to the coast of
Africa (Fig. 4.36e). The AWP started to decay after October when the waters in the Gulf of Mexico began cooling (Figs. 4.36f,g).

Previous studies have shown that AWP variability also affects Atlantic hurricane tracks (Wang et al. 2011). An eastward expansion of the AWP tends to shift the focus of cyclogenesis eastward, thereby decreasing the possibility for hurricane landfall in the southeastern United States. A large AWP also weakens the North Atlantic subtropical high and produces the eastward tropical cyclone steering flow anomalies along the eastern seaboard of the United States. Due to these two mechanisms, hurricanes are generally steered toward the north and northeast. The 2012 hurricane season was consistent with this trend, as most storms formed in the eastern tropical North Atlantic and tended to move northward or northeastward.

**h. Indian Ocean dipole—J.-J. Luo**

The Indian Ocean dipole (IOD)—a climate mode in the tropical Indian Ocean—usually starts in boreal summer, peaks in Northern Hemisphere fall, and decays rapidly in early boreal winter. The IOD is a major air-sea coupled climate mode in the tropical Indian Ocean, which often brings about considerable environmental and socioeconomic impacts to countries surrounding the Indian Ocean. During the boreal summer and fall of 2012, a positive IOD event (with anomalous SST cooling in the eastern Indian Ocean and warming in the west) occurred.
This Indian Ocean dipole was short-lived: it began in July and dissipated in November. Its peak intensity in August was greater than two standard deviations and became the fourth strongest event over the past three decades (Fig. 4.37b). However, unlike the three extreme events in 1994, 1997, and 2006, which were predominantly determined by strong cooling in the eastern IO, the warming in the western Indian Ocean contributed more than the cooling in the east to the 2012 IOD (Fig. 4.37a). This may be related to the fact that the mean tropical Indian Ocean Basin SST has risen rapidly in recent decades, two to three times faster than that of the Pacific (Luo et al. 2012). The east cooling-west warming SST dipole structure is well-linked with stronger-than-normal surface easterlies in the central equatorial IO (Fig. 4.37b); this is a typical air-sea coupled feature of the IOD. In contrast to the positive IOD in 2011, which occurred with a La Niña, the 2012 positive IOD occurred with a weak El Niño-like condition.

Associated with the 2011/12 La Niña, anomalous easterlies in the western-central Pacific and westerlies in the Indian Ocean converged in the Indonesia area. This produced stronger-than-normal rainfall in the eastern Indian-western Pacific during late 2011 and into early 2012 (Figs. 4.38a,b). The La Niña also caused wet conditions in southeastern Australia. Meanwhile, warm water piled up in the western Pacific, due to the Pacific easterly anomalies, and penetrated into the IO via the Indonesian throughflow. The warm water propagated southward along the west coast of Australia via coastal Kelvin waves and extended westward via Rossby waves (Fig. 4.39). The oceanic downwelling Rossby waves induced basinwide SST warming in the South Indian Ocean with a shape being oriented in the southeast-northwest direction (Fig. 4.38). The SST warming promoted strong-than-normal rainfall and local surface wind convergence.

As a result of the atmospheric Rossby wave response to the SST warming, a cyclonic wind anomaly formed with its center always shifted poleward of the SST warming.

Following the 2011/12 La Niña, weak El Niño conditions developed in the second half of 2012. Equatorial SST warming showed a westward propagation consistent with this El Niño condition.

Fig. 4.37. (a) Monthly anomalies of SST (°C) in the eastern (IODE; 90°E–110°E, 10°S–0°, blue lines) and western poles (IODW; 50°E–70°E, 10°S–10°N, red lines) of IOD. (b) As in (a), but for the IOD index (°C; measured by the SST difference between IODW and IODE, green line) and surface zonal wind anomaly (m s⁻¹) in the central equatorial IO (Ucio), from 70°E–90°E, 5°S–5°N (black line). The anomalies were calculated relative to the 1982–2011 climatology; based on the NCEP optimum interpolation SST (Reynolds et al. 2002) and JRA-25 atmospheric reanalysis (Onogi et al. 2007).
Peak warming (>1°C) appeared in the eastern Pacific during July–August. However, despite the El Niño condition, rainfall in the western Pacific remained above normal throughout the year (Fig. 4.38). This is similar to what happened during the past four El Niños from 2000 to the present (Luo et al. 2012). The result suggests that the atmosphere was not greatly influenced by the Pacific SST warming and hence the weak El Niño conditions might have little influence on the IOD development as well. In the absence of El Niño’s influence, strong positive IOD events were often triggered by cold subsurface anomalies in the eastern Indian Ocean, originated from the southwestern Indian Ocean via off-equatorial Rossby wave and equatorial Kelvin wave propagations (e.g., Luo et al. 2007, 2008, 2010). However, no clear cold subsurface precursors were found for the 2012 IOD development (Fig. 4.39).

Initial SST cooling appeared north to Australia during MAM (Fig. 4.38b), presumably caused by local strong easterly anomalies in February, and with those from April–May related to the Madden-Julian Oscillation. The area of SST cooling grew and expanded northwestward into Indonesia, South China Sea, and the eastern Bay of Bengal during JJA, in association with stronger-than-normal monsoonal winds (Fig. 4.38c). The SST cooling contributed to severe drought in the eastern Indian Ocean-Indonesia, and large parts of Australia. Along-shore anomalous southeasterlies west to Sumatra reached maxima in August–September, inducing stronger-than-normal coastal upwelling and SST cooling in that region (Figs. 4.38d, 4.39d). Suppressed convection over the cooling SST during austral spring further caused drought conditions in southeastern Australia via atmospheric teleconnection (Fig. 4.38d; Cai et al. 2011). This may have provided a precondition for the catastrophic austral summer bush fires in early 2013 that occurred in the states of Victoria and Tasmania.

Fig. 4.38. Precipitation (colored scale, percentage ratio of anomaly to seasonal mean climatology), SST (black contours, interval 0.25°C), and surface wind anomalies (green arrows) during (a) DJF 2011/12, (b) MAM 2012, (c) JJA 2012, and (d) SON 2012. (Source: http://www.cpc.ncep.noaa.gov/products/global_precip/html/wpage.cams_oli.html.)

Fig. 4.39. Upper 300 m mean ocean temperature anomalies (°C) based on the NCEP ocean reanalysis during (a) DJF 2011/12, (b) MAM 2012, (c) JJA 2012, and (d) SON 2012. (Source: www.cpc.ncep.noaa.gov/products/GODAS/.)
In summary, the 2012 positive Indian Ocean dipole was not caused by either El Niño or Indian Ocean subsurface conditions. Instead, local coupling among along-shore winds, coastal upwelling, and SST west to Sumatra are thought to have played a crucial role in this year’s IOD development.
Hurricane Sandy—more commonly referred to in the media as “Superstorm” Sandy—of October 2012 will go down in the record books as a truly giant and destructive storm in the eastern United States and Canada. Like nearly half of named tropical storms and hurricanes in the Atlantic Ocean (Hart and Evans 2001), Sandy underwent extratropical transition (ET) to a post-tropical storm. But occasionally hurricanes merge with cyclonically-favorable regions of the subtropical or midlatitudes and grow into large, more energetic post-tropical storms. The destructive impact of Sandy is well known, but how did this level of destruction come to be, and where does it fit into the historical record and context of similar events?

Sandy had a complex life that can be described using the TC phase space diagram (Hart 2003) shown in Fig. SB4.1. Sandy began as a disturbance in the southern Caribbean Sea on 22 October and quickly intensified into a Category 3 hurricane that made landfall in Cuba early on 25 October. This period of the storm’s life is represented in the lower right portion of the phase diagram. As Sandy moved through Cuba, noted as “trough #1”, and as depicted on the satellite water vapor image in Fig. SB4.2a, the ET process was initiated (the series of green circles in the asymmetric warm core portion of the phase diagram). A second upper-level trough as depicted in Fig. SB4.2b ironically delayed the ET process by enhancing the outflow above the storm as described by Hanley et al. (2001) while it remained over warm water. This phase of the storm is depicted by the phase trajectory migrating back toward the symmetric warm core portion of the diagram (highlighted with an ellipse in Fig. SB4.1). From the morning of 27 October to the afternoon of 29 October, Sandy re-intensified to Category 2 status while a series of upper-level troughs (numbered 3–5 in Fig. SB4.2c) acted to reshape the storm’s outer circulation. Essentially the overall storm was undergoing ET, with a hurricane “cocooned” within, until trough #6 penetrated the core as the highly distorted large-scale flow brought the storm center into New Jersey during the evening of 29 October (Fig. SB4.2d). By the time of landfall, the storm was still well within the asymmetric warm core phase, at least based upon the GFS 00-HR model fields depicted in Fig. SB4.1. Surface weather station data (not shown) clearly indicated that frontal structures had formed and connected to the storm center.

**Fig. SB4.1.** Hurricane Sandy’s structural history as represented within the TC Phase Space using 0.5° GFS model initial (00HR) fields. The x-axis indicates the storm symmetry (S) while the y-axis is a measure of the cold/warm-core structures of the system (right hand side of diagram corresponds to thermal wind $|v_t| > 0$ for warm core) as described in Hart (2003). Time moves forward from A to C/Z, the start and end of the TC life cycle resolvable within the available dataset and its geographic boundaries. The size of the TC (mean radius of the 925-hPa gale force winds) corresponds to the size of the solid circles along the phase trajectory (largest shown is approximately 300 km). Circle color corresponds to the intensity of the TC, with purple for the weaker end of the scale and orange for the most intense. The track of the TC is plotted in the inset.

**Fig. SB4.2.** GOES enhanced water vapor satellite imagery of Hurricane Sandy from tropical (a) through post-tropical (d) stages. Upper tropospheric shortwave troughs (dry air = warm colors) are indicated by numbered dashed lines. Minimum sea level pressure (hPa) is indicated near the storm center.
The ET of hurricanes directly into extratropical [a.k.a. post-tropical (PT)] storms, while maintaining hurricane-force winds, are not rare occurrences in the Atlantic Basin. Figure SB4.3 shows nearly 40 of these storm tracks and the percentage of hurricanes by decade (inset) that made a transition directly to hurricane-strength PT status; this is based on the HURDAT dataset (http://www.aoml.noaa.gov/hrd/hurdat/) over the past 100 years. Storms depicted in Fig. SB4.3 are ones that maintained hurricane strength for at least six hours after ET was declared, and had maximum sustained winds that were at least 75 kt (39 m s\(^{-1}\)) at the point of ET, (and/or exhibited a leftward hook). This leftward hook or bend during transition is the hallmark signature of strong midlatitude trough interaction (as noted in Fig. SB4.2). Only four of these storms (not including earlier stage events over Florida) have made landfall in the eastern United States over the past 100 years. They include the “Long Island Express” storm of 1938, Hurricanes Carol and Hazel in 1954, and Sandy in 2012.

Primary factors affecting the occurrence of these types of PT events include the: (a) latitudinal extent of the midlatitude baroclinic zone; (b) poleward extent of warm, hurricane-supporting SSTs; and (c) size/intensity of the hurricane moving into the midlatitudes. It is during October and November in the Atlantic Ocean Basin when the baroclinic zone is closest to the standard hurricane-supporting 26° “tropical zone” (Hart and Evans 2001, figure 7). There is a greater likelihood of a TC transitioning to a strong PT storm under these conditions. Also, given that intense and/or large hurricanes take longer to dissipate than smaller ones (Kimball et al. 2004), they can exist for a longer period while moving into the midlatitudes. Meteorologists tasked with forecasting ET are cognizant of these factors. They may be important considerations for understanding change in the frequency of their occurrence over time and raise several questions. For instance, was the relatively more frequent occurrence of these storm types during the 1950s and 1960s (Fig. SB4.3 inset) an artifact of the absence of satellite monitoring, or was it a true difference in the nature of storm tracks and/or state of the baroclinic environment?

In summary, there are still many questions that need to be answered, including how the increase in the frequency of such storms over the past three to four decades can be explained. One thing that is known is that global sea level rise, coupled with the increase of coastal populations and infrastructure increases vulnerability to high wind and storm surge inundation from such events, and therefore, makes studying and understanding the behavior of storms like Sandy imperative for the TC community.
5. THE ARCTIC—M. O. Jeffries and J. Richter-Menge, Eds.

a. Overview—M. O. Jeffries and J. Richter-Menge

The climate of the Arctic in 2012 was dominated by continued significant changes in the cryosphere. There were new records for minimum sea ice extent and permafrost warming in northernmost Alaska. And, a negative North Atlantic Oscillation (NAO) in spring and summer, which promoted southerly airflow into the Arctic, had a major impact on lake ice break-up, snow cover extent, Greenland Ice Sheet melt extent and albedo, and mass loss from the ice sheet and from Canadian Arctic glaciers and ice caps.

Lake ice break-up was up to three weeks earlier in Arctic Canada and up to one month earlier in Eurasia, consistent with changes in spring snow cover extent. A new record low Northern Hemisphere snow cover extent occurred in June, and June snow cover extent is now declining at a faster rate (~17.6% per decade) than September sea ice extent (~13.0% per decade).

The strong negative NAO caused persistent high sea level pressure over Greenland, a feature of the last six summers, and record air temperatures in June, July, and August (JJA). Consequently, new ice sheet surface melt and albedo records occurred. A rare 97% melt extent on 11–12 July was almost four times the mean melt extent during 1981–2010. The mass loss, -627 ± 89 Gt, from the Greenland Ice Sheet in JJA was a new record. The atmospheric circulation responsible for the extraordinary events in Greenland also affected Canadian Arctic glaciers and ice caps, where the mass loss for balance year 2011/12, -106 ± 27 Gt, equaled the record set the previous year.

Sea surface temperatures (SST) in Baffin Bay, between Greenland and the Canadian Arctic, were >2°C higher in August than the mean August SST during 1982–2006. Similar August SST anomalies occurred in the Arctic Ocean. The exception was a negative SST anomaly in the Chukchi Sea, where locally extensive ice cover remained, even as the main body of the pack ice retreated northward and reached a new record minimum extent of 3.41 × 106 km² in mid-September. An intense cyclone (ranked 13 out of 19 625 such storms that have occurred since 1979 in the Arctic) in early August contributed to the sea ice retreat.

A contrast in aragonite saturation state, a measure of ocean acidification, was observed between the Chukchi Sea and the Beaufort Sea/Canada Basin, where surface waters were almost undersaturated with respect to aragonite. The Beaufort Gyre, Canada Basin, continued to have the maximum freshwater content in the Arctic Ocean, the 2012 value being similar to that of 2011. The heat content of the Beaufort Gyre in 2012 was also similar to 2011, both averaging ~25% more in summer compared to the 1970s.

At the southern boundary of the Beaufort Sea, on the North Slope of Alaska, new record high temperatures occurred at 20 m below the surface at most permafrost observatories. The record temperatures are part of a ~30-year warming trend that began near the coast in the 1970s and which now appears to be propagating inland. Throughout the Arctic, cold, coastal permafrost has been warming for several decades, while the temperature of warmer, inland permafrost has been relatively stable or even decreasing slightly.

Atmospheric CO₂ and CH₄ concentrations continue to rise, and the former exceeded 400 ppm at a number of Arctic sites for the first time. Notwithstanding the permafrost warming trends, there is no evidence that increasing Arctic atmospheric CH₄ concentrations are due to increasing emissions from Arctic sources.

Atmospheric total ozone columns were considerably higher than those in spring 2011, when unprecedented chemical ozone losses occurred. Ultraviolet radiation levels during the first half of 2012 were generally within the range observed during the last two decades.


1) MEAN ANNUAL SURFACE AIR TEMPERATURE

In contrast to the period 2001–11, when large positive Arctic-wide temperature anomalies occurred, 2012 had relatively weak positive annual temperature anomalies in the central Arctic, with a small region of maximum positive temperature anomalies over the coast of subarctic central Siberia and adjacent waters (Fig. 5.1a). However, the Arctic continues to show local monthly extremes, with several Alaska stations reporting the coldest month on record in January, and Barrow, in northernmost Alaska, recording the warmest October in more than nine decades of unbroken climate observations. Record summer temperatures over Greenland (section 5g) were another regional/seasonal extreme.

On a decadal timescale, substantial positive temperature anomalies have been observed everywhere across the central Arctic during the period 2001–12 relative to a 1971–2000 reference period (Fig. 5.1b; Overland et al. 2011a; Stroeve et al. 2012, updated). This temperature pattern is a manifestation of “Arctic amplification”, which is characterized by temperature
increases 1.5°C greater than (more than double) the increases at lower latitudes. Since the mid-1960s, mean annual surface air temperature over Arctic land areas has increased about 2°C (Overland et al. 2012a).

2) Seasonal air temperatures

Consistent with the annual average temperatures (Fig. 5.1), each seasonal near-surface air temperature anomaly distribution shows generally positive departures across the Arctic, with regional maxima often centered in the subarctic (Fig. 5.2). Winter 2012 was characterized by a positive North Atlantic Oscillation (NAO), which promotes the warm temperature anomaly over the Barents and Kara Seas (Fig. 5.2a) through warm air advection and increased storm activity downstream of the stronger winds and lower pressures of the Icelandic low pressure center. The temperature pattern in 2012 was unlike the Warm Arctic/Cold Continents pattern (e.g., Overland et al. 2010, 2011b) associated with a negative Arctic Oscillation (AO) climate pattern over the central Arctic, which dominated fall 2009 and 2010, and winter 2010 and 2011.

In contrast to the positive winter NAO, spring and summer had a negative NAO, with its more meridional (north-south, south-north) wind pattern. This had significant consequences for snow cover duration (section 5e), lake ice break-up (section 5i), and the extent of melting on the Greenland Ice Sheet (section 5g). Spring also saw the early formation of an Arctic dipole pattern, with high pressure on the North American side of the Arctic and low pressure on the Siberian side (Fig. 5.3a). In the previous five years this did not occur until June (Overland et al. 2012b). The Arctic dipole pattern supported increased winds across the Arctic and warmer temperature anomalies over the East Siberian Sea and western Greenland (Fig. 5.2b). In contrast to previous years, and especially 2007, the Arctic dipole in 2012 was short-lived, with summer mostly characterized by low pressure centered on the Pacific Arctic sector (Figs. 5.2c and 5.3b), similar to climate conditions of the late 20th century. An unusually strong summer storm in early August (Sidebar 5.1) contributed to the summer low pressure average, with the exception of Greenland (Fig. 5.3b).

Despite the early deterioration of the Arctic dipole pattern, high sea level pressure persisted over Greenland (Fig. 5.3b). This has been a feature of early summer for the last six years. Higher pressures over Greenland and their influence on Arctic and subarctic wind patterns, a so-called blocking pattern, suggests physical connections between the wind patterns and reduced North American snow cover in May and June (section 5e), loss of Greenland and Canadian Arctic glacier ice (sections 5f and 5g), reduced Arctic sea ice in the summer (section 5i), and, potentially, extremes in mid-latitude weather (Overland et al. 2012b).

Fall was dominated by warm air anomalies lying primarily over regions that were sea ice free in late summer, i.e., the Barents, East Siberian, and Beau-
fort Seas and northern Baffin Bay (Fig. 5.2d). The AO index was again negative in fall, similar to 2009 and 2010, favoring a more meridional wind pattern and potentially increased Arctic-subarctic weather linkages (Francis and Vavrus 2012; J. Liu et al. 2012). These linkages are a controversial topic and an area of active research.

3) Severe weather

The year 2012 was notable for two severe weather events. One, an extreme cyclone in August in the Pacific Arctic sector, is described by Simmonds (Sidebar 5.1).

The other severe weather event was in late January–early February, when a warm center occurred over the Kara and Laptev Seas and broader, severe cold anomalies occurred over the northern Eurasian subarctic during a brief period of negative AO. There was a sharp contrast in surface temperature anomalies between North America and Eurasia. The United States experienced its fourth warmest winter since national records began in 1895, whereas extremely low temperatures occurred across parts of Eurasia during 24 January–14 February (see Sidebar 7.4). This was Europe’s worst cold spell in at least 26 years, and more than 650 people died as a result of frigid conditions in Russia, Ukraine, and Poland. Snow fell across the affected areas, resulting in the third largest February snow cover extent (http://www.ncdc.noaa.gov/sotc/global-snow/2012/2).

4) Cloud cover

Unlike 2011, when Arctic cloud cover was somewhat higher than normal in winter and lower in the summer, Arctic cloud cover in 2012 was, overall, average compared to the period 2001–10. However, there were significant monthly anomalies that warrant closer examination, as the spatial patterns varied in important ways on the regional scale.

While clouds influence the surface energy budget, they also respond to changes in the ice cover (Y. Liu et al. 2012; Schweiger et al. 2008). As in recent years, positive cloud cover anomalies (more cloud) over the Arctic Ocean correspond to negative sea ice concentration anomalies (less ice). This was particularly evident in the winter months in the Barents and Kara Seas region, and in the summer months from the East Siberian Sea to the Beaufort Sea. An example for September 2012 is shown in Fig. 5.4.

Large-scale advection of heat and moisture and the frequency of synoptic scale systems also influence cloud cover (Liu et al. 2007). For example, positive cloud anomalies over Alaska in September correspond to southerly flow on the eastern side of the monthly mean cyclonic circulation pattern, while negative cloud anomalies over Russia during the same month correspond to northerly flow and the Siberian High. Positive cloud anomalies over the Chukchi Sea in June also appear to be related more to changes in circulation than to changes in sea ice cover. These circulation patterns are evident in the 500 hPa geopotential height and wind anomalies (not shown), and can be inferred from the surface temperature fields in Fig. 5.2.

Fig. 5.3. (a) Sea level pressure for Apr–Jun 2012 showing the Arctic dipole pattern, with high pressure on the North American side of the Arctic and low pressure on the Eurasian side. (b) Sea level pressure anomaly for Jul and Aug 2012 relative to the reference period 1981–2010, with extensive low pressure centered on the Pacific Arctic sector and high pressure over Greenland. (Source: NOAA/ESRL, http://www.esrl.noaa.gov/psd/.)

Fig. 5.4. Cloud cover (a) and sea ice concentration (b) anomalies (in %) in September 2012 relative to the corresponding monthly means for the period 2002–10. (Source: MODIS on the Aqua satellite.)
**SIDEBAR 5.1: THE EXTREME STORM IN THE ARCTIC BASIN IN AUGUST 2012—I. SIMMONDS**

In late summer 2012, a remarkable storm formed over Siberia on 2 August, moved across the Arctic Basin, and finally decayed in the Canadian Arctic Archipelago on 14 August. This cyclone occurred when the sea ice extent was on the way to reaching a new all-time low during the satellite observation era (1979–present; see section 5j), and attracted a great deal of scientific and media interest.

The cyclone has been analyzed using the Melbourne University cyclone tracking scheme (Simmonds and Keay 2002), an algorithm that calculates a broad range of morphological characteristics of the storms it identifies; these include central pressure, radius, depth, vorticity, and lifetime. The scheme was applied to the 6-hourly sea level pressure analyses of the National Centers for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR; Saha et al. 2010). One of the significant advantages of CFSR for analysis in the polar regions is that it includes atmosphere-ocean coupling, assimilates sea ice concentration data, and is run at high resolution (horizontal: ~38 km; vertical: 64 sigma-pressure hybrid levels).

It is natural to ask what were the connections, if any, between the record low sea ice extent and the occurrence of this intense storm in August 2012? Analysis indicates that the storm behavior was strongly influenced by baroclinicity (as measured by the Eady growth rate) and by the presence of a long-lived tropopause polar vortex. These are characterized, in part, by the downward intrusion of stratospheric air to about 500 hPa and beyond, and hence have the potential to influence surface development (Kew et al. 2010; Cavallo and Hakim 2012). Baroclinicity was a key factor associated with the rapid decrease in central pressure when the storm crossed into the East Siberian Sea. The surface system formed in a deep southward trough associated with the tropopause polar vortex. After four days, the centers of the tropopause polar vortex and cyclone became vertically aligned, and remained so until the latter’s demise over the Canadian Arctic Archipelago.

Detailed analysis reveals that there is little evidence to suggest that the large negative sea ice extent anomaly had any substantial impact on the cyclone (Simmonds and Rudeva 2012). It should be noted that in late summer the surface fluxes of latent and sensible heat (sources of energy for cyclone development) are quite modest, and anomalous sea ice conditions would not be expected to affect these significantly (a different picture of ice-atmosphere interaction would have emerged had this storm occurred in winter).

In contrast, the storm had an immediate and significant effect on the ice distribution. Satellite-based observations indicate

During February 2012, total ozone at Svalbard was more than 30% below the monthly mean. Regions with monthly mean ozone levels ≥10% below the

![Fig. 5.5. Time series of area-averaged minimum total ozone for March in the Arctic, calculated as the minimum of daily average column ozone poleward of 63° equivalent latitude. Winters in which the Arctic vortex broke up before March (1987, 1999, 2001, 2006, and 2009) are shown as open symbols. Ozone in those years was relatively high because of mixing with air from lower latitudes. Figure adapted from Müller et al. (2008), updated using Version 2.8 of the combined total column ozone database produced by Bodeker Scientific (http://www.bodekerscientific.com/data/total-column-ozone). The area-averaged minimum total ozone quantity is explained by Müller et al. (2008).](image-url)
that the storm caused the separation of an expanse of \(0.4 \times 10^6\) km\(^2\) of ice from the main pack, which melted completely and accounted for 57\% of the difference between the 2007 and 2012 ice extent minima (Parkinson and Comiso 2013). The loss of this region of ice also left the main pack more exposed to wind and waves, facilitating further decay. Even with this evidence, researchers continue to debate the role the storm played in achieving the record low sea ice extent. For instance, a recent model study by Zhang et al. (2013) suggests that 2012 would have produced a record minimum ice extent without the August storm. More consistent is the expectation that as Arctic sea ice becomes less extensive and thinner it will be more vulnerable to intense storms (e.g., Overeem et al. 2011; Screen et al. 2011; Asplin et al. 2012).

Arctic stratospheric temperatures in December 2011 were among the lowest on record, but rose to near average in late December. The low temperatures facilitated the formation of polar stratospheric clouds (PSC), which play an important role in activating stratospheric chlorine, which then destroys ozone in catalytic cycles. According to data from the Microwave Limb Sounder (MLS) on the Aura satellite, a sudden stratospheric warming in late January 2012 halted PSC formation and hence the activation of chlorine, leading to conditions that did not allow chemical ozone loss to be sustained into spring. Stratospheric ozone concentrations increased slightly through mid-March as vertical motions transported higher ozone down from above.

The distribution of total ozone column over the Arctic on 3 April of the years 1981 (a year with a long-lasting and cold Arctic vortex, and relatively low stratospheric chlorine concentrations), 2002 (long-lasting warm vortex, high total chlorine loading), 2011 (long-lasting cold vortex, high chlorine), and 2012 (warm vortex, high chlorine) is illustrated in

**Fig. S5.1.** Mean sea level pressure field at 18UTC on 6 August 2012 and the 6-hourly positions of the cyclone from its formation in Siberia (2 Aug) to its demise in the Canadian Arctic Archipelago (14 Aug). The contour interval is 5 hPa. The labels indicate the location of the cyclone at 00UTC on almost every day.
UV radiation is expressed as the UV Index, a measure of the ability of UV radiation to cause erythema (sunburn) in human skin (WHO 2002). It is calculated by weighting UV spectra with the action spectrum for erythema (McKinlay and Diffey 1987) and multiplying the result by 40 $m^2 W^{-1}$. UV radiation levels measured with ground-based instruments at Arctic locations during the first half of 2012 were generally within the typical range observed during the last two decades, with some notable exceptions. In southern Scandinavia, the UV Index was enhanced between January and March 2012 because the ozone column over this region was significantly below the 1991–2010 mean. For example, the ozone column average for the period January–March 2012 was reduced by 11% over Finse, Norway (61°N, 8°E), and by 10% over Østerås, Norway (60°N, 11°E). These reductions led to UV Index increases of 11% and 13%, respectively, at these sites. While it is unusual that total ozone remains below the climatological average for three consecutive months, reductions in ozone for individual days and associated enhancements in UV remained, by and large, within historical limits.

The maximum daily UV Index at Barrow, Alaska (71°N, 157°W), on 10 June 2012 was 4.8, or 44% (2.3 standard deviations) above the mean value for that day and only 4% below the all-time record of 5.0, measured on 7 June 2000. Total ozone measurements by Ozone Monitoring Instrument (OMI) on 9 June 2012 were as much as 90 DU (26%, 5.2 standard deviations) below the mean value of 341 DU for this day during 1991–2011. Satellite data indicate that the low-ozone event was caused by advection of ozone-poor air from lower latitudes above the contiguous United States. The transport of ozone-poor air from lower to higher latitudes is well documented (e.g., Bojkov and Balis 2001), but advection from subtropical to high latitudes in June is a rare occurrence on the Pacific side of the Arctic (James 1998; Hood et al. 2001).

d. Carbon dioxide and methane—L. Bruhwiler, E. Dlugokencky, T. Laurila, and D. Worthy

Carbon dioxide ($CO_2$) and methane ($CH_4$) are responsible for ~82% of direct radiative forcing caused by long-lived greenhouse gases, 2.32 out of 2.84 W m$^{-2}$ in 2012 (Hofmann et al. 2006; Butler 2012). Natural emissions of these gases are of particular interest in the Arctic, where there are large, vulnerable reservoirs of carbon and where temperatures have been increasing at a rate roughly twice that observed at lower latitudes (Bekryaev et al. 2010; section 5b). The changing Arctic climate may act as a positive feedback on greenhouse gas emissions from Arctic sources such as the warming tundra and permafrost (e.g., Tarnocai et al. 2009; Schaefer et al. 2011; Harden et al. 2012; Walter Anthony et al. 2012; McGuire et al. 2012) and the seafloor in shallow offshore Arctic waters (Shakhova et al. 2010), further exacerbating global climate change.

Maintaining long observational records is critical to timely detection of Arctic-wide trends in greenhouse gas emissions. The longest time series are from Barrow, Alaska (1983 to present), and Alert, Nunavut, Canada (1985 to present). In total, there are currently 13 operating observation sites (Fig. 5.7) in the Arctic and subarctic regions operated by NOAA, Environment Canada, the Finnish Meteorological Institute, and collaborators in Norway and Iceland. Same-air samples are compared between pairs of institutions, and measurement systems are calibrated against the World Meteorological Programme, Global Atmosphere Watch CH$_4$ mole fraction scale helping to ensure consistency among these measurements. For the first time, the atmospheric $CO_2$ concentration exceeded 400 ppm in spring 2012 at 7 of these 13 sites. Detection of trends in greenhouse gas emissions from Arctic sources is difficult because the changes are expected to be small in comparison to the much larger midlatitude emissions that will eventually find their way into the Arctic atmosphere. The high latitude trend of increasing atmospheric $CO_2$ concentration (Fig. 5.8a)
is dominated by northward transport of increasing fossil fuel emissions from lower latitudes (the global total emissions from fossil fuel combustion have averaged 8 Pg C yr\(^{-1}\) over the last decade, while the CO\(_2\) uptake by the high latitude terrestrial biosphere and ocean is about 1 Pg C yr\(^{-1}\) (http://www.esrl.noaa.gov/gmd/ccgg/carbontracker). At present, trends in Arctic atmospheric CO\(_2\) due to changes in Arctic productivity or respiration cannot be distinguished from midlatitude processes, especially from the large emissions from fossil fuel use. The seasonal CO\(_2\) cycle (Fig. 5.8a) reflects uptake by the terrestrial biosphere during the Northern Hemisphere growing season, and respiration during the winter months.

High latitude atmospheric CH\(_4\) concentrations also show a seasonal cycle (Fig. 5.8b), with a summer minimum due to solar radiation-dependent photochemical destruction (Fung et al. 1991), and upward trend, particularly since the mid-2000s. The upward trend can be explained by northward transport of changes in emissions at mid- and tropical latitudes since 2007 (Dlugokencky et al. 2009). At present, there is no atmospheric CH\(_4\) evidence for an increase in emissions from Arctic sources such as tundra (McGuire et al. 2012) and offshore areas (Shakhova et al. 2010).

e. Terrestrial snow—C. Derksen and R. Brown

Northern Hemisphere spring snow cover extent anomalies (relative to a 1988–2007 reference period) computed from the weekly NOAA snow chart climate data record [CDR; maintained at Rutgers University and described in Brown and Robinson (2011)] for April, May, and June showed a continued reduction from the historical mean during spring 2012 (Fig. 5.9a). New record lows for both May and June snow cover extent (months when snow cover is confined largely to the Arctic) were established over Eurasia in 2012, the fifth consecutive year that a new record low June snow cover extent occurred in this region. Spring 2012 marked the third time in the past five years that a new record low June snow cover extent was set in North America. The rate of snow cover loss over Northern Hemisphere land areas in June between 1979 and 2012 is -17.6% per decade (relative to the 1979–2000 mean), which exceeds the rate of September sea ice loss over the same time period [-13.0% per decade; updated from Derksen and Brown (2012)].

Spatial patterns of fall 2011 and spring 2012 snow cover duration departures derived from the NOAA daily interactive multisensor snow product show near-normal snow cover onset over the Canadian Arctic, earlier-than-normal snow onset across the eastern Siberian Arctic, and later-than-normal snow onset over northern Europe (Fig. 5.9b). The spring snow cover duration anomaly (Fig. 5.9c) indicates generally earlier snow cover disappearance over Arctic land areas, with the earliest loss of snow cover over the central Canadian Arctic and coastal regions across the Eurasian Arctic. Mean April snow depth from the Canadian Meteorological Centre
daily gridded global snow depth analysis (Brasnett 1999) shows large regions of positive April snow depth anomalies over both the North American and Eurasian Arctic (Fig. 5.9d). This suggests the record setting loss of spring snow cover in 2012 was driven by rapid snow ablation rather than anomalously low snow accumulation.

Estimates of historical variability in pan-Arctic maximum seasonal snow water equivalent (\(SWE_{\text{max}}\)) anomalies over land for 1980–2012 were calculated by averaging anomalies from four datasets: (1) GlobSnow, an assimilation of surface observations of snow depth and satellite retrievals from passive microwave data (Takala et al. 2011); (2) a gridded global snow depth analysis based on optimal interpolation of surface snow depth observations (Brasnett 1999; Brown et al. 2003); (3) a snow cover reconstruction driven with temperature and precipitation from the ERA-interim atmospheric reanalysis (Dee et al. 2011); and (4) diagnosed SWE from the MERRA reanalysis (Rienecker et al. 2011). The multidataset anomaly time series for North America (Fig. 5.9e) shows decadal-scale variability with no significant linear trend. The Eurasian \(SWE_{\text{max}}\) anomaly for 2012 is consistent with a step change to lower SWE observed since 2000.

Atmospheric circulation during the spring 2012 Arc-
tic snow melt season was characterized by a strongly negative North Atlantic Oscillation (NAO) which reached a low of -2.25 in June (see section 5b). A negative NAO is associated with enhanced southerly air flow into the Arctic which contributes to warm temperature anomalies and rapid ablation of the snowpack. The only other year since 1950 to have a June NAO value lower than -2.0 was 1998 (Atkinson et al. 2006), when warm temperature anomalies were also present across Arctic land areas.


Mountain glaciers and ice caps cover an area of over 400,000 km² in the Arctic, and are a major contributor to global sea level change (Meier et al. 2007; Gardner et al. 2011; Jacob et al. 2012). They gain mass by snow accumulation, and lose mass by surface melt and runoff, and by iceberg calving where they terminate in water (ocean or lake). The climatic mass balance ($B_{clim}$, the difference between an annual snow accumulation and annual runoff) is a widely used index of how glaciers respond to climate variability and change.

As $B_{clim}$ measurements for the 2011/12 balance year are not yet available, we summarize measurements of 24 Arctic glaciers for 2010/11 (World Glacier Monitoring Service 2013). The glaciers are located in Alaska (three), Arctic Canada (four), Iceland (six), Svalbard (four), Norway (two), and Sweden (five) (Table 5.1). All but three of the glaciers (Dyngjujökull, Brúarjökull, and Eyjabakkajökull in eastern Iceland) had a negative annual balance (i.e., loss of ice mass). Mass balances of glaciers in Svalbard and northern Scandinavia were very negative in 2010/11. In the Canadian Arctic, the 2010/11 balances were the most negative on record for all four glaciers. In this region, between five and nine of the most negative mass balance years in the 49–52 year record have occurred since 2000. The mean annual mass balance for the period 2000/11 is between three (Melville South Ice Cap) and eight (Meighen Ice Cap) times as negative as the 1963–99 average for each ice cap. This is a result of strong summer warming over the region that began around 1987 (Gardner and Sharp 2007) and accelerated significantly after 2005 (Sharp et al. 2011). For the monitored Arctic glaciers as a whole, mass balance year 2010/11 continues a trend of increasingly negative cumulative balances (Fig. 5.10).

Trends of increasingly negative cumulative balances are also evident in regional total mass balance estimates ($\Delta M$, which includes mass losses by iceberg

### Table 5.1. Measured annual climatic mass balances ($B_{clim}$) of glaciers in Alaska, the Canadian Arctic, Iceland, Svalbard, Norway, and Sweden for 2009/10 and 2010/11. Mass balance data for all glaciers are from the World Glacier Monitoring Service (2013).

<table>
<thead>
<tr>
<th>Region</th>
<th>Glacier</th>
<th>Length of Record (yr)</th>
<th>Net Balance 2009/10 (kg m⁻² yr⁻¹)</th>
<th>Net Balance 2010/11 (kg m⁻² yr⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaska</td>
<td>Wolverine</td>
<td>46</td>
<td>-95</td>
<td>-1070</td>
</tr>
<tr>
<td></td>
<td>Lemon Creek</td>
<td>59</td>
<td>-580</td>
<td>-720</td>
</tr>
<tr>
<td></td>
<td>Gulkana</td>
<td>46</td>
<td>-1832</td>
<td>-1290</td>
</tr>
<tr>
<td>Arctic-Canada</td>
<td>Devon Ice Cap</td>
<td>51</td>
<td>-417</td>
<td>-683</td>
</tr>
<tr>
<td></td>
<td>Meighen Ice Cap</td>
<td>50</td>
<td>-387</td>
<td>-1310</td>
</tr>
<tr>
<td></td>
<td>Melville S. Ice Cap</td>
<td>49</td>
<td>-939</td>
<td>-1339</td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>49</td>
<td>-188</td>
<td>-983</td>
</tr>
<tr>
<td>Iceland</td>
<td>Langjökull S. Dome</td>
<td>15</td>
<td>-3800</td>
<td>-1279</td>
</tr>
<tr>
<td></td>
<td>Hofsjökull E</td>
<td>21</td>
<td>-2830</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hofsjökull N</td>
<td>22</td>
<td>-2400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hofsjökull SW</td>
<td>21</td>
<td>-3490</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kóludukvislarjökull</td>
<td>19</td>
<td>-2870</td>
<td>-754</td>
</tr>
<tr>
<td></td>
<td>Tungnaarjökull</td>
<td>20</td>
<td>-351</td>
<td>-1380</td>
</tr>
<tr>
<td></td>
<td>Dyngjujökull</td>
<td>14</td>
<td>-1540</td>
<td>+377</td>
</tr>
<tr>
<td></td>
<td>Brúarjökull</td>
<td>19</td>
<td>-1570</td>
<td>+515</td>
</tr>
<tr>
<td></td>
<td>Eyjabakkajökull</td>
<td>20</td>
<td>-1750</td>
<td>+525</td>
</tr>
<tr>
<td>Svalbard</td>
<td>Midre Lovenbreen</td>
<td>44</td>
<td>-200</td>
<td>-920</td>
</tr>
<tr>
<td></td>
<td>Austre Broggerbreen</td>
<td>45</td>
<td>-440</td>
<td>-1004</td>
</tr>
<tr>
<td></td>
<td>Kongsvegen</td>
<td>25</td>
<td>+130</td>
<td>-434</td>
</tr>
<tr>
<td></td>
<td>Hansbreen</td>
<td>23</td>
<td>-14</td>
<td>-280</td>
</tr>
<tr>
<td>Norway</td>
<td>Engbreen</td>
<td>42</td>
<td>-520</td>
<td>-910</td>
</tr>
<tr>
<td></td>
<td>Langfjordjakulen</td>
<td>21</td>
<td>-760</td>
<td>-1257</td>
</tr>
<tr>
<td>Sweden</td>
<td>Marmaglaciaren</td>
<td>22</td>
<td>-500</td>
<td>-1450</td>
</tr>
<tr>
<td></td>
<td>Rabots Glaciar</td>
<td>30</td>
<td>-1080</td>
<td>-2110</td>
</tr>
<tr>
<td></td>
<td>Riukojjetna</td>
<td>25</td>
<td>-960</td>
<td>-1080</td>
</tr>
<tr>
<td></td>
<td>Storglaciar</td>
<td>66</td>
<td>-690</td>
<td>-1060</td>
</tr>
<tr>
<td></td>
<td>Tarfalaglaciaren</td>
<td>17</td>
<td>-1060</td>
<td>-1820</td>
</tr>
</tbody>
</table>
calving), derived using GRACE satellite gravimetry (Fig. 5.11). Available for the 2011/12 balance year, estimated ΔM of all the glaciers and ice caps in the Canadian Arctic Archipelago (CAA) was $-106 \pm 27$ Gt, while in the Gulf of Alaska region ΔM was $+51.9 \pm 16.3$ Gt. The CAA estimate matches the record negative value of the previous year (2010/11), and the Gulf of Alaska region estimate is the most positive for the region during the GRACE observation period, 2003–12 (Fig. 5.11). The higher rates of mass loss in the CAA (Fig. 5.11), and the strongly negative $B_{\text{clim}}$ values reported in the previous paragraph, confirm the growing importance of glaciers and ice caps in this region as contributors to global sea level rise (Gardner et al. 2011).

Variability in mean summer temperature accounts for much of the interannual variability in $B_{\text{clim}}$ in cold, dry regions like the Canadian high Arctic while, in more maritime regions, like Iceland and the Gulf of Alaska region, variability in winter precipitation is also a factor. Land surface temperature (LST) over ice in summer may serve as a proxy for $B_{\text{clim}}$ of glaciers across the Arctic. Moderate to large positive LST anomalies over glaciers and ice caps occurred throughout the Arctic during summer 2012, particularly in the Canadian high Arctic (Fig. 5.12). Summer mean LSTs in 2012 were the warmest in the 13-year record on northern Ellesmere and Agassiz ice caps—exceeding the record set the previous year—and the second warmest on the Axel Heiberg Island, Prince of Wales (eastern Ellesmere Island), and Penny (southern Baffin Island) ice caps. Elsewhere in the Arctic, summer mean LSTs in 2012 equaled the 2011 record on Franz Josef Land, and were the second and fourth warmest in Severnaya Zemlya and Novaya Zemlya, respectively. In contrast, 2012 summer mean LSTs were only the eighth warmest in the 13-year long record in Iceland and the tenth warmest in southern Alaska (Fig. 5.12), where $B_{\text{clim}}$ and ΔM, respectively, were positive.

Data from the NCEP/NCAR R1 reanalysis were also used as indicators of climatic conditions over the major glaciated regions of the Arctic during the 2011/12 mass balance year. Relative to the 1948–2008
mean, winter (September 2011–May 2012) precipitation was significantly above normal in southern Alaska and Iceland (see Fig. 5.9) and near normal elsewhere in the Arctic. Summer air temperature anomalies (JJA 2012 mean at 700 hPa geopotential height, relative to the 1948–2008 mean) were again strongly positive (+1.4°C to +3.6°C) over the Canadian Arctic Islands (including Baffin Island), and positive over Severnaya Zemlya (+0.41°C) and Franz Josef Land (+0.48°C). They were close to normal in Svalbard, Iceland, and southern Alaska. These patterns are broadly consistent with the pattern of summer LST anomalies and glacier mass balance.

The region of strongly positive summer 700 hPa air temperature anomalies in 2012 over south and west Greenland, Baffin Island, and Canada’s Queen Elizabeth Islands is associated with a region of anomalously high geopotential height at all levels of the troposphere that was centered over Greenland and Baffin Bay. (Figure 5.3b shows the anomalously high pressure in this region.) This is a feature that has persisted during summers of the last six years (Box et al. 2012a; Sharp et al. 2011). These positive anomalies point to another strong melt season on these ice caps in 2012, and it is worth noting that the extreme warm temperature event of 8–12 July 2012 that produced record melt extent on the Greenland Ice Sheet (Box et al. 2012a; section 5g) also affected the ice caps in Arctic Canada. In contrast, the near-normal summer air temperatures in Iceland and southern Alaska (where summer LST anomalies were negative), followed heavy winter precipitation in 2011/12, and may therefore have resulted in relatively low summer melt in those regions in 2012.


1) Satellites Observations of Surface Melting and Albedo

Melting at the surface of the Greenland Ice Sheet set new records for extent and melt index (i.e., the number of days on which melting occurred multiplied by the area where melting was detected) for the period 1979–2012, according to passive microwave observations (e.g., Tedesco 2007, 2009; Mote and Anderson 1995). Melt extent reached ~97% of the ice sheet surface during a rare, ice-sheet-wide event on 11–12 July (Fig. 5.13a; Nghiem et al. 2012). This was almost four times greater than the average melt extent for 1981–2010. The 2012 standardized melting index (SMI, defined as the melting index minus its average and divided by its standard deviation) was +2.4, almost twice the previous record of about +1.3 set in 2010 (Fig. 5.13b).

According to satellite observations, melting in 2012 began about two weeks earlier than average at low elevations, and lasted as much as 140 days (20–40 days greater than the mean value) in some areas of southwest Greenland (section 5e). Melting day anomalies (i.e., the number of melting days in 2012 minus the 1980–2010 average) were as much as +27 days in the south and +45 days in the northwest. Areas in northwest Greenland between 1400 m and 2000 m above sea level (a.s.l.), where melting is expected to be negligible or sporadic, experienced nearly two months longer melt duration in 2012 than the 1981–2010 reference period.

The area-averaged albedo of the ice sheet, estimated from spaceborne observations (MODIS), set a new record in 2012 (Fig. 5.14a). Negative albedo anomalies were widespread across the ice sheet, but were particularly low along the western and northwestern margins (Fig. 5.14b). The lowest albedo values occurred in the upper ablation zone and overlapped with the regions of extended melt duration.

![Fig. 5.13. (a) Surface melt extent, detected by the SSM/I passive microwave sensor, expressed as % of the total area of the Greenland Ice Sheet. (b) Standardized melt index (SMI) for the period 1979–2012 using the Tedesco (2009) algorithm.](image-url)
2) **Satellite Observations of Ice Mass Loss**

In 2012, new records for summertime and annual ice mass loss, as estimated from the GRACE satellite mission (e.g., Velicogna and Wahr 2006), occurred. Between June and August, the mass loss was $-627 \pm 89$ Gt, 2 standard deviations below the 2003–12 mean of $-414$ Gt (Fig. 5.15; Tedesco et al. 2012). The previous record mass loss, $-516 \pm 89$ Gt, 0.8 standard deviation below the mean, occurred in 2010. The trend of summer mass change during 2003–12 is $-29 \pm 11$ Gt yr$^{-1}$. Excluding the mass loss in summer 2012, the trend is $-20 \pm 13$ Gt yr$^{-1}$. The annual mass loss from mid-September 2011 to mid-September 2012, $-575 \pm 89$ Gt, 2 standard deviations below the mean, also set a new record, exceeding the previous record, set only two years earlier, by $+152$ Gt.

3) **Surface Mass Balance Observations Along the K-Transsect**

The original K-Transsect is located in western Greenland near Kangerlussuaq at 67°N and between 340 m and 1500 m a.s.l. (van de Wal et al. 2005). During the period 1991–2012, 1500 m a.s.l. was the average equilibrium line altitude (ELA; i.e., the highest altitude at which winter snow survives). In 2012, the ELA reached 2687 m a.s.l., 3.7 standard deviations above the mean (van de Wal et al. 2012). The surface mass balance in 2012, between 340 m and 1500 m a.s.l., was the second lowest since measurements began in 1991. However, a weighted mass balance that includes a site above the former 1500 m ELA indicates that the 2011/12 mass balance year was the most negative in 21 years. At the highest station in 2012, 1847 m, almost 350 m higher than the former ELA, the surface mass balance was estimated to be $-0.74$ m water equivalent. Below 1500 m elevation, surface mass balance values decreased gradually to normal values near the ice margin.

4) **Surface Air Temperature Observations**

The extensive surface melting and ice mass loss observed in 2012 occurred in conjunction with record summer (June, July, and August: JJA) air temperatures. The ice sheet-wide JJA surface temperature estimated from space by MODIS increased.

---

**Fig. 5.14.** (a) Area-averaged albedo of the Greenland Ice Sheet each Jul from 2000 to 2012, and (b) geographic variability of the Jun–Aug 2012 albedo anomaly expressed as % of the mean anomaly of the 2000–11 reference period. All data are derived from MODIS MOD10A1 observations. Figures are after Box et al. (2012b).

**Fig. 5.15.** Cumulative mass anomaly in Gt of the Greenland Ice Sheet derived from GRACE satellite data between April 2002 and September 2012.
3.4°C between 2000 and 2012, from an average value of -9°C in 2000 to -5.6°C in 2012 (Tedesco et al. 2012). Applying a linear fit, this suggests an increase in ice sheet-wide surface temperature of +0.16°C yr⁻¹. Other than Tasilaq, in southeast Greenland, where June 2012 was the coldest it had been since records began in 1895, record-setting warm JJA surface air temperatures occurred at long-term meteorological stations (records began in 1873) along the western and southern margins of the island and at the ice sheet summit. The Greenland Climate Network (GC-Net) automatic weather station at Summit (3199 m a.s.l.) measured hourly-mean air temperatures above 0°C for the first time since measurements began in 1996. Such a melt event is rare; the last significant event occurred in 1889, according to the analysis of ice core data (Nghiem et al. 2012).

Seasonally-averaged upper air temperature data available from twice-daily radiosonde observations show anomalous warmth throughout the troposphere in summer 2012 (section 5f). This is consistent with an overall warming pattern near the surface between 850 hPa and 1000 hPa. The recent warming trend is seen in the long-term air temperature reconstruction for the ice sheet, which also shows that mean annual air temperatures in all seasons are now higher than they have been since 1840 (Box et al. 2012a).

5) MARINE-TERMINATING GLACIERS

Forty marine-terminating glaciers have been surveyed daily since 2000 using cloud-free MODIS visible imagery (Box and Decker 2011; http://bprc.osu.edu/MODIS/). The net area change of the 40 glaciers during the period of observation has been -1775 km², with the 18 northernmost (>72°N) glaciers alone contributing to half of the net area change. In 2012, the northernmost glaciers lost a collective area of 255 km², or 86% of the total net area change of the 40 glaciers surveyed. The six glaciers with the largest net area loss in 2012 were Petermann (-141 km²), Zachariae (-27 km²), Steenstrup (-26 km²), Steensby (-16 km²), the greatest retreat since observations began), and Jakobshavn (-13 km²). While the total area change was negative in 2012, the area of four of the forty glaciers did increase relative to the end of the 2011 melt season. The anomalous advance of these four glaciers is not easily explained, as the mechanisms controlling the behavior of individual glaciers are uncertain due to their often unique geographic settings.


Systematic observations of permafrost temperature at many sites in Alaska, Canada, and Russia since the middle of the 20th century provide several decades of continuous data, which allow decadal changes in permafrost temperatures to be assessed. A general increase in temperatures has been observed during the last several decades in Alaska, northern Canada, and Siberia (Smith et al. 2010; Romanovsky et al. 2010a,b). During the last four to five years, all these regions show similar temporal and spatial variability of permafrost temperature. As illustrated for selected sites in Russia (Fig. 5.16), although temperature has been generally increasing continuously in colder permafrost located close to the Arctic coasts (Romanovsky et al. 2012a), the temperatures of warmer permafrost in the continental interior have been relatively stable or even decreasing slightly. Permafrost temperature has increased by 1°C–2°C in northern Russia during the last 30 to 35 years, but this trend was interrupted by colder conditions in summer 2009 and winters 2009/10 and 2010/2011 at many locations in the Russian Arctic, especially in the western sector (Fig. 5.16). However, the warming trend resumed in 2012.

In 2012, new record high temperatures at 20-m depth were measured at most permafrost observatories on the North Slope of Alaska, i.e., north of the Brooks Range (Fig. 5.17a), where measurements began in the late 1970s. The exceptions were the coastal sites, West Dock, and Deadhorse (Fig. 5.17b), where temperatures in 2012 were the same as the record-high temperatures observed in 2011 (Fig. 5.17b). Changes in permafrost temperatures at 20-m depth are typically lagging by one year compared to the changes in surface temperatures. The data suggest that a coastal warming trend has propagated southward towards the northern foothills of the Brooks Range, where a noticeable warming in the upper 20 m of permafrost has become evident since 2008 (Romanovsky et al. 2012b). Record high temperatures were also observed in 2012 in the Brooks Range (Chandalar Shelf) and in its southern foothills (Coldfoot). However, permafrost temperatures in Interior Alaska (e.g., Healy, Birch Lake, College Peat, and Old Man; Fig. 5.17c) were still decreasing in 2012. These distinct patterns of permafrost warming on the North Slope and a slight cooling in the Alaska Interior in 2010–11 are in good agreement with air temperature patterns observed in the Arctic and the sub-Arctic over the last five years.
and might also be a result of snow distribution variations (Romanovsky et al. 2012a).

In northwestern Canada, cold permafrost temperature has increased during the last 40 years (Burn and Kokelj 2009). Smaller increases in permafrost temperature have been observed for warm permafrost of the discontinuous zone, where recent data indicate a negligible change, (<0.2°C decade⁻¹; Romanovsky et al. 2012a; Smith et al. 2010). At Alert (82.5°N, northernmost Ellesmere Island) in the high Canadian Arctic, greater warming has been observed, with recent data indicating that the steady increase in permafrost temperature since 2000 is continuing largely in response to increasing winter air temperature (Romanovsky et al. 2012a; Smith et al. 2012). Long-term permafrost temperature records are limited for the Nordic area, where a few began at the end of the 1990s. These show recent decadal warming of 0.04°C–0.07°C yr⁻¹ in the highlands of southern Norway, northern Sweden, and Svalbard, with the largest warming in Svalbard and in northern Scandinavia (Isaksen et al. 2011; Christiansen et al. 2010).

Decadal trends in the active layer thickness (ALT) vary by region (Shiklomanov et al. 2012). A progressive increase in ALT has been observed in some Nordic countries, e.g., in the Abisko area of Sweden since the 1970s, with a higher rate after 1995, resulting in the disappearance of thin permafrost in several mire landscapes (e.g., Åkerman and Johansson 2008; Callaghan et al. 2010). This increase ceased during 2007–10, coincident with drier summer conditions (Christiansen et al. 2010). Active layer thickness increased since the late 1990s on Svalbard and Greenland, but the rates vary spatially and temporally (Christiansen et al. 2010). An increase in ALT over the last fifteen years has been observed in the north of Russian Europe (Drozdov et al. 2012; Kaverin et al. 2012), but ALT was relatively stable in the north of West Siberia. On the North Slope of Alaska ALT is relatively stable, without pronounced trends during 1995–2008 (Streletskiy et al. 2008; Shiklomanov et al. 2010). Similar results are reported from the western Canadian Arctic. Smith et al. (2009) found no definite trend in the Mackenzie Valley during the last 15 years, with some decrease in ALT following a maximum in 1998. In the eastern Canadian Arctic, ALT increased since the mid-1990s, with the largest increase occurring in bedrock of the discontinuous permafrost zone (Smith et al. 2010).

Lake ice—C. R. Duguay, L. Brown, K.-K. Kang, and H. Kheyrollah Pour

Ice cover plays a significant role in lake-atmosphere interactions at high latitudes. Its presence or absence influences regional weather and climate (Kheyrollah Pour et al. 2012). Freeze-up (ice-on) and break-up (ice-off) dates, and ice cover duration, commonly referred to as ice phenology, are robust indicators of climate variability and change (e.g., Brown and Duguay 2010). There is ample evidence that the timing of freeze-up/break-up dates and ice cover duration are particularly sensitive to air temperature changes (Jeffries et al. 2012). Analysis of
for most lakes located in the southern portion of northern Europe. The positive North Atlantic Oscillation (NAO) of fall 2011 and winter 2012 (section 5b) was the likely cause for the late freeze-up in the latter region and early freeze-up in the Canadian Arctic. A positive NAO is associated with higher temperatures over Europe and lower-than-normal values over northeastern Canada. The NAO has previously been shown to affect lake ice phenology in northeastern Canada, Scandinavia, and northwestern Russia (Bonsal et al. 2006).

With few exceptions, break-up in 2012 occurred several days earlier in Arctic Canada and Eurasia compared to the 2004–11 mean (Fig. 5.18b). Break-up dates were, on average, as much as 3 weeks earlier throughout Arctic Canada and up to 1 month earlier in Eurasia. The few lakes that experienced later break-up (e.g., southern portion of northern Europe) showed small deviations from the mean (1 week on average). The earlier break-up in eastern Siberia and much of Arctic Canada is consistent with the record-low June 2012 snow cover extent (section 5e). The strong negative NAO of spring and summer 2012 (section 5b), which promoted southerly air flow into the Arctic, had a significant impact on lake ice break-up dates and other components of the cryosphere (sections 5e, 5g).

Compared to the 2004–11 mean, ice cover duration in 2011/12 was ~2–5 weeks shorter in central Arctic Canada, western Siberia, southern Scandinavia, and parts of northwestern Russia. On the other hand, ice cover duration was 1–4 weeks longer in eastern Arctic Canada (i.e., Baffin Island and both sides of near-coastal regions of northern Hudson Bay) and 1–8 weeks longer in Norway (Fig. 5.18c). Longer ice cover duration in the northeastern Canadian Arctic and shorter ice duration in northern Eurasia is typically associated with positive phases of the NAO (Prowse et al. 2011).

limited in situ and satellite records (1950s–2004) from northern Canada shows increasingly later freeze-up and earlier break-up dates and, consequently, shorter ice cover duration (Duguay et al. 2006; Latifovic and Poulion 2007). Although ice cover duration over the Arctic has decreased significantly, largely in response to increasingly warmer conditions during the 20th century, the patterns have varied regionally, primarily due to climate impacts associated with large-scale atmospheric and oceanic oscillations (e.g. Prowse et al. 2011). Ice year 2011/12 provides a good illustration of the influence of teleconnection patterns on the ice regime of Arctic lakes.

Freeze-up and break-up dates, and ice cover duration were derived at the grid-cell level for the largest lakes of the Arctic (4 km × 4 km or larger) using the NOAA Interactive Multisensor Snow and Ice Mapping System 4 km resolution daily product (National Ice Center 2008) for the complete length of the available record (2004–12). (See Helfrich et al. 2007 for details). Freeze-up, break-up, and ice cover duration anomalies (expressed as number of days) between ice year 2011/12 and mean conditions for the reference period 2004–10 were then calculated.

Freeze-up in 2011/12 was earlier than the 2004–11 mean by 10–30 days in eastern and part of central Arctic Canada, Norway, and eastern Siberia (Fig. 5.18a). Freeze-up occurred almost a full month later...
There is an accurate record of sea ice extent determined from satellite-based passive microwave instruments since 1979. There are two months each year that are of particular interest: September, at the end of summer, when the ice reaches its annual minimum extent, and March, at the end of winter, when the ice is at its maximum extent. Ice extent in March 2012 and September 2012 are illustrated in Fig. 5.19.

Based on estimates by the National Snow and Ice Data Center, on 16 September 2012, the sea ice cover reached its minimum extent for the year of 3.41 million km$^2$. This was the lowest in the satellite record, 18% lower than in 2007, when the previous record of 4.17 million km$^2$ was recorded (Fig. 5.20). Overall, the 2012 minimum was 3.29 million km$^2$ (49%) below the 1979–2000 average minimum of 6.71 million km$^2$. The last six years, 2007–12, have the six lowest minimum extents since satellite observations began.

In March 2012 ice extent reached a maximum value of 15.24 million km$^2$ (Fig. 5.20), 4% below the 1979–2000 average. Although this was the highest maximum in nine years, the period 2004–12 has the nine lowest maximum extents since 1979. The relatively large maximum extent in March 2012 was due to conditions in the Bering Sea, where ice extent was at or near record levels throughout the winter and spring.

After reaching maximum extent, the seasonal decline began slowly, particularly in the Bering Sea, and around mid-April extent was close to the 1979–2000 average.
average for the time of year. However, soon after that the decline accelerated and was faster than any summer retreat on record. August 2012 was a period of particularly rapid ice loss, in part due to the cyclone that passed through the region at the beginning of the month (Sidebar 5.1). Overall, 11.83 million km$^2$ of ice was lost between the maximum and minimum extents. This is the largest seasonal decline in the record and 1 million km$^2$ less ice than in any previous year.

Sea ice extent has decreasing trends in all months and virtually all regions (the exception being the Bering Sea during winter). The September monthly average trend is now -91 600 km$^2$ per year or -13.0% per decade relative to the 1979–2000 average (Fig. 5.20). The magnitude of the trend has increased every year since 2001. Trends are smaller during March, but still decreasing and statistically significant. The March trend is -2.6% per decade.

Four time periods of the average ice extent for each month are compared in Fig. 5.21: the reference period 1979–2000, 2001–06, the last six years (2007–12) beginning with the previous record minimum of 2007, and 2012. The 1979–2000 period has the largest ice extent for every month, with the greatest difference between the time periods occurring in September. Comparing the two 21st century periods shows that ice extent is similar in winter and spring, but summer values are significantly lower in 2007–12. Figure 5.21 also emphasizes how extreme the ice retreat was in summer 2012.

2) **Spatial distribution of sea ice**

In 2007, when the previous record minimum extent occurred, persistent winds through the summer, created by an Arctic dipole circulation pattern (see Arctic Report Card 2007, figure A3), resulted in a compact ice cover and an ice edge far to the north on the Pacific side of the Arctic. However, the circulation also pushed ice onto the coast in the Laptev Sea, completely blocking the Northern Sea Route. In the years since 2007, the pattern of ice loss has varied, but a tongue of older ice in the East Siberian Sea has persisted through the summer (Fig. 5.22). This tongue was particularly evident in 2010 and 2011. In 2012, that tongue of ice mostly melted away, aided by the August storm (Sidebar 5.1), and ice retreated significantly around the entire perimeter of the ice pack (Fig. 5.19, right). This includes the Atlantic side, north of Svalbard, where extents had been near normal in recent years. Overall, compared to 2007 there was more ice in 2012 in the central Arctic north of the Bering Strait, but less ice nearly everywhere else.

A major storm that moved across the Arctic Basin in early August 2012 (Sidebar 5.1) accelerated ice loss in the Chukchi and East Siberian Seas and helped to quickly remove ice from the region. The storm blew the mostly first-year ice southward into warmer water, where satellite observations indicated that it melted in a few weeks (Parkinson and Comiso 2013). As the ice melted and diverged, ice concentration quickly fell below the detection limit of passive microwave sensors, though small amounts of ice were observed for a couple of weeks afterwards by operational ice analysts using other imagery.

3) **Sea ice age**

The age of the ice is another key descriptor of the state of the sea ice cover. Older ice tends to be thicker
and thus more resilient to changes in atmospheric and oceanic forcing than younger ice. The age of the ice is determined using satellite observations and drifting buoy records to track ice parcels over several years (Tschudi et al. 2010). This method has been used to provide a record of ice age since the early 1980s (Fig. 5.22).

The distribution of ice of different ages illustrates the extensive loss in recent years of the older ice types (Maslanik et al. 2011). Analysis of the time series of areal coverage by age category indicates the continued recent loss of the oldest ice types, which accelerated starting in 2005 (Maslanik et al. 2011). For the month of March, older ice (four years and older) has decreased from 26% of the ice cover in 1988 to 19% in 2005 and to 7% in 2012. This represents a loss of 1.71 million km² since 2005. In March 1988, 58% of the ice pack was composed of first-year ice (ice that has not survived a melt season). In March 2012, first-year ice dominated the pack (75%). Younger ice is typically thinner than older ice (e.g., Maslanik et al. 2007), so the current ice pack is thinner on average than it was in 1988. Note that from March 2011 to March 2012, much of the three-year-old ice north of the Canadian Archipelago survived the melt season, resulting in an increase in four-year-old ice in March 2012 (5% compared to 2% in March 2011). This increase was directly associated with a reduction in the fraction of three-year-old ice, which decreased from 9% to 7%.


I) **Upper Ocean**

Mean sea surface temperature (SST) anomalies in August 2012, relative to the August mean of 1982–2006, were more than 2°C higher in parts of the Beaufort, Laptev, and Kara Seas (Fig. 5.23). While most Arctic Ocean boundary regions displayed anomalously warm SST in 2012, a strong cold anomaly was evident in the Chukchi Sea. This was related to the sea ice extent pattern, which included the persistence of sea ice in this area even as the main ice pack retreated northward. In addition, a strong cyclonic storm during the first week of August (Sidebar 5.1) coincided with rapid degradation of this southern ice patch and anomalously cool SSTs for this time of year.

Relative to the 1970s Environmental Working Group (EWG) climatology (Timokhov and Tanis

**Fig. 5.22. Sea ice age in March 1988, 2010, 2011, and 2012. Figure courtesy of M. Tschudi and J. Maslanik.**

**Fig. 5.23. Sea-surface temperature (SST) anomalies (°C) in August 2012 relative to the August mean of 1982–2006. The anomalies are derived from satellite data according to Reynolds et al. (2007). The August 2012 mean ice edge (blue line) is also shown.**
The major upper-ocean salinity differences in 2012 (Fig. 5.24a) were saltier waters in the central Eurasian Basin and a fresher Canada Basin in general. The upper waters of the Barents and Kara Seas were predominantly anomalously salty relative to climatology, although the magnitude of the salinity difference was smaller than in the central Arctic Basin. In the region to the north of Greenland and Ellesmere Island, upper-ocean salinity in 2012 was only slightly less than the 1970s climatology, although small changes can be attributed in part to gaps in sampling.

The maximum freshwater content anomaly is centered in the Beaufort Gyre (BG), Canada Basin (Fig. 5.24c). The BG accumulated more than 5000 km$^3$ of freshwater during 2003–12, a gain of approximately 25% (update to Proshutinsky et al. 2009) relative to climatology of the 1970s (Fig. 5.24b). In 2012, the BG freshwater content was comparable to that in 2011, although 2012 saw a shift in the center of freshwater content to the northwest relative to 2011, consistent with the large-scale wind forcing (see Timmermans et al. 2012, figures 2.7, 2.11). The strong freshwater accumulation trend in the Beaufort Gyre has been linked to an increase in strength over the past decade of the large-scale anticyclonic wind forcing (e.g., Proshutinsky et al. 2009). Shifts in major freshwater pathways also influence BG freshwater (Morison et al. 2012), while freshwater transported offshore during storms in the southern Beaufort Sea can also account for a significant fraction of the observed year-to-year variability in freshwater content of the BG (Pickart et al. 2013). The BG heat content in 2012 (see Timmermans et al. 2012, figure 2.11) also remained approximately comparable to 2011 conditions, with ~25% more heat on average in the summer compared to the 1970s.

**2) Atlantic Water Layer**

Warm water of North Atlantic origin, lying below the halocline at depths between about 200 m and 900 m (shallower in the vicinity of Fram Strait), is characterized by temperatures >0°C and salinities >34.5. In 2012 in the southern Barents Sea, Atlantic Water temperatures reached a maximum (since 1951) of up to 6°C, about 1.4°C higher than the long-term mean (1951–2010) and about 1.2°C higher than in 2011 (Trofimov and Ingvaldsen 2012). In other regions, no significant changes were observed in 2012 in this layer compared to 2011 conditions. Relative to 1970s climatology, maximum Atlantic Water temperature anomalies are highest on the Eurasian side of the Lomonosov Ridge, with maximum anomalies 2°C in Fram Strait (see Proshutinsky et al. 2012, figure 5.22b). Warming is less pronounced in the Canada Basin, with Atlantic Water cooler now than in the 1970s in the region to the north of Ellesmere Island.

**3) Pacific Water Layer**

The Pacific Water layer in the Arctic Ocean originates from the Bering Strait inflow and resides in the Canada Basin at depths between about 50 m and 150 m. Data from ice-tethered profilers that sampled in the central Canada Basin during 2004–12 indicate Pacific Water warming in recent years that is broadly congruent with freshening. The maximum temperature of the Pacific Water layer increased by about 1.5°C over this time, with corresponding increases in heat content.

In 2011, the most recent year for which data are available, Pacific Water inflow through the Bering Strait was about 1.1 Sv (Woodgate et al. 2012), significantly

---

**Fig. 5.24.** (a) Anomalies of salinity at 20-m depth in 2012 relative to 1970s climatology. Contour lines show the 500-m and 2500-m isobaths. (b, c) Freshwater content (m) calculated relative to a reference salinity of 34.8: (b) freshwater content in the Arctic Ocean based on 1970s climatology (Timokhov and Tanis 1997); (c) freshwater content in the Beaufort Gyre (the region enclosed by the black box in the top panel) based on hydrographic surveys (black dots depict station locations) in 2012.
greater than the climatological value of about 0.8 Sv (Roach et al. 1995). The 2011 Bering Strait heat flux (~5 × 10^{20} J relative to -1.9°C, the freezing point of Bering Strait waters) was comparable to the previous record high in 2007. The freshwater flux through the strait (relative to a salinity of 34.8) indicates the 2011 annual mean is 3000 km\(^3\)–3500 km\(^3\) (Woodgate et al. 2012), roughly 50% greater than 2001 and 2005 values. The interannual variability of the freshwater flux through the Bering Strait is larger than the interannual variability in the other major freshwater sources to the Arctic, i.e., rivers and net precipitation.

### SIDEBAR 5.2: TOWARD AN INTERNATIONAL NETWORK OF ARCTIC OBSERVING SYSTEMS—C. M. LEE, J. ZHAO, AND M. JAKOBSSON

Arctic environmental change, exemplified in this chapter, motivates research and observations to quantify secular trends, understand the driving mechanisms and feedbacks, and improve predictability of both Arctic change and its impact on global climate. Local needs also drive observing activities, as Arctic residents, government, and industry require information over a range of timescales to inform their response to the changing environment. An integrated international network of Arctic observing systems (AOS), spanning a broad range of spatial and temporal scales and providing the multiyear persistence required to resolve secular trends, is needed to meet these varied demands.

The pan-Arctic scope and decadal outlook define a broad, inherently international, network of observing systems. An AOS must provide data to meet needs that fall under three overlapping domains, loosely termed policy, strategy, and tactics. Policy ties closely to governance, demanding an understanding of environmental change to inform long-term planning (decades), disaster mitigation (prevention and preparedness, response, recovery), regulation, and environmental protection. Value is placed on long records compiled from sustained, consistent measurements distributed around the Arctic.

At the strategy level, government, industry, and local communities require data to carry out medium-term planning (seasons to years) of expensive or hazardous activities. Examples include assessing feasibility of shipping across the Arctic Ocean and engineering to support resource extraction. Data needs can be more geographically localized than those of the climate network, and strategy-level observing systems may exist at both national and international scales.

Tactical needs involve the supply of data products to answer short-term (hours to weeks) requirements, such as guiding safe, efficient travel and informing hunting and fishing activity. This demands real-time delivery and may involve highly localized systems driven at the community level.

1. **Ocean acidification**—J. T. Mathis, C. Hauri, and J. N. Cross

   It has been widely shown that the uptake of anthropogenic CO\(_2\) by the oceans (e.g., Sabine et al. 2004, 2007) has a significant effect on marine biogeochemistry by reducing seawater pH (e.g., Feely et al. 2009; Caldeira and Wickett 2003) and the saturation states (Ω) of important calcium carbonate (CaCO\(_3\)) minerals (Feely et al. 2004; Orr et al. 2005; Caldeira and Wickett 2005) through a process termed “ocean acidification”.

   However, the uptake of anthropogenic CO\(_2\) is not the only process that can reduce Ω. There are several
other drivers in the western Arctic Ocean, such as sea ice melt (Yamamoto-Kawai et al. 2009), respiration of organic matter (Bates and Mathis 2009), upwelling (Mathis et al. 2012), and riverine inputs (Mathis et al. 2011), that can exacerbate ocean acidification at different temporal and spatial scales. These processes, combined with the fact that the Arctic Ocean is already pre-conditioned to have relatively low Ω compared to the global ocean due to lower temperatures and unique physical and biogeochemical processes (Fabry et al. 2009), make the region highly vulnerable to further reductions in seawater pH, with unknown, but likely detrimental, consequences for certain marine organisms.

Unfortunately, there are no long-term observations of carbonate chemistry in the Arctic Ocean, as these properties were not measured until the early 2000s. Over the past several years, the number of observations has increased substantially (e.g., Mathis et al. 2012; Cai et al. 2010; Bates et al. 2009), although a number of questions remain regarding spatial variability and the seasonally varying controls on carbonate mineral saturation states.

In October 2012, an unprecedented survey was conducted in the Beaufort and Chukchi Seas from the USCGC Healy, with thousands of observations made of the carbonate system across the broadest area to date (Fig. 5.25). All four carbonate parameters (dissolved inorganic carbon, total alkalinity, pH, and the partial pressure of CO₂) were directly measured at the surface, and three (dissolved inorganic carbon, total alkalinity, and pH) were directly measured in the water column.

The broad extent of these observations shows that there is a contrast in aragonite saturation states between the Chukchi Sea region and areas of the Beaufort Sea to the east. These spatial differences reveal the varying degree of impacts that primary production, ice melt, and river water can have on carbonate mineral concentrations and ocean acidification in the region. High rates of primary production over the Chukchi shelf consume dissolved inorganic carbon at the surface and cause a significant increase in pH and carbonate mineral saturation states (i.e., anti-ocean acidification) during spring and summer; these effects can be seen throughout the open-water season. Rates of primary production are much lower in the Beaufort Sea due to nutrient limitations; accordingly, the saturation states near the surface are lower. In the Canada Basin, where ice melt is most prevalent and rates of primary production are minimal, the surface waters are near undersaturation (Ω < 1) with respect to aragonite. Low Ω waters were also observed north of the Bering Strait, where the Alaska Coastal Current (ACC) brings low salinity, carbonate-poor waters northward from the Bering Sea.

Water column measurements in 2012 confirmed previous observations (Bates and Mathis 2009) that subsurface waters over the Chukchi shelf, particularly in the region of Bar-
row Canyon (Fig. 5.25), can become undersaturated due to the accumulation of remineralized dissolved inorganic carbon. The waters on the western side of the canyon were highly undersaturated with respect to aragonite, which is consistent with the understanding of patterns of primary production and export of organic matter in the region (Mathis et al. 2007; Grebmeier et al. 2012). Figure 5.26 shows that the eastern part of the transect across Barrow Canyon was dominated by ACC water that was warmer, fresher and had lower total alkalinity. This riverine water is also low in inorganic nutrients and therefore limits primary production at the surface. However, observations on the western side of this transect were more indicative of central Chukchi Sea waters that are replete with nutrients and support high rates of primary production. The respiration signal is present near the bottom, with high dissolved inorganic carbon concentrations on the western side of the canyon.

The long-term drivers of ocean acidification in the western Arctic will continue to be the loss of seasonal sea ice, which will allow greater interaction with the anticipated higher atmospheric CO$_2$ concentrations and will directly reduce carbonate mineral concentrations through dilution at the surface. In addition, the loss of ice will allow for increases in the frequency, intensity, and duration of wind-driven upwelling events that have been shown to bring waters that are undersaturated in carbonate minerals to the surface (Mathis et al. 2012). The changes in the carbonate system caused by these drivers will be reinforced by natural respiration processes related to the production and export of organic matter, both of which will likely increase in a warmer, sea ice-depleted Arctic (Arrigo and van Dijken 2011). It will be critical to understand the timing, duration, and spatial extent of undersaturation events both at the surface and in bottom waters, particularly as they relate to species distribution and sensitive life stages of calcifying organisms.

Fig. 5.26. Cross-sections of (a) temperature, (b) salinity and several carbonate parameters [(c) pH, (d) total alkalinity (TA), (e) dissolved inorganic carbon (DIC), and (f) aragonite saturation state ($\Omega$)] in Oct 2012 midway along Barrow Canyon (Fig. 5.25). The plots are scaled such that the middle area is the deepest part of the canyon viewed from the south, i.e., looking northward towards the mouth of the canyon and the Arctic Ocean.

a. Overview—R. L. Fogt and T. A. Scambos

The climate of Antarctica during 2012 was characterized by anomalous conditions during January, a relatively near-normal period for several following months, and anomalous conditions again at the end of year, starting in September. The beginning and end of the year were marked by opposing climate anomalies, which—coupled with the near-average conditions during mid-year—led to a weak annual mean surface pressure and 2-m temperature anomaly across the continent, as shown in Fig. 6.1. The Ross Ice Shelf observed above-average temperatures for the year, while some regions of the East Antarctic Plateau experienced below-average temperatures. The overall weak circulation anomalies in 2012 gave rise to near-normal conditions at most staffed and automatic weather station locations, as well as near-normal snow accumulation and surface melt. Yet, despite the overall normal year, a few new records were set, mainly at the beginning or end of the year.

Notable Antarctic climate events during 2012 include:

- Below-average pressure and temperature (with a few station records) in January and June–July across much of the continent as well as stronger circumpolar zonal winds.
- Pronounced above-average temperatures in the stratosphere in October, which propagated downward to the middle and lower troposphere in November–December. These anomalously warm conditions were associated with above-average geopotential heights throughout the troposphere, weaker circumpolar winds, above-average pressures in the Amundsen Sea, below-average surface temperatures along the Antarctic Peninsula, and above-average surface temperatures across much of East Antarctica.
- More intense melting across the Antarctic Peninsula during the 2011/12 melt season than in 2010/11; however, across the entire Antarctic continent the 2011/12 melt season was less intense than the previous two years.
- A new record maximum total sea ice extent set in September, but otherwise weakly positive total sea ice extent anomalies were present throughout the year, except in December, when sea ice extent was slightly below normal.
- The Antarctic ozone hole was the second smallest since the 1990s, with only the 2002 ozone hole being smaller in area.

Although the Antarctic climate in 2012 was relatively stable overall, a study by Bromwich et al. (2013), using a recalibrated and patched record from Byrd station, confirmed that West Antarctica is undergoing a rapid warming. Their study confirmed the warming in the annual mean and austral winter and spring, but also observed a statistically significant warming in austral summer, i.e., during the melt season.


Near-average circulation features dominated the cold-season months of 2012 across Antarctica and the high southern latitudes. However, significantly below-average pressure was present across the continent during January, and in the latter part of the year a marked stratospheric anomaly emerged that propagated into the troposphere by late austral spring. This pattern produced a negative southern annular mode (SAM) index in November (Fig. 6.2). However, the arrangement of anomalous high pressure over the Amundsen-Bellingshausen Seas sector and low pressure areas in the midlatitudes resembles a zonal wave-number (ZW3) pattern for the end-of-year period.

The circulation anomalies in 2012 are examined in Fig. 6.2 using a vertical cross section of geopotential height extending from the troposphere to the stratosphere, temperature anomalies averaged over the polar cap (60°S–90°S), and circumpolar (50°S–70°S) averaged zonal wind anomalies. To investigate the Antarctic surface circulation anomalies more closely, the year was divided into (somewhat subjective) monthly-periods that exhibited consistent circulation anomalies. For 2012, the periods were January, February–May, June–September, and October–December. The mean surface pressure and 2-m temperature
anomalies for each period are plotted in Fig. 6.3. Here, anomalies as well as the standard deviation are defined using the base period 1981–2010 in all cases. The beginning of 2012 was characterized with geopotential heights ~100 m below the climatological mean throughout the troposphere (most marked at ~1000 hPa–200 hPa at <-2.0 standard deviations), which extended into the stratosphere but were less significant. In January (Fig. 6.3a), surface pressure anomalies of -8 hPa were observed across the entire Antarctic continent, which were more than 2.5 standard deviations below the climatological mean. Positive circumpolar zonal wind anomalies are also evident during January, reaching 4 m s\(^{-1}\) (>1.5 standard deviations above the 1981–2010 mean) from 1000 hPa to ~50 hPa. In terms of surface temperature, the strongest January anomaly was a pronounced region of below-average temperatures throughout the northern Weddell Sea (Fig. 6.3b).

February–May was marked mainly by stratospheric cooling down to ~50 hPa (Fig. 6.2b) despite a relatively weak polar vortex (Fig. 6.2c), while above-average temperature anomalies emerged within the troposphere. During winter, and especially July, a positive SAM index resulted from persistent low pressure systems located west of the Antarctic Peninsula.

Fig. 6.2. Area-weighted averaged climate parameter anomalies for the southern polar region in 2012 relative to 1981–2010: (a) polar cap (60°S–90°S) averaged geopotential height anomalies (m); (b) polar cap averaged temperature anomalies (°C); and (c) circumpolar (50°S–70°S) averaged zonal wind anomalies (m s\(^{-1}\)). The shading represents std dev from the 1981–2010 mean. Red vertical bars indicate the four separate climate periods shown as spatial climate anomalies in Fig. 6.3; the dashed lines near Dec 2011 and Dec 2012 indicate circulation patterns wrapping around the calendar year. Primary contour interval is 50 m in (a), 1°C in (b), and 2 m s\(^{-1}\) in (c). Values for the SAM index are shown along the bottom in black and red. (Source: ERA-Interim reanalysis.)

Fig. 6.3. (Left) Surface pressure anomaly and (right) 2-m temperature anomaly contours [every 4 hPa with an additional contour at ±2 hPa and every 2°C, respectively, except for (b) and (h) at every 1°C] relative to 1981–2010 for (a) and (b) Jan 2012; (c) and (d) Feb–May 2012; (e) and (f) Jun–Sep 2012; and (g) and (h) Oct–Dec 2012. The shaded regions correspond to std dev from the 1981–2010 mean. (Source: ERA-Interim reanalysis.)
and cold frontal areas that remained active in the South Atlantic convergence zone. This can also be seen by below-average pressure anomalies over the Bellingshausen Sea and Drake Passage (Fig. 6.3e), +2 m s⁻¹ circumpolar zonal wind anomalies, and mid-tropospheric cooling over the Antarctic continent during winter (Figs. 6.2b,c).

A significant stratospheric circulation anomaly over Antarctica developed during September and subsequently propagated into the troposphere in October, persisting there for the remainder of the year. Of particular note are the above-average temperatures in the upper troposphere and stratosphere for November–December, with the anomaly exceeding 2.5 standard deviations between 300 hPa and 500 hPa. These are coupled with strongly positive geopotential height departures and negative circumpolar zonal wind anomalies (Fig. 6.2), all of which are consistent with a negative SAM index during November–December, as indicated by the monthly Marshall (2003) SAM index (values shown below Fig. 6.2c). From October through December, pressure anomalies up to +8 hPa (2 standard deviations above the mean) were observed over the Amundsen-Bellingshausen (AB) Seas, along with below-average pressure anomalies (-4 hPa) between 1 and 2.5 standard deviations below the climatological mean across the southern Pacific, Indian, and Atlantic Oceans. These features weakly resemble a ZW3 pattern (Fig 6.3g), which was accompanied by an equatorward displacement of the low pressure belt due to the higher pressure anomalies over the Antarctic continent and AB Seas. Geostrophic circulation around the anomalous region of high pressure in the AB Seas at this time led to above-average temperatures across the Ross Sea and extending to Pine Island Bay (due to northerly winds; Fig. 6.3h). Rain events were reported by field teams on lower Pine Island Glacier in December. In contrast, the Antarctic Peninsula experienced average temperatures of around 1°C below normal (more than 2 standard deviations below the climatological mean; Fig. 6.3h) associated with southerly flow there. This also partially explains the positive sea ice extent anomaly that was observed in the eastern Bellingshausen Sea and Weddell Sea sectors at this time. Above-average pressure (+1 hPa to +2 hPa) and temperature (+1°C to +2°C and up to 2.5 standard deviations above the mean) anomalies were present over East Antarctica at the end of the year.

c. Surface manned and automatic weather station observations—S. Colwell, L. M. Keller, M. A. Lazzara, and A. Setzer

The overall circulation anomalies outlined in section 6b are reflected in observations at staffed and automatic weather stations (AWS). A map of key locations described in this section and throughout the chapter is displayed in Fig. 6.4. Climate data from two staffed stations (Rothera and Neumayer) and two AWS (Ferrell and Dome C II) that reflect regional conditions are displayed in Figs. 6.5a-d.

Monthly mean temperatures on the central western side of the Antarctic Peninsula were near-average for most of the year, although Rothera did experience above-average temperatures during July, August, and September (Fig. 6.5a). Temperatures at Marambio station on the northeastern side of the Peninsula, as well as many stations on its northern tip, showed a below-average period from August onwards where the monthly mean temperature was 2°C–3°C colder than the 1981–2010 mean. The Antarctic Peninsula region did experience low pressures during June, with Rothera station recording a record-low monthly mean pressure of 976.7 hPa, Bellingshausen 978.4 hPa, and Marambio 979.9 hPa. All of these were close to 15 hPa below the long-term mean. In the northern part of the Peninsula, the overall colder conditions in 2012, together with 2011, 2009, and 2007, continued to reduce the warming trend observed over the last 30 years (McGrath and Steffen 2012). Sea level pressure in the region was above average for 2012, reversing the below-average period of 2008–10.

In the Weddell Sea region, the annual mean temperatures at Halley and Neumayer stations were about average, but the monthly values varied considerably with Neumayer reporting a record-low monthly mean
mean pressure values at Amundsen-Scott were close to the long-term averages except for January, which had a record-low monthly mean value of 680.2 hPa (9.4 hPa below the long-term mean). Consistent with the low pressures across East Antarctica in January (Fig. 6.3a), Vostok station also had a record-low monthly mean pressure of 626.5 hPa in this month (as well as many other AWS, not shown). These strong negative pressure anomalies over the Antarctic continent (except the Antarctic Peninsula) were associated with the strong positive SAM index at this time.

Temperatures were less extreme than 2011 for the AWS network around the Ross Sea embayment and West Antarctica. The only record-high mean temperature in this region was at Gill (-13.6°C reported in February). May was also warmer than normal at Byrd, Ferrell, Marble Point, Gill, and Possession Island. While no monthly mean records were broken, temperatures were 4°C–8°C above normal, with the warmest conditions centered on the Ross Ice Shelf (i.e., Fig. 6.5c at Ferrell). As a note, the Byrd AWS temperature anomalies are based on the newly-corrected time series (Bromwich et al. 2013).

Continuing the pattern from December 2011, record-low monthly mean pressures for January 2012 were reported for Byrd, Dome C II, Ferrell, Marble Point, and Gill. The values at these stations were 10 hPa–11 hPa below normal (Figs. 6.5c–d). While Possession Island did not break a record for January, monthly mean pressure there was also below normal. Monthly mean pressures generally remained below normal for the first half of the year, except at Dome C II, where pressures were below normal for almost the whole year. By November, stations in the Ross Sea area (Marble Point, Gill, Ferrell, and Possession Island) were reporting higher-than-normal pressures.

Around the coast of East Antarctica, the annual temperatures at Mawson and Casey were about average with the winter temperatures being slightly below average. Record-low monthly mean pressure values were recorded at both Mawson and Casey in January with values around 9 hPa below the long-term mean.

The annual mean temperature at Amundsen Scott station was close to average, with individual months fluctuating above and below the mean. Monthly temperature of -24.8°C in April, which was 7.3°C below the mean, and below-average temperatures in July (Fig. 6.5b). From September onwards, the monthly mean temperatures were above average with a record-high monthly mean of -7.0°C reported in November at Neumayer. There were also several wind speed records set at Neumayer, with monthly averages in April and July having record-low wind speeds and February and September observing record-high wind speeds in 2012 (Fig. 6.5b). At Halley station, no temperature records were broken but March, July, and August were considerably colder than average, and June and October were considerably warmer than average. Record-low monthly mean pressure values were reported at both Halley and Neumayer in January, with the values being around 10 hPa below the long-term mean.

The base period for calculating anomalies is 1981–2010 for all stations.

**Fig. 6.5.** (a)–(d) 2012 Antarctic climate anomalies at four representative stations [two staffed: (a) and (b), and two automatic: (c) and (d)]. Monthly mean anomalies for temperature (°C), MSLP (hPa), and wind speed (m s⁻¹) are shown, + denoting record anomalies for a given month at each station in 2012. Climatological data start in 1976 for Rothera, 1981 for Neumayer and Ferrell, and 1980 for Dome C II. The temperature of -24.8°C in April, which was 7.3°C below the mean, and below-average temperatures in July (Fig. 6.5b). From September onwards, the monthly mean temperatures were above average with a record-high monthly mean of -7.0°C reported in November at Neumayer. There were also several wind speed records set at Neumayer, with monthly averages in April and July having record-low wind speeds and February and September observing record-high wind speeds in 2012 (Fig. 6.5b). At Halley station, no temperature records were broken but March, July, and August were considerably colder than average, and June and October were considerably warmer than average. Record-low monthly mean pressure values were reported at both Halley and Neumayer in January, with the values being around 10 hPa below the long-term mean.

Around the coast of East Antarctica, the annual temperatures at Mawson and Casey were about average with the winter temperatures being slightly below average. Record-low monthly mean pressure values were recorded at both Mawson and Casey in January with values around 9 hPa below the long-term mean.

The annual mean temperature at Amundsen Scott station was close to average, with individual months fluctuating above and below the mean. Monthly
(6 hPa–8 hPa above normal), with a record-high monthly mean pressure at Ferrell. Wind speeds were near average at most AWS sites, reflected in the green lines in Figs. 6.5c–d.


Precipitation minus evaporation (P–E) closely approximates the surface mass balance over Antarctica, except for the steep coastal slopes (e.g., Bromwich et al. 2011; Lenaerts and van den Broeke 2012). Precipitation variability is the dominant term for P–E changes at regional and larger scales over the Antarctic continent. Precipitation and evaporation/sublimation fields from the Japanese Reanalysis (JRA; Onogi et al. 2007) were examined to assess Antarctic net precipitation (P–E) behavior for 2012. The evaporation in JRA was calculated from the surface latent heat flux variable. In comparison to other long-term global reanalyses (e.g., NCEP1 and NCEP2), JRA has higher model resolution, both horizontally and vertically, greater use of observational data, and a more advanced model configuration (Bromwich et al. 2007). Nicolas and Bromwich (2011) show that the reliability of JRA P–E is highly ranked in relation to other global reanalyses.

Figure 6.6 shows the JRA annual anomalies of P–E and mean sea level pressure (MSLP) for 2012 (Figs. 6.6a,c) and 2011 (Figs. 6.6b,d) to demonstrate the similarities and major changes between these two years. As noted in section 6a, annual anomalies in 2012 over the high interior of the continent were small (within ±50 mm yr⁻¹), consistent with the low snow accumulation in this region, although there were rather large positive P–E anomalies across much of the Southern Ocean (Fig. 6.6a). Most coastal regions in Antarctica during 2012 display qualitatively similar spatial patterns to 2011 P–E anomalies, but exhibit weaker signals. The positive P–E anomalies over the Ross Ice Shelf (between 150°W and 170°E) in 2011 were much weaker and covered a smaller area in 2012. The largest positive P–E anomaly over Dronning Maud Land (between 0° and 50°E) in 2011 was replaced by weak positive and negative anomalies in 2012. The annual P–E anomaly triplet (negative-positive-negative) between Wilkes Land and Victoria Land (between 90°E and 170°E) in 2011 was also
found during 2012. However, both negative anomalies were weaker, and the positive anomaly over Adélie Land (near 140°E) was stronger (by ~60%). The most negative P–E anomalies in 2012 were observed to the west of the Antarctic Peninsula (between 60°W and 110°W, centered in the Bellingshausen Sea), but still weaker than in 2011. The positive anomaly centers along and east of the Antarctic Peninsula strengthened in 2012, in contrast to positive or small negative anomalies the previous year.

These annual P–E anomaly features are generally consistent with the mean atmospheric circulation implied by the MSLP anomalies (Figs. 6.6c,d). In 2012, the MSLP anomalies surrounding Antarctica were weaker and more localized than 2011. Negative anomaly centers in 2012 over the Drake Passage (~75°W), the Ross Sea (~175°W), and along the East Antarctic coast (~120°E) produced stronger offshore flow and less precipitation along these regions. The positive MSLP anomaly over the Ronne Ice Shelf produced higher precipitation anomalies east of the Antarctic Peninsula, although the magnitude of both the MSLP and P–E anomalies in this region was weak. In comparison to 2011, when the austral fall had the largest impact, no season dominated the 2012 annual anomalies, making them relatively weak overall (Figs. 6.1a, 6.6a,c). Austral spring had the largest impact on the total annual P–E to the west of the Antarctic Peninsula (~80°W) and in the Ross Sea region (~170°W) in 2012.

Almost half of the moisture transport into Antarctica occurs in the West Antarctic sector and experiences large interannual variability associated with the El Niño-Southern Oscillation (Cullather et al. 1996; Bromwich et al. 2000; Bromwich et al. 2004). Beginning in late 2011, the negative MSLP anomalies over the Ross Sea shifted away from the coast (Figs. 6.3a,c,e) and became positive anomalies over the Bell-
ingshausen Sea in October 2012 (Fig. 6.3g). Previous studies suggest that these anomaly features are consistent with simultaneously weak La Niña and positive SAM index values (Fogt and Bromwich 2006; Fogt et al. 2011), which were observed throughout much of 2012 prior to November. Figure 6.6e shows the time series of average monthly total P–E over Marie Byrd Land–Ross Ice Shelf (75°S–90°S, 120°W–180°) and monthly Southern Oscillation index (SOI) and SAM index (with 12-month running means). It is clear that the SOI and SAM index are positively correlated but have opposite behavior to P–E in most months from 2008 to mid-2011. After this period, the SOI decreases and SAM index increases (anti-correlated) into 2012. The correlation coefficients between monthly P–E and index values (from 2008 to 2012) are SOI -0.22 (-0.38 for annual running mean) and SAM index -0.29 (-0.71 for annual running mean), respectively.

e. 2011/12 Seasonal melt extent and duration—L. Wang and H. Liu

Antarctic surface snow melt during the 2011/12 austral summer was estimated from daily brightness temperature data acquired by Defense Meteorological Satellite Program (DMSP-17) satellite with the onboard Special Sensor Microwave/Imager (SSM/I). The 19-GHz horizontally polarized channel acquired in the ascending pass of the polar orbit of DMSP-17 (Zwally and Fiegles 1994; Armstrong et al. 2013; Liu et al. 2005) was used for analysis. The melt onset and end dates were tracked using the algorithm in Liu et al. (2005), and the number of melting days enclosed by the onset and end pairs during the melt season were recorded. The total number of melting days in a year is calculated by accumulating all the melt onset and end pairs in the time series. The first and last melt days in the year are recorded as the start and end days
of the melt season. Based on the calculation, maps were generated for the melt start day (Fig. 6.7a), melt end day (Fig. 6.7b), and melt duration (Fig. 6.7c) of surface snow on the Antarctic Ice Sheet. Melt extent and melt index (Zwally and Fiegles 1994; Torinesi et al. 2003; Liu et al. 2006) values were derived from the maps. Melt extent is the total area that experienced surface melt for at least one day, and the melt index is the accumulated melt extent for the number of days of melt over the entire continent of Antarctica or an Antarctic region.

Surface snow melt during the 2011/12 austral summer across the Antarctic continent exhibits a coherent spatial pattern. Lengthy and contiguous melt mainly occurred on the ice shelves of the Antarctic Peninsula. The melt index in this area is 50% of the total melt for the entire continent. The melt index of the Antarctic Peninsula in 2011/12 (16 036 875 day km$^2$) is much greater than in 2010/11 (14 215 625 day km$^2$), indicating that the recent melt season was longer than in 2010/11. The spatial distribution of surface melt duration is shown in Fig. 6.7c. Areas with intensive melt duration (>45 days) include the Larsen Ice Shelf, Wilkins Ice Shelf, and Abbot Ice Shelf (Fig. 6.7c), mainly equatorward of 75°S. Areas of moderate melt duration (16–45 days) are on the ice shelves of Dronning Maud Land, West Ice Shelf, Shackleton, Wilkes Land, and Amery Ice Shelf. Short-term melt (<16 days) occurred on the coast of Dronning Maud Land and Ross Ice Shelf. Ephemeral surface melt in Ross Ice Shelf extended to 85°S. Such ephemeral melt in this region has not been observed in recent years. Sporadic early melt events in the middle of October 2011 are found at the tip of the Antarctic Peninsula (Fig. 6.7a). The main melt period (Fig. 6.7d) over the continent started at the end of November 2011. Melt area reached its peak on 23 December 2011, and a record warm day was observed by multiple AWSs near the South Pole two days later (Colwell et al. 2012). The main melt season ended on 7 February 2012. A minor melt event began on 2 March 2012, and peaked on 10 March, with melt areas confined mainly to the Antarctic Peninsula and Abbot Ice Shelf (Fig. 6.7b). This second melt period ended by 16 March.

In comparison with previous years, the 2011/12 melt season had a relatively small melt extent across all of Antarctica. The overall melt extent was 944 375 km$^2$, lower than the previous year (1 069 375 km$^2$; Wang and Liu 2012), almost the same as in the 2009/10 austral summer (945 000 km$^2$; Wang and Liu 2011), and well below the 25-year median value (1 277 500 km$^2$) reported in Liu et al. (2006). Total melt index for the 2011/12 season is 29 006 250 day km$^2$, significantly lower than the past two years. Given the similar melt extent, the average melt duration in the 2011/12 austral year was about 25% shorter than the

Fig. 6.7. Maps for (a) melt start day, (b) melt end day, and (c) melt duration of Antarctic ice sheet during 2011/12 austral summer. Daily melt area is plotted in (d) with two peak days labeled.
previous two years. However, the Antarctic melt index shows a positive trend since its record low in the 2008/09 melt season (Tedesco 2009; Tedesco and Monaghan 2009).


Antarctic sea ice in 2012 was characterized by generally above-average area and extent throughout the year, compared to the 1981–2010 mean, with the exception of late May through early June and late November through much of December (Fig. 6.8a). A new maximum sea ice extent was recorded during September (since satellite records began in 1978; see http://nsidc.org/arcticseaicenews). Regionally, the pattern of sea ice variability throughout the year was closely associated with variations in large-scale atmospheric and oceanic circulation patterns and related local sea surface temperatures.

The sea ice pattern during the early months of 2012 (January–May) was predominantly characterized by three regions of above-average sea ice extent and concentration: most of the Weddell Sea, much of East Antarctic/western Ross Sea (120°E–180°), and for a short period, the coastal area in the Bellingshausen/Amundsen Sea (~90°W–120°W; Fig. 6.8b). These regions were associated with lower-than-normal atmospheric temperatures (Figs. 6.3b,d) and SSTs, for this time of the year and adjacent to the ice edge (Fig. 6.8d). During this period, below-average sea ice extent occurred mostly in two areas: eastern Ross Sea and

Fig. 6.8. (a) Plot of daily anomaly (black line) from the 1981–2010 mean of daily SH sea ice extent for 2012, based on satellite passive microwave ice concentration data from the GSFC Bootstrap Version 2 dataset (Comiso 2008). Blue banding represents the range of daily values for 1981–2010, while the red line represents ±2 std devs. Numbers at the top are monthly-mean extent anomalies (×10^6 km²). (b) and (c) Sea ice concentration anomaly maps for Jan and Sep 2012 derived versus the monthly means for 1981–2010, with monthly-mean contours of ACCESS MSLP. Bell is Bellingshausen Sea. (d) and (e) Maps of monthly-mean sea ice concentration for Jan and Sep 2012, respectively, with mean ice edge/extent contours for 1981–2010 (black lines) and SST anomaly contours superimposed. The SST anomalies were calculated against the 1981–2010 mean and are based on data from the Optimal Interpolation SST version 2 dataset (Reynolds et al. 2002; Smith et al., 2008). (f) Sea ice duration anomaly for 2012/13, and (g) duration trend (see Stammerjohn et al. 2008). Both the climatology (for computing the anomaly) and trend are based on 1981/82 to 2010/11 data (Comiso 2008), while the 2012/13 duration-year data are from the NASA Team Near-Real-Time Sea Ice (NRTSI) dataset (Maslanik and Stroeve 1999).
parts of East Antarctica (80°E–110°E). These patterns of anomalous sea ice concentrations reflect the timing of the 2011/12 retreat season (Massom et al. 2012). As the austral summer transitioned into fall (~March–May) in 2012, most areas of the Southern Ocean sea ice zone began to advance earlier (later) where they had previously retreated later (earlier).

During the latter part of the sea ice advance season (June–September), the pattern of anomalous sea ice extent changed from that of earlier in the year. Particularly strong and persistent cyclonic activity in the Bellingshausen-Amundsen Seas and Dronning Maud Land regions during July and August was responsible for an increase in sea ice extent in the eastern Ross Sea and Dronning Maud Land. Above-average sea ice extents along parts of the East Antarctic coast (110°E–130°E) were synonymous with strong compaction and thickening of the ice by northerly winds in this region, as well as a dynamic build-up of sea ice behind large icebergs (as observed on the Siple-2 in September–October; see also Massom et al. 2001). In situ observations also suggested heavy snowfall and extreme snow accumulation on the sea ice in this region of East Antarctica (and this is partially corroborated by the snow accumulation analysis in section 6c and Fig. 6.6a). On the other hand, relatively warm northerly winds in July and August were responsible for inhibiting sea ice advance and subsequent lower-than-normal sea ice extents in the far eastern East Antarctica (150°E–180°) and the western Weddell Sea.

Overall, the regions of above-average sea ice extents off East Antarctica, the Ross Sea, and Dronning Maud Land were sufficient to contribute to a new record-high overall sea ice extent during late September (since 1979) of about 19.45 million km² (Figs. 6.8c,e). On the other hand, relatively warm northerly winds in July and August were responsible for inhibiting sea ice advance and subsequent lower-than-normal sea ice extents in the far eastern East Antarctica (150°E–180°) and the western Weddell Sea.

The 2012 early sea ice retreat season (October–December) saw yet another change in the pattern of sea ice extent anomalies. During October through November, the Amundsen Sea Low (ASL) stayed west in the Ross Sea (Fig. 6.3g), contributing to more zonal conditions farther east, particularly in October. This in turn contributed to a late sea ice retreat in the outer pack ice of the western Weddell-Bellingshausen Seas region (~100°W–40°W). In contrast and immediately east of the ASL, strong northerly winds and warmer-than-normal SSTs (advected south from the central Pacific) contributed to below-average sea ice extents and an early sea ice retreat over most of the Amundsen Sea (~100°W–160°W). Similarly, the juxtaposition of low pressure systems across East Antarctica produced contrasting retreat anomalies, with late retreat of the outer pack ice in the East Antarctic/western Ross Sea area (from ~90°E–160°W), and early retreat of the outer pack ice in the eastern Weddell Sea (~0°–30°E) and Indian Ocean (~80°E–90°E).

Sea ice concentration and extent patterns for the first few months of 2012 (January–May) were generally consistent with the overall long-term trend (Comiso 2010), with the exception of the areas of East Antarctica (at around 90°E), the far western Ross Sea, and the Bellingshausen-Amundsen Seas (~60°W–160°W). The latter was east of anomalously low sea level pressure system in the Antarctic Peninsula-westerly Weddell Sea region during February. An overall exception to the often-observed opposing retreat/advance anomalies was an area in the Indian Ocean (~20°E–60°E), where sea ice retreat and advance were both earlier. The earlier advance appeared to be related to favorable southerly winds west of a low pressure system that intensified throughout the austral autumn and into June (not shown).

The 2012 ice season, with positive ice season duration anomalies (Fig. 6.8f) everywhere except in the Amundsen Sea (~100°W–160°W) and in East Antarctica (~80°E–100°E), reflects the general influence of strengthened westerly winds (positive SAM index) and a strengthened ASL (La Niña/positive SAM index) in the first half of the year, followed by a strengthened wave-3 pattern and negative SAM index later in the year. Because the ASL was farther west than usual during the transition seasons in 2012, the Antarctic Peninsula-Bellingshausen Sea region was given a reprieve from strong northerly winds. Thus, an unusually long ice season was observed there, opposing the strong negative trend recorded for 1980/81–2010/11 (Fig. 6.8g; Stammerjohn et al. 2012). Otherwise and elsewhere, the ice season duration anomalies in 2012 more or less reflected the 30-year trends (see Stammerjohn et al. 2012).


The 2012 Antarctic ozone hole was significantly weaker than average in comparison to the typical ozone hole over the 1990–2011 period. Figure 6.9 displays October total ozone from GOME, GOME-2, and SCIAMACHY. Prior to 1980, severe Antarctic ozone depletion was not clearly evident. After 1990, every year has shown severe depletion. The 2012 hole (Fig. 6.9, bottom middle) shows weak losses that are still large in comparison to pre-1985 levels...
The minimum ozone is shown in Fig. 6.10 using the OMPS Limb Profiler (OMPS LP) ozone measurements at locations chosen to be near the polar vortex center. The vortex is defined using potential vorticity fields on the 460 K potential temperature surface, calculated from the NASA Global Modeling and Assimilation Office (GMAO) Modern-era Retrospective Analysis for Research and Applications (MERRA; Rienecker et al. 2011). The lowest total column ozone near the vortex center (shown in Fig. 6.10a) is accompanied by a corresponding profile (Fig. 6.10b). Figure 6.10c shows the profile and column minimum locations. The vortex split into two parts in early November, so the larger mass of vortex air that maintained itself was followed (not shown). Only 2002 (marked by a strong stratospheric warming and a vortex split) was weaker than 2012 in the 1990–2012 period.

The 2012 hole was the second smallest over the 1990–2012 period; the 2002 hole was the smallest at 12.0 million km$^2$ (see Sidebar 6.2 for more information). Measurements from the Suomi National Polar-orbiting Partnership (S-NPP) satellite’s Ozone Mapper and Profiler Suite Nadir Mapper (OMPS NM) showed a single-day maximum area of 20.9 million km$^2$ on 22 September 2012, with a time-average (7 September–13 October) of 17.6 million km$^2$. The lowest OMPS value of 124 Dobson Units (DU) was observed on 1 October, with a time average (21 September–16 October) of 139 DU. The 2012 polar vortex was relatively short-lived, keeping the ozone hole below previous years’ daily maximum area values from mid-September through mid-November.

**Fig. 6.9.** October averages of total column ozone derived from the GOME, GOME-2, and SCIAMACHY instruments from 1995 to 2012.

**Fig. 6.10.** OMPS ozone observations from a location near the center of the polar vortex: (a) total column ozone (in DU) and (b) daily ozone profiles (in ppmv). Values have been smoothed in time using a 1-2-1 filter. (c) The circles show vortex daily location with every fifth day numbered. The blue, green, and red circles indicate Sep, Oct, and Nov, respectively.
in Fig. 6.10c. The minimum ozone observed on 1 October 2012 was followed by steady recovery over the October–November period.

Early October Antarctic ozone profiles show a near 100% depletion over small vertical layers in the lower stratosphere. South Pole ozonesonde measurements show the 14 km–21 km average ozone plummeting from 150 DU on 1 September to approximately 20 DU by early October. While the lowest total ozone occurred on 1 October (Fig. 6.10a), the lowest mixing ratio (density of ozone divided by the total density of all atmospheric gases) values were found during the 6–13 October 2012 period below about 18 km (Fig. 6.10b), in general agreement with these South Pole ozonesondes. The hole filled in quite rapidly (in terms of total column) as large amounts of ozone advected over Antarctica at altitudes above 25 km during the October–November period.

Chlorine- and bromine-containing compounds cause Antarctic ozone depletion. Ozone-depleting substances (ODSs) over Antarctica have only decreased by about 0.25 ppb, to 3.80 ppb from the peak levels in the 2000–12 period (4.05 ppb). This amounts to a 13% drop towards the 1980 level of 2.11 ppb.

The ozone hole results from conversion of chlorine molecules from nonreactive forms into ozone-destroying forms on polar stratospheric clouds (PSCs) surfaces (i.e., HCl+ClONO$_2$→Cl$_2$O$_2$+HNO$_3$). The springtime rising sun photolyzes molecular chlorine, and this chlorine (combined with bromine) drives catalytic ozone loss. CALIPSO satellite observations indicate that May–October 2012 total PSC volume was the smallest in comparison to the 2006–11 Antarctic period (not shown). June PSC levels were near average, and much below average during July–October (update from Pitts et al. 2009).

The Aura Microwave Limb Sounder (MLS) measures nonreactive HCl (Fig. 6.11a, top panel) and ozone-destroying ClO (Fig. 6.11a, bottom panel), thus tracking chlorine activation and deactivation. In June–July, HCl decreases as temperatures drop and PSCs form. As noted above, PSCs convert HCl and ClONO$_2$ into reactive chlorine (mainly ClO and Cl$_2$O$_2$). As a result of high levels of PSCs, ClO increases from June through August, and this chlorine is confined within the vortex. ClO peaks in September from the continued presence of PSCs and the rising sun over Antarctica. In late September, the complete destruction of ozone and evaporation of PSCs causes ClO (rapid decrease) to be converted back to HCl (rapid increase). Figure 6.11a shows that, consistent with the picture seen in ozone and temperature, the degree of chlorine activation in 2012 was slightly below average.

Antarctic stratospheric temperatures modulate the year-to-year ozone hole severity. Below- (above-)
Above-average air temperatures high above the Antarctic led to the second smallest ozone hole in 20 years in 2012. At its peak, the ozone hole stretched to 21.2 million km$^2$, slightly smaller than the total area of North America. In comparison, the largest ozone hole recorded to date was in 2000 at 29.9 million km$^2$.

Figures SB6.3 and SB6.4 show the development of the 2012 ozone hole over South Pole Station from balloon-borne ozonesonde measurements. Total column ozone dropped from an average pre-depletion value of 279 Dobson Units (DU) to a minimum value of 136 DU on 5 October. This was significantly higher than the 1986–2011 average minimum of 116 ± 20 DU. The main ozone depletion layer from 12 km to 20 km plummeted from 141 DU to 19 DU, but zero ozone was only observed within the 16 km–18 km layer. For comparison, the deepest layer of zero ozone measured over South Pole was in 2006 when the 14 km–21 km layer was nearly 100% depleted and total column ozone was near record lows at 93 DU. Figure SB6.4 indicates that the minimum in early October was followed by a fast rebound to much higher-than-average ozone and temperature values.

Several early ozonesonde measurements made from 1966 to 1971 are plotted in Fig. SB6.4 as single points to show typical ozone and temperatures before significant springtime depletion began. Increased stratospheric temperatures correlate to an earlier breakup of the 2012 ozone hole. Historically, mid-October ozone values in the 16 km–18 km layer show the greatest depletion and can be at, or near, zero.

Even 25 years after an international agreement was signed to regulate production of ozone-depleting chemicals, the ozone hole still forms each year. In fact, it could be another 5–10 years before scientists can confirm early signs of Antarctic ozone layer recovery. The springtime ozone layer above Antarctica likely will not return to its early 1980s state until about 2060. The length of time needed for this full recovery is mainly due to the large quantity and long lifetime of ozone-depleting substances in the atmosphere. Climate change may also affect the rate of ozone recovery by altering transport and cooling the stratosphere, which has several competing effects on ozone depletion. Monitoring the state of ozone in Antarctica, and globally, will remain important for decades to come.
average temperatures result in large and deep (small and shallow) ozone holes. Figure 6.11b shows Antarctic (60°S–90°S) September 50 hPa monthly means. September lower stratospheric temperatures were 2°C above average (also see Fig. 6.2b). Above-average temperatures were consistent with smaller amounts of PSCs and less chlorine activation.

The Antarctic stratosphere is warmed by the return of sunlight at the end of the winter and by large-scale weather systems (planetary-scale waves) that form in the troposphere and move upward into the stratosphere. Easterly momentum deposition from these waves decelerates the stratospheric jet and causes a poleward and downward circulation. This downward circulation adiabatically warms the Antarctic lower stratosphere. Wave events during the 2012 Antarctic winter and spring were particularly strong. This caused a warmer-than-normal vortex (Fig. 6.11b; see also Fig. 6.3b) and a weaker ozone hole. Low ozone values disappeared quite early in 2012 in comparison to previous years.

In summary, the 2012 Antarctic ozone hole was significantly weaker than average in comparison to the typical ozone hole over the 1990–2011 period. This weakness was from dynamical effects that warmed the Antarctic lower stratosphere and advected higher ozone concentrations over Antarctica. Activated chlorine levels were still high, and estimates of Antarctic inorganic chlorine levels have yet to significantly decrease. Severe ozone depletion was again observed from ground, balloon, and satellite observations in comparison to the pre-1985 period.

a. Overview—A. Sánchez-Lugo

A summary of regional climate conditions are provided in this chapter, with a special emphasis on the 2012 temperature and precipitation conditions across North America, Central America and the Caribbean, South America, Africa, Europe, Asia, and Oceania. In some instances, notable weather events are also summarized. Information for the regions highlighted in this chapter were provided by local scientists and the source of the data used is typically the agency affiliated with the authors, unless otherwise noted. Information from 2011 may be included in some cases to accurately cover relevant climate seasons, such as the Southern Hemisphere summer and Northern Hemisphere winter seasons.

Of note, North America was characterized by unusual warmth that engulfed the continent throughout most of the year, with the Canada experiencing its fifth warmest year, the contiguous United States having its warmest year on record, and Mexico having its second warmest year (behind 2006) on record. Remarkable events include the summer-like temperatures during spring that affected numerous locations across Canada and the contiguous United States, and significant drought that affected most of the United States and parts of Mexico. Across Central America, three hurricanes directly or indirectly affected parts of the region, producing heavy rains, floods, and landslides that impacted hundreds of people. In the Caribbean, temperatures were warmer than normal in 2012, and northwest Caribbean and northern Lesser Antilles had a drier-than-normal year. Meanwhile, the southern Caribbean experienced an anomalously “wet” dry season at the start of the year. Five tropical cyclones impacted that region, with Isaac and Sandy being the most devastating. Notable events in South America include Amazonia’s worst flooding episode in recent history and the severe drought that gripped most of northeastern Brazil throughout the 2012 wet season. In Africa, one of the most significant events was flooding in the Sahel between June and September that resulted in loss of life and property damage. Overall, the rainfall season in this region was the third wettest since 1948 and the wettest since 1952. Persistent and intense cold temperatures affected Eurasia in late January to early February, with several European countries having their coldest February in nearly three decades. Russia experienced above-average temperatures throughout most of the year, with summer 2012 ranking as the second warmest such period since 1936. One of Australia’s most notable features in 2012 was the contrast between the wet start to the year and the widespread rainfall deficits in the following months. Also of note was the record-breaking warmth that affected the region late in the year.

b. North America


The year 2012 was another exceptionally warm year in Canada. The national average temperature was well above normal during all seasons with the summer of 2012 the warmest summer on record. Precipitation was near normal during most seasons although winter 2011/12 was the second driest over the past 65 years.

(i) Temperature

The national annual average temperature for 2012 was 1.9°C above the 1961–90 normal period, which placed 2012 as the fifth warmest year since nationwide records began in 1948 (Fig. 7.1). The record warmest year was 2010 (+3.0°C) while 1972 (-1.9°C) remains the coldest. Temperatures were at or above normal across the country. Most of the Northwestern Territories, Nunavut, Ontario, Quebec, and Newfoundland experienced temperatures more than 2°C above normal (Fig. 7.2). The national annual average temperature indicates a linear increase of 1.7°C over the past 65 years.

Seasonally, winter (December–February) 2011/12 was the third warmest on record and the national average temperature was 3.6°C above normal. Anomalies of at least 4°C above normal were observed in Yukon, Northwestern Territories, and Ontario whereas most of the Canadian Prairies Provinces had temperatures at least 6°C above normal.

Fig. 7.1. Annual mean temperature anomalies for Canada (°C), based on 1961–90, for the period 1948–2012. (Source: Environment Canada.)
The national average temperature for spring 2012 was 1.6°C above normal, which made it the ninth warmest spring since 1948. Southern Manitoba, most of Ontario, and southern Quebec experienced temperatures that were more than 3°C above normal.

Summer 2012 was the warmest on record since nation-wide records began in 1948, with the national average temperature 1.9°C above normal. The previous record of 1.7°C above normal was set in 1998. The whole country experienced above-normal warmth, especially the Northwest Territories, Nunavut, northern Prairies Provinces, Ontario, Quebec, Labrador, and Newfoundland, which had temperatures at least 2°C above normal. Only British Columbia (B.C.) had temperatures close to normal.

Fall 2012 was the 17th warmest on record since nation-wide records began in 1948, with the national average temperature 1.9°C above normal. The previous record of 1.7°C above normal was set in 1998. The whole country experienced above-normal warmth, especially the Northwest Territories, Nunavut, northern Prairies Provinces, Ontario, Quebec, Labrador, and Newfoundland, which had temperatures at least 2°C above normal. Only British Columbia (B.C.) had temperatures close to normal.

(ii) Precipitation

Overall, Canada experienced near-normal precipitation in 2012. It was the 33rd wettest year in the 65 years of record with the national precipitation value 1% above the 1961–90 normal (Fig. 7.3). The wettest year was 2005 (15% above normal) and the driest was 1956 (12% below normal). Most of the country received near-normal annual precipitation amounts. Areas in southern B.C., Saskatchewan, and Manitoba, along with northern Quebec and eastern Nunavut, received slightly higher-than-normal precipitation (Fig. 7.4). Northern Northwest Territories, western Nunavut, central B.C., south-central Alberta, southern Ontario, and Newfoundland and Labrador had slightly drier-than-normal conditions.

Winter 2011/12 was characterized by drier-than-normal conditions (18% below normal) and ranked as the second driest out of the 65 years of record. Almost the entire country saw drier-than-normal conditions. The Prairie Provinces, northern Northwest Territories, and northern Quebec experienced conditions at least 40% drier than normal. Only two areas had above-normal precipitation: the region running from northern Manitoba up through eastern Nunavut and a small region along the B.C. coast.

National average precipitation was generally near normal during the rest of the year. Spring 2012 ranked as 24th wettest and the national average precipitation was 3% above normal. Conditions at least 40% wetter than normal were found in the Canadian Prairie Provinces, southern Yukon and Northwest Territories, and northern Ontario. Areas of drier-than-normal conditions included Nunavut, southern Ontario, and Atlantic Canada.
Summer 2012 was 4% above normal and ranked as the 19th wettest since 1948. Slightly above-normal precipitation was found in small areas in southern B.C., Saskatchewan, Yukon, Northwest Territories, and northern Quebec. Below normal precipitation was observed in northern B.C., northern Northwest Territories, Ontario, southern Quebec, Newfoundland and Labrador, and Nova Scotia.

During fall, the national average precipitation remained near normal (2% below normal), ranking as the 30th driest since 1948. Drier-than-normal conditions were observed in central B.C., southern Alberta and Saskatchewan, most of Nunavut, and the northern Northwest Territories. Southern B.C., northeastern B.C., northern Alberta, northern Saskatchewan, most of Manitoba, northern Quebec, and part of the Maritimes all experienced wetter-than-normal conditions.

(iii) Notable events
Hot temperature events dominated the list of the major Canadian weather stories in 2012. The year 2012 featured a winter that went missing, a March with broken records, and a summer that was the warmest of the warm seasons.

In 2012, Canadians witnessed an almost total absence of winter. In Toronto, snowfall was a record low 41.8 cm; there were no days with measurable snow after March 1 and only nine days with more than 1 cm of snow from November to April. In Montreal, overnight lows never dipped below -20°C (the mark of a cold Canadian day), which was a first for the record books. The average afternoon temperature for Saskatoon in December and January hit -3.2°C, which was the warmest in records going back to the 1880s.

In March, summer-like temperatures affected numerous locations across Canada. Fort Frances reached 26°C and on 19 March the town recorded a minimum temperature of 15.1°C. Winnipeg registered a maximum temperature of 20.9°C on 19 March, its earliest recording of temperature above 20°C in a calendar year. Halifax reported a maximum temperature of 27.2°C on 22 March, shattering its previous record of 11.8°C set in 1983. On 21 March, Petawawa recorded a maximum temperature of 28.8°C—the highest temperature ever recorded in Ontario in March.

Flooding due to intense precipitation events were also among the major weather events in 2012. Late on 26 May, a low-pressure system that moved from North Dakota and sat on Thunder Bay brought between 35 mm and 120 mm of rain (including 71 mm in less than six hours). The ensuing flash flood caused washouts on numerous roads and trails, cut power to homes and businesses, and filled thousands of basements with up to two meters of dirty sewage water.

On 29 May, a pair of rainstorms combined to deliver more than 100 mm rain to much of Montreal, producing widespread flooding and power outages in the area. The first storm brought up to 40 mm of rain and twelve hours later a brief but more powerful storm dumped an additional 50 mm to 80 mm of rain on the city. The storms also caused power failures affecting 28,000 people. On 22 July, an intense downpour in Hamilton dumped 140 mm on the city in less than four hours.

2) United States—J. Crouch, R. R. Heim Jr., P. Hughes, and C. Fenimore
Based on preliminary data, the annual average temperature in 2012 for the contiguous United States (CONUS) was 13.0°C, which is 1.8°C above the 1901–2000 average and the warmest year since records began in 1895 (Fig. 7.5). 2012 surpassed the previous record warm year of 2006 by 0.6°C. The nationally-averaged precipitation during 2012 was 674.9 mm, 65.3 mm below average.

(i) Temperature
Anomalous warmth dominated much of 2012, with each state in the CONUS having above-normal temperatures and many locations having record warm annual temperatures (Fig. 7.6a). Winter (December–February) 2011/12 was the third warmest on record for the nation with a seasonally-averaged
temperature 2.2°C above average. Warmer-than-average temperatures were present for most of the nation, with near-average temperatures across parts of the West. Spring (March–May) was the warmest on record with an average temperature 2.9°C above average and consisted of a record warm March, third warmest April, and second warmest May. Record warmth occurred in 34 states from the Rockies to New England. Only Oregon and Washington had near-normal spring temperatures. The nationally-averaged summer (June–August) temperature was the second warmest on record, slightly cooler than the summer of 1936, at 1.4°C above average, and consisted of the 11th warmest June, record warmest July (and warmest month of any month on record), and the 13th warmest August. Much of the central and northeastern United States were warmer than normal, while the Southeast and Northeast were near-normal. The CONUS fall (September–November) temperature was 0.6°C above average, with above-normal temperatures in the West and below-normal temperatures in the East. Nevada had its warmest fall on record.

(ii) Precipitation
Precipitation for the CONUS in 2012 was below normal and ranked as the 15th driest year on record and the driest since 1988. The year was characterized by drier-than-average conditions for much of the central United States and the central East Coast. It was the driest year on record for Colorado, Montana, Nebraska, and Wyoming. The Northwest, central Gulf Coast, and parts of the Northeast were wetter than average. The year began with 32% of the CONUS in moderate to exceptional drought (based on the U.S. Drought Monitor), mainly across the Southern Rockies and Plains, Upper Midwest, and the Southeast. By the end of 2012, nearly 58% of the CONUS was experiencing drought conditions. Winter precipitation was below normal. The Southern Plains were wetter-than-average, helping to ameliorate drought conditions that impacted the region during much of 2011. Drier-than-average conditions occurred along the West Coast, Canadian border, and Eastern Seaboard. The warm and dry winter, particularly across the western and northern United States, limited winter snow cover extent to the third smallest in the 46-year satellite record. At the end of the winter season, mountain snowpack was less than 50% of normal across the Great Basin and Central and Southern Rockies. Above-normal snowpack occurred in the Cascades and Northern Rockies. Spring was slightly drier than average for the CONUS. Below-normal precipitation occurred in the central Rockies and Midwest. Six states in those two regions had seasonal precipitation totals ranking among their 10 driest. Above-normal precipitation occurred in the Pacific Northwest and Upper Midwest. Minnesota, Oregon, and Washington each had a top 10 wet spring. Summer was the 14th driest on record with precipitation 88% of normal. Above-normal precipitation occurred in New England, the Far West, and along the Gulf Coast. Florida had its wettest summer on record, with 137% of normal, partially attributable to Tropical Storm Debby and Hurricane Isaac. The central Rockies and Midwest were much drier than average. Nebraska and Wyoming each had their driest summer on record, with seasonal precipitation 40% and 44% of average, respectively. The spatial extent

Fig. 7.6. Climate division ranks of annual 2012 (a) temperature and (b) precipitation. Record coldest/warmest or driest/wettest is defined as the smallest/largest annual value for that climate division in the 1895–2012 period of record. Above-normal temperature/precipitation is defined as occurring in the warmest/wettest third of recorded years. Whereas, much-below-normal temperature/precipitation falls in the bottom 10% of coolest/driest years since 1895, and below normal is defined as the coolest/driest third of the distribution. (Source: NOAA/NCEI.)
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The United States sustained 11 weather/climate-related disasters during 2012, in which overall damages/costs reached or exceeded $1 billion (US dollars; Fig. SB7.1). The total direct losses (i.e., insured and uninsured losses) for these 11 events exceeded $110 billion. Of these events, seven resulted from severe weather or tornado events, two were related to hurricanes/post-tropical cyclones, and the final two were the year-long drought and the associated wildfires.

The number of billion-dollar disasters in 2012 (11) is less than the number that occurred in 2011 (14), which is the largest of the 1980–present record. However, despite fewer billion-dollar events, the damage in 2012 surpassed 2011 ($60 billion, Consumer Price Index (CPI)-adjusted to 2012 dollars) in terms of aggregate costs for annual billion-dollar disasters. The greatest annual loss occurred in 2005 (exceeding $187 billion, CPI-adjusted to 2012 dollars). In fact, the loss from Hurricane Katrina alone that year ($146.3 billion, CPI-adjusted to 2012 dollars) was greater than the total loss estimated for 2012.

Insured and uninsured direct losses include: physical damage to residential, commercial and government/municipal buildings, material assets within a building, time element losses (i.e., time-cost for businesses and hotel costs for loss of living quarters), vehicles, public and private infrastructure, and agricultural assets (e.g., buildings, machinery, livestock). These statistics were taken from a wide variety of datasets, public and private, which represent the estimated total costs of these events—that is, the costs in terms of dollars that would not have been incurred had the event not taken place.

In 2012, NOAA’s National Climatic Data Center reviewed its methodology on how it develops billion-dollar disaster reports. NCDC worked with economic experts and a consulting partner to examine possible inaccuracies and biases in the data sources and methodology used in developing the loss assessments from 1980 to 2012 (Smith et al. 2013). These efforts ensure more consistency in the values NCDC provides on an annual basis and provide more confidence in year-to-year comparisons. The most up-to-date information is available at http://www.ncdc.noaa.gov/billions.

Fig. SB7.1 This map denotes the approximate location for each of the 11 billion-dollar weather and climate disasters that impacted the United States during 2012.

of the summer drought peaked in July, when 61.8% of the CONUS experienced moderate-to-exceptional drought (according to the Palmer Drought Severity Index), roughly equaling the drought episodes of the 1950s, but smaller than the drought episodes of the 1930s. The hot and dry weather depleted soil moisture and reduced crop yield. The corn crop was especially ravaged, with annual production 28% below early-season forecasts, according to the U.S. Department of Agriculture (http://www.ers.usda.gov/topics/in-the-news/us-drought-2012-farm-and-food-impacts.aspx#crop). Fall precipitation was below average for the CONUS. Below-normal precipitation occurred for most of the Great Plains, Rockies, and Southeast, with above-normal precipitation in the Northwest, Ohio Valley, and Northeast. Below-average precipitation during consecutive seasons and the expansive drought resulted in near-record low water levels along the Mississippi River and western Great Lakes slowing commercial shipping during the last months of 2012.
(iii) Notable Events

Tornado activity during 2012 was much below average, with 925 tornadoes being confirmed during the year, compared to the 1991–2010 average of approximately 1200 tornadoes annually. This is the least number of tornadoes to impact the United States since 1989. Of the 68 tornado-related fatalities during 2012, at least 62 resulted during above-average activity in February, March, and April. Following those initial large outbreaks, tornado activity was relatively quiet for the rest of 2012. Less than half of the average number of tornadoes occurred during May and June, typically the most active tornado months of the year.

During 2012, approximately 67,265 fires burned over 3.7 million hectares across the United States. The total area burned was the third most on record, and the low total number of fires resulted in the largest average fire size in the 13-year period of record. The largest fire in New Mexico’s history charred nearly 120,500 hectares, while Colorado was impacted by two devastating fires. One destroyed approximately 350 homes making it the most destructive fire in Colorado’s history and the other was the second largest, in terms of acreage burned, on record for the state.

Post-tropical cyclone Sandy made landfall along the New Jersey coast in late October with sustained winds of 67 kts (34.7 m s⁻¹). The storm’s large size contributed to a significant storm surge along the Northeast coast, where several locations experienced record high water levels, including the Battery in New York City. Sandy also brought record early-season snowfall to the central Appalachians. The storm resulted in 159 direct and indirect fatalities and at least $70 billion (US dollars) in damages (see Sidebar 4.1 for further details on this storm).

3) Mexico—R. Pascual, A. Albanil, J. L. Vazquez, and R. Lobato

After exceptional drought conditions in 2011, near-normal precipitation was observed in Mexico during 2012; nonetheless, the moisture deficit that persisted during the previous 24 months did not vanish completely. An initial estimate of total precipitation for 2012 in Mexico was about 742 mm, below the long-term mean (25th driest since 1941). About 49% of the country, mostly in the north, observed below-normal precipitation (less than 85%); 35% of the country received near-normal precipitation (between 85% and 115% of the long-term mean) and 15% observed above-normal precipitation (Fig. 7.9b).

(i) Temperature

Mean temperature in Mexico observed in 2012 (22.0°C) was above normal (+1.2°C), ranking as the second warmest year on record since 1941 (Fig. 7.7), exceeded only by 2006. All months except February...
When referring to deciles, which divide historical values into ten categories from first (driest) to tenth (wettest), the 2012 rainfall distribution contrasted significantly with 2011 (Fig. 7.10). Much-below-normal precipitation in the northern regions of the country improved considerably this year. Chihuahua, Coahuila, and Nuevo Leon placed in the first decile in 2011. In 2012, Chihuahua placed in the seventh decile (slightly damp), with Coahuila and Nuevo Leon reaching the fifth (within normal). Sonora also improved, moving from the third to the fourth decile (slightly dry), while Tamaulipas climbed from the second to the fifth. Some states were in the first decile last year and improved in 2012, but not enough to leave the dry spell. Durango moved from the first decile to the fourth, Zacatecas improved from the first to the second decile, and Jalisco advanced from the first decile to the third. Farther to the south, the rainfall behavior was the opposite to that seen in northern regions as states that were classified as wet in 2011 changed to dry. Guerrero and Tabasco moved from the first decile to the fourth, Oaxaca remained in the third decile for the second year, but Chiapas fell down from the tenth (the wettest) to the slightly dry fourth decile.

Long-term exceptional drought diminished significantly during 2012 in comparison to the end of 2011. During January, drought areas from moderate to exceptional accounted for 56.2% of the country, according to data from the North American Drought Monitor, but by December the area had been reduced to 16.2%. Recovery from exceptional drought conditions happened in northern and central Mexico (Durango, Zacatecas, and San Luis Potosí).

Midsummer drought (MSD) was observed across the northeastern, central, and southern states, with a relative minimum in precipitation during August in most locations. In Tamaulipas no rainfall was recorded during nearly 60 days from the beginning of July through the end of August. In contrast, in southern states such as Guerrero and Oaxaca the MSD was very weak, due to high tropical activity and associated precipitation. States off the Gulf of Mexico experienced a normal MSD.

(iii) Notable events
There was an important reduction in the area burned by forest fires in 2012, compared to 2011. Reports account for 347,901 hectares burned (above the 1998–2012 average of 311,614), placing it as the third largest yearly total. This is about one-third of the total area burned for 2011 and 1998 (years with the largest area burned).

Extraordinary precipitation was observed in February across central Mexico from the Pacific coast to the Gulf of Mexico, related to strong interaction between the subtropical jet stream and humidity advection from frontal passages. As a result precipitation...
in February 2012 was 65% higher than the long-term mean and the seventh wettest.

A total of six tropical cyclones reached Mexican territory in 2012 [two (four) of them in the Atlantic (Pacific) basin]. Of those, two storms had significant impacts: on 15 June, Hurricane Carlotta made landfall on the Mexican Pacific coast and followed a trajectory to the northwest from Oaxaca and Guerrero to Michoacán. Despite bringing an important amount of rainfall at the initial stage of the rainy season, it damaged national infrastructure and set a new record for total daily precipitation at Tuxtepec, Oaxaca, of 350.0 mm (16 June 2012), surpassing the previous record of 342.0 mm (9 July 1956). The second storm, Hurricane Ernesto, made landfall on 7 August on the Caribbean coast and tracked through the country to reach the Pacific coast. Significant precipitation associated with Hurricane Ernesto was reported at various locations in the states of Tabasco, Veracruz, and Puebla. New daily precipitation records were set in at least two locations: Naranjal, Veracruz (353 mm), and Jacatepec, Oaxaca (344 mm), breaking records of 332.0 mm day\(^{-1}\) (18 September 1960) and 324.5 mm day\(^{-1}\) (25 July 1973), respectively.

In terms of agriculture, 2012 was considered a good year at the national scale, with a low incidence in crop losses due to a near-normal rainy season. When it comes to livestock, bovine milk production grew by ~2% in comparison to 2011, though beef production still decreased as a result of a reduced population in cattle due to the long-term drought in 2011.

c. Central America and the Caribbean


For this region, nine stations from five countries were analyzed. The stations located on the Caribbean slope are: Phillip Goldson International Airport, Belize; Puerto Barrios, Guatemala; Puerto Lempira, Honduras; and Puerto Limón, Costa Rica. The following stations are located on the Pacific slope: Tocumen International Airport and David, Panamá; Liberia, Costa Rica; Choluteca, Honduras; and San José, Guatemala. The analysis follows Amador et al. (2011) for all variables, except that the base period for computing anomalies was 1981–2010.

2) Temperature

The mean temperature (\(T_m\)) distributions for all stations are shown in Fig. 7.11. There was little departure from mean values at Phillip Goldson, Puerto Lempira, and Puerto Limón. Puerto Barrios presented a significant decrease in mean temperatures of the order of 2°C. The \(T_m\) skewness to the left at Phillip Goldson and Puerto Barrios on the Caribbean slope in both the climatology and for 2012 is remarkable, and is most likely a result of frequent cold front intrusions during the winter months. In all stations except Puerto Limón, the median \(T_m\) had a greater (15% to 30%) frequency than its corresponding climate value, and as a consequence, \(T_m\) presented less variability and lighter tails.

(ii) Precipitation

All stations showed normal wet season (May–November) values of maximum 5-day precipitation, wet season interquartile range (an indicator of variability), and wet season mean precipitation. During the wet season the total number of dry pentads was normal for all stations in 2012. In terms of the number of dry pentads during the wet season, Puerto Limón was on the cusp of being characterized as wetter-than-normal (\(p=0.05\)). Across the isthmus, the Pacific slope stations David, Liberia, Choluteca, and San José, showed a similar pattern of late starts and early ends of the rainy season. Tocumen was not considered in this analysis because of the large amount of missing data during 2012. The start and end of the rainy season is calculated as follows: starting from the beginning of the year, if in any particular pentad at time “\(t\)” the precipitation was greater or equal to 25 mm, and the precipitation of pentad \(t+1\) was also greater or equal to 25 mm, and the precipitation of \(t+2\) was greater than zero, it was considered that the rainy season started at time \(t\). A similar procedure was used for computing the end of the rainy season, with the exception that the procedure was applied from the end of the year backwards.

The region was under the influence of El Niño conditions, based on positive values of the Multivariate ENSO Index, especially from April to September with stronger-than-average 925 hPa winds during July (inserted arrows in map in Fig. 7.11), a characteristic of El Niño events in the region and a condition unfavorable for tropical cyclone formation (Amador et al. 2006). During March–May 2012, large low-level convergence anomalies were found over the Caribbean and northern Central America increasing precipitation, whereas drier conditions were observed over southern Central America (mainly Costa Rica). Summer was characterized by a decrease in the moisture availability over the Caribbean Sea where the intensity of low-level winds increased compared to the base period (see inset map in Fig. 7.11), which resulted in the
decrease of the moisture transport that contributes to precipitation over Central America. Note that the intensification of the Caribbean low-level jet enhances the trans-isthmic transport. The second part of the rainy season started with a marked decrease in the moisture availability for southern Central America (September). A generalized drier-than-normal peak during the second part of the rainy season (October) was observed in the interim reanalysis data.

(iii) Notable events

The year 2012 was near average for tropical storms in the Caribbean Sea ($6^\circ$N–$24^\circ$N, $92^\circ$W–$60^\circ$W). In this basin there were four named storms, two hurricanes, and no major hurricanes. Hurricane Ernesto made landfall in Belize, but the main impact was to Guatemala where it produced intense rain, forcing 150 people to evacuate their homes due to floods and power cuts and damaging 30 houses. Guatemala reported drought conditions July–August with estimated losses over $10$ million (US dollars). A low pressure system (18–29 May) and an upper-level trough (16–20 June) impacted Honduras, causing six and two fatalities, respectively. Costa Rica suffered through a “temporal” (a period of rain of variable intensity, lasting for several days and affecting a synoptic-scale region), that caused three fatalities during 27–30 June. Two more casualties were reported in early August due to the passage of an intense tropical wave. The indirect effects of Hurricane Isaac [see Peña and Douglas (2002) for mechanisms] were felt in Costa Rica around 15 October, causing floods in the north, the Central Pacific, and the Central Valley. Temporal conditions in Costa Rica (21–25 October), associated with the indirect effect of Hurricane Sandy, produced intense rainfalls over the nation’s
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**Fig 7.11.** Mean surface temperature ($T_m$) frequency and accumulated pentad precipitation ($P$) time series shown for the 9 stations (blue dots depict station location) in Central America: (1) Phillip Goldson International Airport, Belize; (2) Puerto Barrios, Guatemala; (3) Puerto Lempira, Honduras; (4) Puerto Limón, Costa Rica; (5) Tocumen International Airport, Panama; (6) David, Panama; (7) Liberia, Costa Rica; (8) Choluteca, Honduras; and (9) San José, Guatemala. The blue line represents the 1981–2010 mean and the red line shows 2012. Wind anomaly vectors at 925 hPa, based on 1981–2010 base period for July, are also shown. Map also shows regional elevation (m). (Source: NOAA/NCDC.)
Pacific coast, causing overflowing rivers, landslides, and damage to roads and houses. These conditions affected more than 3000 people due to floods, landslides, obstructed roads and fallen electrical wires and trees, and also damaged 922 houses in Panama. Heavy rainfalls resulted in three casualties in Panama on 25–29 November.

2) The Caribbean—M. A. Taylor, J. Campbell, T. Stephenson, and A. Trotman

This section covers the island chain of the Caribbean basin. Unless otherwise noted, records set are with respect to the following years for the following territories: Jamaica, 1952; Puerto Rico, 1898; St. Croix, 1972; St. Thomas, 1953; Antigua, 1928; Grenada, 1985; Dominica, 1982; and Barbados, 1942. Normal conditions for these and other territories discussed are estimated from the 1981–2010 base period, unless otherwise noted.

(i) Temperature

The Caribbean was warmer than usual in 2012, particularly over the Greater Antilles (Fig. 7.12a). This was due to an unusually warm second half of the year (Fig. 7.12b). Summer 2012 (June–August) was the third warmest in the San Juan metro area, Puerto Rico, with June being its warmest month ever recorded. San Juan also had its eighth warmest July, warmest August, fourth warmest October, warmest November, and ninth warmest December. St. Thomas had its eighth warmest June, seventh warmest October, and ninth warmest November. St. Croix had its ninth warmest October. In Jamaica, mean maximum temperatures for November–December exceeded the 1992–2011 average. Prior to summer, the tendency was for normal to below-normal temperatures. Antigua had its 3rd coldest May and Puerto Rico had its 11th coolest May. The temperature variations were due in part to dramatic sea surface temperature (SST) anomaly changes over the tropical Atlantic during 2012. Positive 2011 anomalies rapidly disappeared during the winter (December–February) months. A dramatic upswing in the North Atlantic Oscillation (NAO) around 1 May resulted in weak trade winds and anomalous warm SSTs that lasted through October.

(ii) Precipitation

The Caribbean experienced a dry 2012. The northwest Caribbean and northern Lesser Antilles were drier than normal (Fig. 7.13). This would also have been true for the southern Caribbean had it not been for an anomalously “wet” dry season (December–April) at the start of the year.

Weak-to-moderate La Niña conditions at the start of the year resulted in a dry north-wet south rainfall gradient. Consequently, January–May was much wetter than normal for Trinidad, Tobago, and Grenada. January rainfall was 156%, 184%, and 200%, respectively of each island’s normal. Grenada recorded its...
wettest dry season (January–May) in 27 years (245% of normal relative to a 1985–2012 base period) while Barbados recorded rainfall that was 159% of normal. In contrast, the northwest Caribbean was dry. Jamaica received 69% of normal rainfall in January and 55% of normal in February, relative to a 1971–2000 baseline. Similarly, 52% of Cuba experienced moderate to severe drought conditions in January, followed by 42% in February.

As the Pacific rapidly transitioned in early 2012 to ENSO-neutral conditions, wetter conditions spread northward. St. Vincent, St. Lucia, Barbados, Dominica, St. Thomas, Antigua, Puerto Rico, and Jamaica all reported two or more months between February and May that were wetter than average. Records include the second wettest March in St. Thomas, St. Croix, and Puerto Rico (San Juan metro area), the fifth wettest March since 1961 for Jamaica, the third wettest April since 2002 in Antigua, the second wettest May in Grenada, and the eighth wettest May in St. Thomas and Puerto Rico.

A drier regime was observed beginning in June, the start of the Caribbean wet season. June and September were notable for records set. It was the driest June (3.1 mm) in 60 years for St. Maarten and the driest for San Juan, Puerto Rico (4.1 mm). June was the second driest for St. Thomas, the third driest for St. Croix, Barbados, and Antigua, and the fifth driest for Dominica. Grenada, St. Vincent, St. Lucia, and Jamaica also recorded below-normal June rainfall. September was the driest for St. Thomas, St. Maarten (since 1986), and Antigua (since 1978) and the sixth driest for Puerto Rico. Trinidad, Tobago, Grenada, St. Vincent, St. Lucia, Barbados, Dominica, Jamaica, and Cuba reported below- or well-below-normal September rainfall. Almost all reporting countries recorded below-normal rainfall in November. Barbados (Grantley Adams Airport) had its fifth lowest November rainfall.

Tropical storm activity accounted for rainfall received in August and October. Three of eight named storms in August moved through the Lesser Antilles. The rain bands of Tropical Storms Ernesto and Isaac provided more than half of Barbados’ August rainfall, which was the highest since 2000. Ernesto and Isaac increased rainfall amounts over the southern half of Puerto Rico, and Isaac also produced significant rain over Cuba. Hurricane Rafael accounted for more than half of the October rainfall recorded in Antigua, which was 200% of normal and the second highest October rainfall.

### (iii) Notable events

Tropical storms impacting the Caribbean were clustered in August and October. Of the five systems that impacted the region (Isaac, Ernesto, Tropical Depression #7, Sandy, and Rafael), Isaac and Sandy were the most devastating. Isaac passed over the southwestern peninsula of Haiti and Cuba, and produced heavy rainfall across Puerto Rico and the Dominican Republic. In Haiti at least 24 people died, 12 houses were destroyed, and 269 houses damaged. Agricultural losses were estimated at $242 million (US dollars) and damage to electrical infrastructure reached $7.9 million (US dollars). In the Dominican Republic, authorities evacuated nearly 7800 people from low-lying areas, and river flooding and storm surge cut off 90 towns. Five fatalities were reported and agricultural losses were estimated at $30 million (US dollars). Damages were less severe in Cuba. The storm destroyed 4 houses and damaged 19 homes in Baracoa, and 72 homes were flooded by the Sagua de Tánamo River in Holguín province.

Hurricane Sandy made landfall near Kingston, Jamaica, as a Category 1 storm and strengthened to Category 2 as it re-emerged in the Caribbean Sea. On 25 October, Sandy hit Cuba, before weakening to Category 1 and moving through the Bahamas. In Jamaica, Sandy left 70% of residents without electricity, killed one person, and caused damages estimated at $55.23 million (US dollars). In Haiti, Sandy’s outer bands triggered floods that killed at least 54 people and left about 200 000 homeless. In the Dominican Republic, two people died. In Cuba, approximately 15 000 homes were destroyed and 11 people were killed; damage was estimated at $2 billion (US dollars). In the Bahamas, two died and an estimated $300 million (US dollars) in damage was done.

### d. South America

The 2012 annual mean temperature was predominantly above normal in South America. Persistent positive anomalies (1°C–2°C above the 1971–2000 average) were observed over northern South America, Brazil, Paraguay, and northern Argentina (Fig. 7.14a). Precipitation was above normal during January–March along northern South America, the Peru-Chile-Bolivia border, and parts of central and southern Argentina with anomalies ranging from 50 mm to 250 mm. In contrast, during most of the year, below-normal precipitation was observed in central, northeast, and southern Brazil, central Chile, and northwestern Argentina (Fig. 7.14b).
In this section, unless otherwise noted, normals and anomalies are based upon a 1971–2000 average.

(i) Temperature

Temperatures in Colombia were normal to above normal during most of the year. Positive temperature anomalies ranged between 2°C and 5°C across parts of the central region of the country. In southern Ecuador, maximum temperatures were above normal during April and September–November, while minimum temperatures were below normal during January–February and August. The temperature in Peru showed positive anomalies of up to 2.5°C along the coast during May–June and up to 4.5°C (in Cayalti-Lambayeque) during July–September. Between July and August, below-average temperatures were registered in the Andean zone and the Peruvian Amazonia. On 19 September, in Peru’s Ponaza valley in San Martin region, a heat wave brought temperatures as high as 40°C, resulting in a new temperature record for September. In Bolivia, historical maximum temperatures were observed during October 2012, with new maximum temperature records reported in Reyes, San Matías, San José, Puerto Suárez, Cochabamba, and Potosi. During March, Puerto Suárez recorded its lowest minimum temperature since 1987.

(ii) Precipitation

During January–March, above-normal precipitation was observed across most of Venezuela, except for parts of the west and southeast where negative anomalies were registered. Overall, the dry season (December–May) ended with above-normal precipitation. The rainy season (June–November) was marked by below-normal precipitation. The largest rivers of Venezuela (Orinoco and Caroni) recorded below-normal levels during May and June. During August and September, as a consequence of the transit of tropical storms Ernesto, Helene, and Isaac, many stations along the coast and the islands recorded heavy rainfall. The most extreme precipitation was 215.2 mm day⁻¹ in Isla de Aves station, with other stations reporting more than 50 mm day⁻¹.

Dry conditions were recorded in the Andean region of Colombia during the second half of the year. In contrast, tropical waves and/or tropical cyclones produced unexpected rainfall in the Caribbean coastal zone, which is typically dry. The frequent intrusion of Amazonian moisture and its interaction with the cyclonic activity generated above-average precipitation in Colombia’s Orinoquia and Amazonia regions.

In Ecuador, precipitation during January–March, was near normal in the central coast, central and southern highlands, and eastern Amazonia. During October–November, precipitation records were registered in southern highlands (140% to 200% of normal).

In Peru, intense and frequent precipitation during the first half of the year across the northern coast and southern highlands caused rivers to flow as high as 211% and 400% of normal, respectively. In contrast, during July–September, precipitation was below normal. During October–December, precipitation was 200% of normal in northern and central zones of the country, while in the southern zones precipitation was normal to below normal. On 4 April a rainfall event of 37 mm was registered near Chosica—the highest daily precipitation total of the last 20 years. One person was killed, many people were injured and severe damage to houses and basic infrastructure was reported.

In Bolivia, precipitation was generally above normal in the Altiplano region. The most significant anomaly was registered in Oruro with an annual
anomaly of +150.7 mm. Along the Valles, precipitation was close to normal except in Cochabamba where the annual anomaly was 167% of normal. At the Villa Montes station, an annual anomaly of 266.1 mm (134% of normal) was registered. In contrast, most of the Llanos Orientales region experienced negative precipitation anomalies. In Puerto Suárez the annual precipitation was 60% of normal.

2) TROPICAL SOUTH AMERICA EAST OF THE ANDES—J. A. Marengo, J. Ronchail, and L. M. Alves

In this section, unless otherwise noted, normals and anomalies are based upon a 1961–90 average.

(i) Temperature

According to data from the INPE and INMET in Brazil, across most of tropical South America, east of the Andes, the monthly mean temperatures were about 1°C warmer than average. In northern Paraguay and southern Bolivia seasonal temperature anomalies were as high as +3°C between August–October. Some extreme hot days were recorded during 2012. On 18 September, the maximum temperature soared to 34.1°C in São Paulo, Brazil, the highest during the last 57 years (the September mean maximum temperature is about 24°C). In contrast, on 25 September the situation changed and temperatures dropped as low as 0.7°C in southern Brazil, and snow was reported in some cities in this region. On 28–31 October, southeastern Brazil experienced high temperature records: 43°C in the city of Ribeirão Preto on 28 October and 42°C in São Paulo on 31 October. The mean maximum temperature for that region is between 19°C and 22°C. Brazil’s most important record high temperature of 2012 occurred on 26 December in Rio de Janeiro, where temperatures reached 43.2°C, the highest temperature detected for any month since 1915.

From May to August, six cold surges affected southeastern South America, especially southern Amazonia and southern Brazil. In May, air temperatures dropped to 0°C in southern Brazil, and a cold air intrusion dropped temperatures to -4.3°C at Bom Jesus, in extreme southern Brazil on 7 June and -9.3°C on 8 June—Brazil’s lowest temperature of 2012. On 8 June, the cold air reached western Amazonia where temperatures dropped to 12.7°C. This system also affected the southern Peruvian Andes, causing extreme cold weather events with some areas reporting below-freezing temperatures.

(ii) Precipitation

During 2012, rainfall was above average between January and April (50 mm–100 mm above the 1961–90 average) across the 5°S–15°S latitude bands in South America. Rainfall was well-above-normal in Bolivia, Paraguay, and southeastern Brazil between May and July (50 mm above normal). Wet conditions prevailed in Amazonia during Austral spring and summer (300 mm above normal). Many rainfall records were broken during this period. In contrast, dry conditions prevailed in northeast Brazil, from January to May (100 mm below normal), due to an anomalously northward displacement of the ITCZ over the Atlantic and an unfavorable phase of the MJO for convective activity and precipitation, resulting in the worst drought in the region in over 30 years (Sidebar 7.2). After April, deficit expanded from northeast towards the west and north, compromising the northern tropical rainy season. From August to December, rainfall deficits were observed in most regions from southern Brazil to the northern tip of South America (Sidebar 7.2).

In January 2012, heavy rains produced landslides and floods in Minas Gerais, in southeastern Brazil, affecting 53 cities and killing 7 people, and in February the intense rains in Acre, western Amazonia, generated floods that affected 13 000 people. In Ecuador, heavy rains occurred in the provinces of Guayas and El Oro, and left nearly 20 000 people affected by floods. Floods and landslides in Bolivia left 13 people dead and almost 14 000 affected. Also in January, the Paraguayan government declared a state of food security emergency due to drought as 263 800 families suffered crop losses. On 8 January, 12 people died as a consequence of intense rains in the central region of Rio de Janeiro, Brazil.

In March, floods in 18 of Colombia’s 32 departments affected more than 66 000 people, and in July, floods affected the Putumayo region. Heavy rains, floods, and mudslides affected Paraguay’s Chaco region in April. In the Sierra of Rio de Janeiro, intense rainfall affected the region of Teresopolis on 7 April, killing seven people. In October, floods and landslides occurred in Colombia, leaving 10 people dead and almost 200 families affected. In contrast, the La Nina phenomenon was blamed for the drought that affected parts of southern Brazil, which began in November 2011 and lasted through November 2012. Of note, on 17 September the city of São Paulo had its 62nd consecutive day without rainfall—its longest dry spell during the last 50 years. December was a dry month in most of central Brazil.
(iii) Notable events

Amazonia experienced one of the worst flooding episodes in recent history. Many cities and urban areas were under states of emergency as the Solimões River and the Rio Negro, the two main branches of the Amazon River, overflowed their banks. Intense rain across western and central Amazonia in December 2011, January and February 2012 (Fig. 7.15) led to early peak flows in various rivers in western Amazonia, and subsequently affected the levels of Rio Negro and the Solimões and Amazon Rivers, with floods in Iquitos and Manaus during the April–June season. The level of the Rio Negro at Manaus reached a new record of 29.97 m in May 2012, the highest since records began in 1903. The previous record, 29.77 m, was set in July 2009.

The main cause of the abundant rains and floods in western Amazonia were related to the La Niña event early in the year. A more coherent picture of the involved teleconnection patterns, from SST anomalies in both the tropical Pacific and the subtropical Atlantic oceans to regional rainfall anomalies in Amazonia, are discussed by Marengo et al. (2013, manuscript submitted to *J. Climate*) and Espinoza et al. (2013). The scatter diagram (Fig. 7.16) shows that record floods in Amazonia (1989, 1999, 2009, and 2012) occurred during La Niña events.

3) SOUTHERN SOUTH AMERICA—M. Bidegain, M. Skansi, O. Penalba, and J. Quintana

This section refers to southern South America as the regional name for the combined territory of Argentina, Chile, and Uruguay, and sometimes adjacent areas of far southeastern Brazil. To reduce potentially confusing characterizations, such as “northern southern South America”, the region is abbreviated SSA. In this section, unless otherwise noted, normals and anomalies are based upon a 1961–90 average.

(i) Temperature

Above-normal temperatures were observed over most of northern SSA during 2012, with average anomalies between 1.0°C and 1.5°C. Argentina as a whole recorded its warmest year since 1961 with an estimated national mean temperature anomaly of +0.78°C. During the Southern Hemisphere fall (March–May), above-average mean temperatures were observed over a large part of Argentina, particularly over the northwestern region (+1.0°C to +3.0°C).

The winter season (June–August) brought near-normal mean temperatures over the entire region, with isolated extreme events. In Uruguay, freezing weather events took place during 7–9 June, with many locations across northern Uruguay having the most significant intense cold event recorded during the winter period (e.g., -4.5°C in Salto). Also, during June, snowfall affected parts of Argentina. The city of Ushuaia, the southernmost city of the world, was affected by heavy and persistent snowfall during June, equaling the record 19 days of snowfall in June 1986 and 1995. Below-average temperatures were widespread across SSA during July 2012. According to Argentina’s Servicio Meteorológico Nacional, monthly mean temperature anomalies of 2°C–3°C below average were widespread across SSA, with minimum mean temperature anomalies ranging between -3°C and -5°C. These low temperatures, coupled with frost, hindered wheat planting in The Pampas. Cold conditions were also observed in central Chile. During the first weekend of July, nighttime temperatures dipped to -8°C, causing 16 deaths. During 7–11 July, a “frost

Fig. 7.15. Precipitation anomalies (mm) for Nov 2011–Jan 2012 (left), and Feb–Apr 2012 (right). (Source: NOAA/Climate Prediction Center.)

Fig. 7.16. Scatter diagram of SST anomalies in the Niño-3.4 region and rainfall anomalies in northwestern Amazonia during 1961–2012. The 2012 year is shown with a thick black arrow, and other years with extreme flood are also shown (Marengo et al. 2013, manuscript submitted to *J. Climate*).
“period” was recorded throughout Uruguay, characterized by the persistence of at least five consecutive days with temperatures below freezing level. The lowest minimum temperature on 7 July was in Mercedes (−4.9°C). On 11 July, below freezing temperatures were observed across the entire country with values as low as −3.0°C in Mercedes and Florida. On 30 July, the last frost was accompanied by extremely low temperatures in central and southern Uruguay, with −6.0°C recorded in Florida and −5.2°C in Mercedes. Over the entire SSA, significant positive anomalies were observed during the Southern Hemisphere spring (September–November), with temperature anomalies as high as +3°C across northern and northwestern Argentina. Argentina, as a whole, observed its warmest spring since 1961.

(ii) Precipitation

During the first quarter of 2012, below-average precipitation across SSA was driven by a La Niña episode which began in 2011. From December 2011 to February 2012, the regions most affected by rain deficiencies were northeastern Argentina, eastern Uruguay, and southern Brazil. The year 2012 was the fourth consecutive year with below-average precipitation across central and northern Chile (65% of normal and 30% of normal, respectively).

During 1–9 February 2012, abundant precipitation fell across western Uruguay and Entre Ríos province (Argentina). In several locations, the total rainfall accumulated was over 200 mm, with Quebracho recording 315 mm—the largest amount in Uruguay. The heavy precipitation brought relief to areas that had experienced below-average precipitation since November 2011.

Drier-than-average conditions prevailed across SSA during March–July 2012. Parts of eastern central Argentina reported their driest July in more than 50 years, including the towns of Laboulaye, Pehuajó, and Dolores. Similar conditions were observed in central and southern Chile, which experienced their driest July in 11 years.

In August, extreme rainfall affected Buenos Aires province (Argentina), producing severe flooding. Monthly totals broke historical records in several locations. During August, new rainfall records were set in the Argentine Pampas. The largest anomalies occurred in southeastern Buenos Aires province, but records were also set in northern parts of the province, west of La Pampa, south of Cordoba, southern Santa Fe, and Entre Ríos. According to Argentina’s Servicio Meteorológico Nacional, the monthly rainfall was the most significant in at least 51 years. Notably, in Tandil, Azul, Tres Arroyos, and Nueve de Julio, the rains were the most significant in over 100 years. The city of Buenos Aires and surrounding areas, also had extreme rainfall, with a monthly total of 228.0 mm—the second largest August total since 1906.

Significant rainfall was also observed during August in Uruguay, particularly across the southern, southwestern, western, and central regions. The highest values reported were between 200 mm and 250 mm in the western region and 386 mm in Durazno.

During the second half of 2012, positive SST anomalies were present across the tropical Pacific Ocean, favoring positive rainfall anomalies in SSA during October–December 2012. Eastern Argentina, Uruguay, southern Brazil, and southern Chile experienced intense rainfall during the last three months of 2012. These conditions favored better water conditions for pastures and summer crops (soybean, maize, and rice).

(iii) Notable events

After experiencing drought conditions at the beginning of the year, the northwest region of Buenos Aires province reported heavy rains that caused floods and affected summer crops. In February, heavy rain was recorded in the province of Entre Ríos and in northeastern Buenos Aires. The region north of 40°S experienced severe heavy rains during May, October, November, and December.

There were two extreme rain events in Chile. The first was 26 May, when 108 mm of precipitation fell in San Fernando due to a warm frontal system which concentrated its maximum intensity in the O’Higgins Region (135 km south of Santiago). The second episode occurred in southern Chile between 22 and 24 December, with a cumulative amount of 151 mm in Valdivia. In this region, the daily maximum of 79.3 mm occurred on 23 December. This was the most severe episode in December since 1950.

January and March were the warmest months ever recorded in the southern and central Chile. In January, Coyhaique recorded its highest average maximum temperature since 1961, with an anomaly of 4.8°C and in March, central Chile recorded the warmest average maximum temperature since 1910 when the Quinta Normal Santiago station maximum temperature soared to 30.6°C, 3.2°C above the 1971–2000 average.
Northeast Brazil experienced severe drought during the 2012 wet season, which followed several years of near- to above-normal rainfall. During the rainy season of 2012, many areas received less than 50% of the average rainfall for the season, leading to decreased precipitation over 34 years of record. Lack of rain dried up rivers and damaged crops, which boosted food prices.

The rainy season over Northeast Brazil varies from region to region: December–February (DJF) or November–January (NDJ) in southern sections, January–March (JFM) in central sections, February–April (FMA) in northern sections, and May–July (MJJ) along the eastern coast. The 2012 precipitation anomalies for NDJ and FMA (see Fig. 7.15) show below-average rainfall over Northeast Brazil during both periods, with the largest deficits occurring in FMA when rainfall is usually a maximum over northern Northeast Brazil. The rainfall deficits in FMA extended over most of Brazil, except for the western and northern portions of the Amazon Basin where above-average rainfall was observed.

The El Niño–Southern Oscillation (ENSO) phenomenon has a significant impact on rainfall over tropical Brazil. The impacts on Northeast Brazil partly depend on the intensity and distribution of the SST departures in the tropical Pacific Ocean. Often, below-average rainfall over the central/eastern Amazon and the Northeast is associated with warmer-than-average SSTs (El Niño) in the equatorial Pacific, while above-average rainfall in those regions is associated with colder-than-average SSTs (La Niña). Other factors, such as the distribution of SST anomalies in the tropical Atlantic and, consequently, the position and intensity of the ITCZ, and transient systems (e.g. cold fronts and upper-level subtropical cyclonic vortices) are also important, and affect rainfall variability in Northeast Brazil. The 2012 Northeast drought was unexpected, since below-average SSTs were present in the central equatorial Pacific (La Niña).

The observed data for some selected stations, from the Brazilian National Weather Service, INMET, indicate that several Northeast stations had FMA 2012 precipitation deficits greater than 400 mm, indicating strong drought conditions, especially during March and April. Figure SB7.2 top panels show monthly precipitation anomalies calculated for the period July 2011–June 2012 in two selected 5° by 5° boxes: 1) Northern Northeast Brazil (NNEBR, 2°S–10°S, 37°W–45°W) and 2) Southern Northeast Brazil (SNEBR, 10°S–18°S, 40°W–48°W). It is clear that precipitation was below normal between December 2011 and May 2012 in both regions, with maximum deficits occurring in March and April. The FMA average daily precipitation for each year during 1979–2012 in the two selected boxes (Fig. SB7.2, bottom panels) shows that 2012 was the driest FMA period in the entire 34-year record for both NNEBR and SNEBR. The preceding years (2006–11) were generally quite wet for both regions.

The pattern of outgoing-longwave radiation (OLR) for FMA 2012 (Fig. SB7.3a) shows negative anomalies (enhanced convective activity) in the tropical Atlantic north of the equator, indicating that the ITCZ had shifted northward from its normal position. This is consistent with below-average SSTs in the tropical Atlantic Ocean (Fig. SB7.3b). The OLR pattern also shows enhanced convective activity over the northern Amazon Basin and the extreme eastern Pacific, consistent with the patterns of OLR and SST anomalies. This suggests that the distribution of SST anomalies in the tropical Atlantic and Pacific may have caused a westward shift in the divergent circulation cell (regional Walker circulation cell) from its normal position, contributing to the Northeast Brazil drought and heavy rainfall in the western Amazon Basin.
e. **Africa**

1) **Northern Africa**—K. Kabidi, A. Sayouri, and M. Omar

Countries considered in this region include Algeria, Egypt, Morocco, and Tunisia. In this analysis, the base period is 1981–2010.

(i) **Temperature**

Generally, 2012 was characterized by a succession of cold waves during the winter season accompanied by freezing temperature and snow, with snow depths reaching 75 cm at Jbel Morik in the Middle Atlas mountains in Morocco and up to 1.5 m in northern Algeria at about 1000 m altitude, setting new temperature and precipitation records. This was in sharp contrast to 2011, which was considered the warmest in the past decade.

During the winter, temperature was largely below the long-term mean, especially in January in Egypt and February in Algeria and Morocco (Fig. 7.17). February was characterized by the strengthening of the Azores anticyclone and a deep penetration of cold air from central Europe and the western Mediterranean basin into the region. The monthly average minimum temperature anomalies over Morocco ranged between about -0.2°C in Larache and -5.2°C in Chefchaouen. The lowest minimum temperature over Morocco was about -12°C on 9 February in Ifrane. These climatic conditions resulted in an unusually heavy snowfall, the most in the past 40 years, in low altitude areas (about 600 m above sea level). The Northern Hemisphere summer months of July and August were warmer than normal with exceptional heat waves that settled in in Algeria during the first 10-day period of July. In Morocco, the heat wave began during the last 10-day period of July and continued through the second 10-day period of August with a record breaking maximum temperature of 49.6°C for the year in Marrakech. Overall in August, the monthly average maximum temperature was 6.5°C and 6.2°C above normal in Guelmim and Marrakech, respectively.

(ii) **Precipitation**

Northern Africa tends to present a similar rainfall pattern with relative wet conditions during the Northern Hemisphere fall and winter and dry conditions in the spring and summer. Precipitation was marked by a strong regional disparity with rainfall deficits in the south and surpluses in the north. Overall, the annual precipitation was above average. Precipitation was especially high during the period September–December, with rainfall surpluses exceeding 153% of normal over the western sector of the region (Fig. 7.18). Several extremely heavy rainfall events occurred in October. During this month, Khouribga in Morocco received 433% of normal rainfall. The station of Ifrane recorded 142 mm on 30 October 2012, the highest 24-hour rainfall total in Morocco for the year. In November, a deep northerly trough associated with cold air swept through Morocco and western Algeria and dumped more than 141 mm in Tenes in less than four days. In spring, especially

---

**Fig. 7.17.** Temperature anomaly (°C) in northern Africa in (a) Jan 2012 and (b) Feb 2012 departure from the 1981–2010 mean. (Source: NOAA/NCEP.)

**Fig. 7.18.** Sep–Dec 2012 (a) rainfall (mm) for northern Africa and (b) anomalies (mm), departure from 1981–2010 mean. (Source: NOAA/NCEP.)
in April, isolated storms soaked local areas such as Bouarfa in Morocco with rainfall amounts about 50% of normal. In Egypt, rainfall was near average with all station totals averaging 40 mm, about 90% of the climatological mean. All the annual rainfall occurred during the rainy season from November 2011 to March 2012. Dry conditions prevailed during the remainder of the year.

(iii) Notable events

Severe and unusually cold wave conditions prevailed over the region during the winter, particularly in January and February, claiming about 30 lives in Algeria. Several temperature records were established. The freezing temperatures were accompanied by record-breaking snow storms. In contrast, intense heat waves occurred during the summer season. The heat associated with predominant easterly winds favored the outbreak of several bush fires burning over 10,000 ha in Morocco and Algeria.


West Africa is defined here as the region from the Guinea coastline to about 20°N and from the tropical North Atlantic coast in Guinea to Chad. Climatically, it consists of two distinct but inherently linked sub-regions: (1) The Sahel to the north from about 12°N to 17°N, spanning countries from Senegal and The Gambia in the west to Chad in the east; and (2) the Gulf of Guinea region to the south from about 4°N to 10°N encompassing the Guineas to the west along the east Atlantic coast and Nigeria and Cameroon to the east. Unless otherwise specified, the climatological base period for both temperature and precipitation is 1981–2010.

(i) Temperature

Annual temperature was about average across West Africa, except for the north central region, where anomalies exceeded 1°C over northwestern Niger (Fig. 7.19). Temperature was less than 0.5°C above normal over northern Mali, eastern Mauritania, and eastern Senegal. However, during February–April 2012, temperature anomalies averaged 2°C above normal over northeastern Mali and much of Niger, with peaks of 3°C above normal in Niger. Temperature was slightly below normal in pockets over northeastern Nigeria and in local areas in central Sahel including western Niger and eastern Burkina Faso. Local areas in Nigeria recorded the most frequent highest daily maximum temperatures, averaging 42°C–47°C in

SIDEBAR 7.3: AFRICA: THE FLOODS OF THE SAHEL IN 2012—W. M. THIAW

In the heart of West Africa, The Sahel, a narrow band of land sandwiched between the Sahara desert and the Savanna lands in the Gulf of Guinea region, and roughly between 12°N–15°N and 18°W–25°E, experienced extremely heavy rains during June–October 2012. This marked a continuation of the increased rainfall trend that has been observed since early in the 21st century. Overall, the rainfall season was the third wettest since 1948 and the wettest since 1952 according to NOAA’s Climate Prediction Center gauge-only grided precipitation dataset (PREC/L). The regional average rainfall amount exceeded 400 mm and was about 120 mm above the 1948–2012 mean. Rainfall surpluses were observed across the region, except for a few localities, where totals were near average. The areas that registered the strongest

Fig. SB 7.4. Rainfall anomalies (mm) across The Sahel during (a) Jun, (b) Jul, (c) Aug, and (d) Sep 2012.
February–May. Maximum daily temperatures at the station of Yola were above 42°C for 60 consecutive days.

(ii) Precipitation

Precipitation was above average, except for the Guinea coast, which registered near-average rainfall based on the CPC PREC/L data (Chen et al. 2002). The West African monsoon season was once again very active. Rainfall totals during June–September 2012 ranged from 100 mm to 300 mm in the northern Sahel to over 1200 mm in the areas of maximum anomalies over 200 mm above the 1981–2010 climatological mean included northeastern Nigeria and parts of the central and western sectors of the Sahel. The torrential rains and associated persistent flooding hit the western Sahel hardest in areas that included western Mali, the southern half of Senegal, and the Guineas. The rainfall season was off to an excellent start in June with surpluses across the region. Anomalies exceeded 100 mm in northern Nigeria, and ranged between 20 mm and 50 mm above average in the central and western sectors of the Sahel (Fig. SB7.4). The heaviest rain storms occurred during July–September. The western end of The Sahel was the most affected with monthly surpluses exceeding 100 mm along the coastal areas of Senegal and the Guineas. For this sub-region, 2012 was the second wettest season, after 2010, since 1948 with totals averaging over 850 mm, or 300 mm above the 1948–2012 mean.

Many extreme events were reported. The station of Dakar on coastal Senegal in the far western end of the Sahel registered a record-breaking 152 mm on 26 August, causing the government to launch a rescue plan to assist victims. This extreme heavy rainfall event, which claimed the lives of 18 people and injured 42, followed other deadly storm events that occurred earlier during August. A storm on 13 August dropped about 75 mm and resulted in nine deaths when a factory wall collapsed onto residential homes following the heavy rains. The flooding was exacerbated by saturated soils from the active 2012 monsoon onset. Additionally, the water table in this region has become high due to persistent extremes since 2005. According to news reports, downpours in central Nigeria’s Plateau State on 13 August washed away bridges, destroyed farmland, and left hundreds of people homeless. The floods were associated with above-normal sea surface temperatures (SSTs) in the northern tropical and subtropical Atlantic and overall below-normal SSTs in the southern Atlantic and especially along the Guinea coast. This positive dipole mode is known to enhance (suppress) precipitation in the Sahel (Gulf of Guinea region). Consistent with the tropical Atlantic warming, the low level westerly jet across the eastern Atlantic into West Africa was prominent and marked by anomalies of 4 m s\(^{-1}\) or more at its core region. This jet converged with the southerly outflow from the St. Helena high pressure system in the southern Atlantic to create favorable conditions for moisture to penetrate and persist in West Africa causing the devastating flood episodes.
soon system, stretched from southern Mauritania to Chad along the latitude band north of 15°N. The 2012 rainy season featured above-average rainfall across the Sahel and portions of the Gulf of Guinea region (Fig. 7.20b). Rainfall anomalies for June–September exceeded 50 mm in the northern Sahel, and surpluses were above 300 mm along the coastal Guineas. Rainfall was also much above average over northeastern Nigeria and southern Chad. Daily rainfall totals were 100 mm or higher at several locations between May and August. The Lagos area in the southern part of Nigeria registered a 24-hour rainfall total between 170 mm and 226 mm in June, while the northern states of Gombe, Kano, and Zaria were soaked with 24-hour rainfall totals of 120 mm, 143 mm, and 158 mm, respectively, during August. In central Sahel, there were pockets where rainfall was near average for the season. In contrast, moisture deficits prevailed in the southern sector of the Gulf of Guinea region over eastern Liberia, Cote d’Ivoire, and Ghana.

(iii) Notable events
The heavy rains in the Sahel caused flooding that resulted in loss of life and property damage. In Burkina Faso, repeated flooding events between June and September affected nearly 50 000 people with 33 wounded and 18 killed. In Mali, heavy rains in August resulted in flooding in many localities in the south. It was reported that 2 800 houses collapsed, thousands of people were left homeless, and crops were destroyed in local areas. Five people died from flood-related injuries. In Niger, it was reported that 65 people lost their lives and 125 000 people were displaced from their homes during the summer season. Torrential rains also inundated local areas in Senegal and The Gambia, displacing thousands of people and killing at least 20 people. Nigeria experienced the worst flooding in more than 40 years as a result of the heavy rains, elevated rivers, and the release of water from dams during the last week of August. Nearly the entire country was affected and millions of people across 14 states suffered severe economic losses. In Chad, heavy rains in early August caused flooding in many parts of the country. By September, the floods had affected 466 000 people (killing 34), 96 000 houses were destroyed, and 255 000 ha of crops flooded. The downpours cut off major humanitarian supply routes to some localities, leading to hundreds of people in need of emergency support. In Cameroon, 10 people died and hundreds were left homeless due to the flooding.

Countries considered in this analysis encompass the Greater Horn of Africa, extending from Tanzania in the south to Sudan in the north, and from the western Indian Ocean coastline to the boundary between Uganda and Congo. Unless otherwise stated in this section, the base period of 1961–90 has been used.

(i) Temperature
Overall, temperature was above normal over much of the Greater Horn of Africa (GHA). In May, minimum temperature (Fig. 7.21a) was more than 1°C above normal over much of North Sudan, parts of western Eritrea, northwestern and eastern Ethiopia, southern Somalia, much of Kenya, Rwanda, Burundi, and northwestern and northeastern Tanzania. Minimum temperature anomalies were more than 2°C above normal over northern Sudan and in pockets over the Darfur region, southwestern Kenya, and along the border between Kenya and Somalia. However near- to below-normal minimum temperatures were observed over southern Tanzania and in parts of northeastern Kenya and central Uganda. In October, maximum temperatures were normal to above normal across much of the region (Fig. 7.21b), except for pockets in central Kenya and southeastern Tanzania,

![Fig. 7.21. (a) Minimum temperature anomaly (°C) for May 2012 and (b) maximum temperature anomaly (°C) for East Africa (base period: 1961–90). (Source: ICPAC.)](image-url)
where maximum temperature anomalies ranged between normal and 1°C below normal. The maximum temperature anomaly was greater than 1°C over much of North Sudan, Ethiopia, Somalia, and eastern Kenya. Maximum temperature anomaly exceeded 1°C in pockets over western and eastern Ethiopia.

(ii) Precipitation

With respect to the rainfall regimes, the GHA sub-region can be divided into three sectors: the North, the equatorial sector, and the South. The northern sector includes northern Somalia, Ethiopia, Eritrea, and Sudan. The equatorial sector covers southern Somalia, Kenya, Uganda, Burundi, Rwanda, and northern Tanzania. The southern sector covers central and southern Tanzania. December–February marks the main rainfall season over the northern sector and the hottest season over the equatorial sector. March–May marks the main rainfall season (the “Long Rains” season) over the equatorial sector while a second rainfall season (the “Short Rains” season) is observed from late September to early December. June to early September marks the rainfall season over the northern sector and the coldest season over the equatorial sector. The western highlands and coastal parts of Kenya also experience significant rainfall during this season.

Observed cumulative 10-day rainfall at stations representative of the northern, equatorial, and southern sectors suggested that rainfall was considerably below average in the latter, while near or above average in central Kenya and in Ethiopia, i.e., the northern and equatorial sectors (Fig. 7.22).

March was marked with a delayed onset of the seasonal rainfall over most of the equatorial sector of the GHA. However, from mid-April to May, torrential rains pounded this region, especially over the highland areas of Kenya and to the west, resulting in an overall near-average March–May rainfall season in the equatorial sector. Overall, less than 75% of the expected rainfall total was received over much of Ethiopia, much of Somalia, eastern Kenya, and much of Tanzania. Northwestern and western Kenya, the southwestern tip of Uganda, much of Rwanda, and the northern tip of Tanzania recorded between 125% and 175% of the climatological mean rainfall for March–May.

June–August marks the main rainfall season in the northern and western equatorial sectors. During this time, intrusion of cold winter air from the Mascarene High into the equatorial region was prevalent. Moderate to heavy rains in June in the central and northwestern parts of the equatorial sector, the southern tip of Sudan, and western Ethiopia resulted in near-to above-average conditions. In July and August, the moisture spread over much of the central and western parts of the northern sector and extended to the northwestern equatorial sector, resulting in near-to

![Fig. 7.22. Cumulative decadal rainfall (mm) for (a) Combolcha in northern sector, (b) Dagoretti in central equatorial sector, and (c) Kigoma in northwestern southern sector for the year 2012. (Source: ICPAC.)](attachment:image)
above-average rainfall. Less than 75% of the mean rainfall for the period was received over southern and central Tanzania, eastern Kenya, much of Somalia, southeastern and eastern Ethiopia, and northern and northeastern Sudan during the June–August season. Western and southern Sudan, parts of northern and northeastern Tanzania, portions of southern Uganda, and central and southern Kenya received more than 125% of the expected long-term mean rainfall for the season.

September–November marks the second rainfall season (commonly referred to as the short rainfall season) over the equatorial sector, while December marks the onset of the rainfall season over the southern sector. In September, significant rains fell over the central and northern areas of the equatorial sector. Following the timely onset of the rains in October, heavy downpours were reported over the western and central parts of the equatorial sector. Rainfall was near- to above average over much of the equatorial sector, the western part of the northern sector, and parts of the southern sector. Significant rains in December resulted in near- to above-average conditions over the central, western, and southwestern parts of the equatorial sector, and in most areas in the southern sector.

4) **Southern Africa** — A. Kruger, C. McBride, A. Kijazi, L. Chang’a, H. Ng’ongolo, P. Luhunga, and C. Malekela

This region includes the countries south of about 5°S with more specific details provided for South Africa and Tanzania. The mean temperature and precipitation were generally near normal across southern Africa based on the analysis of the NOAA global historical climatological network (GHCN) and the Climate Prediction Center (CPC) global precipitation for land only (PREC/L) datasets with respect to the 1981–2010 base period.

(i) **Temperature**

Annual mean temperature anomalies ranged between +0.5°C and +1°C along the eastern seaboard of South Africa and locally along coastal Namibia, and west of Lake Malawi. There was a pocket of below-normal temperatures just southeast of Lake Malawi in northern Mozambique. For South Africa, the annual mean temperature anomaly was about 0.23°C, based on the preliminary analysis of data from 21 climate stations using the 1961–90 reference period. A warming trend of 0.14°C decade\(^{-1}\) is indicated by the data, statistically significant at the 95% level. This temperature trend was consistent with that registered in Tanzania (Fig. 7.23), where the analysis of maximum and minimum temperature indicates that 2012 was also anomalously warmer than normal in most parts of the country. There has been a steady increase in temperature since 1990 and this trend has been found to be more pronounced in minimum temperature than maximum temperature.

(ii) **Precipitation**

Precipitation was generally near average, except for portions of the eastern sector including parts of Mozambique, Zimbabwe, and northern South Africa, where rainfall anomalies for the year were about 0.5 mm day\(^{-1}\) below average.

Southern Africa receives the bulk of its annual rainfall during the Southern Hemisphere summer months of November–March with a peak in December–February. Rainfall was overall near average, except for pockets in central Mozambique, northern Zimbabwe, the Zambia-Democratic Republic of Congo border, and central Tanzania, where rainfall surpluses approached 200 mm in some localities (Fig. 7.24). Rainfall was below average over much of northeastern South Africa, including the Maize Triangle, southern Tanzania, and northwestern Angola with moisture deficits ranging between 50 mm and 200 mm for the season.

For South Africa, Fig. 7.25 presents the rainfall anomalies for 2012 compared to the reference period of 1961–90. Above-average rainfall was observed over the areas encompassing the western and southern interior, while below-average rainfall prevailed in the central and northern interior. A more detailed analysis of the rainfall distribution suggested that the first three months were characterized by below-average rainfall over the central and northeastern interior and the Western Cape Province, but wetter than nor-
The second quarter showed a similar rainfall pattern. In the third quarter, wet conditions were experienced in general with some areas receiving more than twice the long term mean rainfall. The exception, however, was the central interior which was relatively dry with rainfall amounts averaging less than 25% of average rainfall in some localities. The last quarter showed above-average rainfall for most of the country, except for isolated parts in the central interior, the southwestern Cape, and the far northeastern interior. The Standard Precipitation Index for 2012 (not shown) indicated severe dryness in the northern sector of South Africa.

(iii) Notable events

Extreme weather events once again characterized the climate of South Africa in 2012. These included severe thunderstorms and lightning, hailstorms, extremely strong winds, extensive flooding, tropical storms, snowfall, and wildfires. A severe hailstorm destroyed 20 houses in Berseba (a village near Rustenburg in northwestern South Africa) on 17 October. Thousands of families were housed in local halls and schools after a hailstorm destroyed more than 1600 houses in Ladysmith and Estcourt, KwaZulu-Natal on 9 December. Eight people died and 76 were injured after a tornado struck the Free State Province on 23 June. Also in June, extensive flooding in Cape Town and Port Elizabeth displaced thousands of people.

Lightning-related deaths were also prevalent. Two endangered mountain bongos at the National Zoological Gardens in Pretoria were killed when struck by lightning during the weekend of 14–15 January. Two people died after they were struck by lightning in Ndwedwe, north of Durban on 29 October, while four people were killed near Pietermaritzburg in KwaZulu-Natal on 28 August. One man died and two others sustained minor injuries when struck by lightning near Witpoort, Limpopo Province, on 21 November. Three people were struck and killed by lightning in the northwest and in KwaZulu-Natal in December.

Additionally, rare severe snow events were reported. The snowfall of 7 August that was associated with a cold air outbreak stranded many people who had to be airlifted by helicopter to the nearest town. Southwestern Tanzania experienced strong winds and hailstorms that severely damaged crops and for-
est plantations. On 16 March, the Iringa region and many villages in the Mufindi district also experienced unusually heavy snow that affected crops and forests.

5) **Western Indian Ocean countries** — N. Raholijao, S. Ranivoarisoa, V. Ramiandrisoa, S. Andrianjafinirina, G. Jumaux, and Raj Booneady

This region is comprised of many islands grouped into five countries: Comoros, Madagascar, Mauritius, Seychelles, and Réunion (France). In this analysis, the base period is 1971–2000.

(i) **Temperature**

In Madagascar, 2012 was the third warmest year since 1971, with an overall mean temperature of 23.34°C, about 0.5°C above normal. Mean annual temperatures were above normal across the country, except at three locations where negative anomalies were observed: Maevatanana, Sambava, and Besalampy registered temperature about 0.5°C, 0.4°C, and 0.1°C below normal, respectively (Fig. 7.26). The highest positive anomalies—about 1°C—were observed at the central highland station of Fianarantsoa and the southwestern station of Toliary. However, the mean seasonal temperatures during the January–March summer months were below normal along the southwestern coast of Madagascar, with the highest negative anomalies observed in Morondava (-1.1°C), Toliary (-0.8°C), and Morombe (-0.7°C). Maevatanana, located farther inland and one of the warmest cities in Madagascar, also experienced below-normal mean seasonal temperature (-0.83°C). The highest negative anomalies were recorded in January in Morondava (-2.2°C).

The austral winter (June–August) mean seasonal temperatures were above normal, except along the northeastern coast and at two locations in the northwestern region. The highest positive anomalies were recorded along the southwestern coast at Toliary (1.7°C), Morombe (1.6°C), and Morondava (1.5°C).

In Réunion, 2012 was the fourth warmest year on record since 1971, with an annual mean temperature anomaly of +0.65°C. Minimum and maximum temperature anomalies were +0.4°C and +0.9°C, respectively. Temperatures were generally near normal during the first half of the year and above normal in the latter half, particularly during the months of July, August, and October. Annual temperature was also above normal over the Mauritius Islands with anomalies ranging between +0.5°C and +1.4°C at St. Brandon.

(ii) **Precipitation**

The mean annual rainfall was near to below average across Madagascar, except for the western coast and at two locations in the central highlands, where the mean annual rainfall was above average (Fig. 7.27). In the Southern Hemisphere summer months (January–March), mean seasonal rainfall was above average in the southern highlands and along the western coast and below average elsewhere. The climatologically dry winter season (June–August) was drier than normal across the island.

In Réunion, annual rainfall was 92% of the long-term average, despite a wet March, when amounts averaged about 180% of the long term mean. In fact, a severe drought affected the southern areas of the island from May to October. The lowest rainfall total over Réunion in 2012 was recorded in the southern region at Pierrefonds (405 mm) whereas the highest was recorded in the eastern highlands at Hauts-de-Sainte-Rose (10 557 mm). In Mauritius the annual rainfall was below the long-term mean. However,
rainfall was above average at St. Brandon from August to November, peaking at 113 mm (about 390% of normal) in October, while Agalega registered 540 mm (about 300% of normal rainfall) in December.

(iii) Notable events

Nineteen tropical storms developed over the southern Indian Ocean during 2012. Four major storms entered or formed in the southwestern Indian Ocean. Tropical Storm Chanda, Category 4 Tropical Cyclone Giovanna, and Tropical Storm Irina all made landfall in Madagascar, while Category 4 Tropical Cyclone Funso cruised along the Mozambique Channel. Together the storms caused over $100 million (US dollars) in damages in Madagascar alone. Tropical Storm Chanda, with maximum sustained winds of about 35 kt (18 m s⁻¹), made landfall between the coastal communities of Morombe and Toliara along the western coast of Madagascar on 9 January, dumping more than 275 mm of rainfall in 48 hours. Also in January, Tropical Cyclone Funso brought torrential rains, flooding, high winds, and elevated waves to the northern Zambezia Province of Mozambique, causing 12 fatalities and major property damage. Persistent rains in upstream neighboring countries also increased river levels flowing into Mozambique. The Komati River flooded and destroyed 50 m of Mozambique’s main North-South highway. Funso was preceded by Subtropical Depression Dando, which formed east of Madagascar and struck southern Mozambique with heavy rains that triggered significant flooding. The January storms caused thousands of people in Mozambique to lose their homes and crops, and schools and shops were inaccessible for days. Impacts were also felt in parts of Zimbabwe, Swaziland, and South Africa.

In February 2012, powerful Tropical Cyclone Giovanna made landfall along the east coast of Madagascar, crossed the country, and exited on the west coast into the Mozambique Channel. The storm left 65 people dead and 11,000 people homeless according to news reports. Property damage in Madagascar included one hospital, four health centers, and five schools, mostly in Brickaville. Giovanna had little impact on Mozambique, which already had been drenched a few weeks before by Dando, which had pounded the country with flooding rains and damaging winds near the capital city of Maputo. It was reported that at least 22 people were killed and thousands abandoned their homes.

f. Europe and the Middle East

Throughout this section, normal is defined as the 1961–90 average for both temperature and precipitation, unless otherwise specified. European countries conform to different standards applied by the national weather services. All seasons mentioned in this section refer to the Northern Hemisphere.

More detailed information can be found in the Monthly and Annual Bulletin on the Climate in RA VI – Europe and the Middle East, provided by the WMO RA VI Pilot Regional Climate Centre on Climate Monitoring (RCC-CM; http://www.dwd.de/rcc-cm).


As in recent years, 2012 was warmer than normal across nearly all of Europe and the Middle East (Fig. 7.28). Temperature anomalies were up to +1°C in most regions except in the Arctic. Southern Europe was mostly 1°C–2°C above normal. According to the CRUTEM4 dataset (Jones et al. 2012) the land surface
Air temperature for the European region (35°N–75°N, 10°W–30°E) was 0.86°C ± 0.11°C above average (Fig. 7.29). This makes it very likely to be between the 12th and 16th warmest year since 1850. The E-OBS dataset (van der Schrier et al. 2013), based on a different data set and an area that extends farther south (into North Africa, Fig. 7.30), yielded an anomaly of +0.91°C.

Annual precipitation was relatively high in the northeast and north of Europe while the south and the Middle East were drier (Fig. 7.31). Southern Finland had precipitation totals greater than 150% of normal (in the top 5% on record), while Portugal was much drier than normal with only 20 to 30% of normal in some areas (in the bottom 5% on record).

In winter (December 2011–February 2012) temperatures deviated strongly below normal in southern Europe and the Middle East (Fig. 7.32). January was warmer and wetter than normal especially in central Europe due to dominant westerly flows (positive NAO phase), but an exceptional cold wave affected many parts of Europe in the first half of February due to the westward extension of an unusually strong high pressure system over Russia.

An unusually strong Azores high was displaced to the northeast in early 2012 (Figs. 7.33, 7.34), leading to drought conditions in southwestern Europe. This high pressure influence extended to almost all of Europe in March, resulting in a warm spring, especially in March. Some countries recorded their...
warmest and driest March in many years. However, above-normal rain in spring was recorded in western
Scandinavia where repeated northwesterly flows led
to heavy precipitation on the windward slopes of the
Scandinavian mountains. Also, much of the United
Kingdom had an exceptionally wet April.

One of the hottest summers in history was ex-
perienced in southeastern Europe and parts of the
Middle East, associated with very high 500-hPa geo-
potential heights (Fig. 7.33). Warm and dry conditions
stretched into the Mediterranean countries (Fig. 7.34).
In contrast, summer in northwestern and northern
Europe was cool and wet, with low mean sea level
pressures. Pressure anomalies southwest of the British
Isles were in the lowest 5% on record.

Fall continued to be colder than normal in north-
western Europe and was significantly wetter in north-
eastern Europe (Finland, Russia) with widespread low
MSL pressure (Fig. 7.34) while it was exceptionally
dry in the Caucasus region and
the eastern shores of the Black
Sea due to a long-lasting upper-
air ridge.

In the first half of December,
low pressure systems often trav-
elled from northwestern Europe
to the southeast, bringing heavy
precipitation to western Europe.
In the second half of the month
the continental high over Rus-
sia moved westwards and on its
southern flank cold continental
air advanced to eastern Europe.
However, at Christmas westerly
to northwesterly winds brought
mild air to western and central
Europe.

2) Central and Western Eu-
rope—B. Mühr, C. Ehmann, P.
Bissolli, D. Parker, and J. Kennedy
This region includes Ireland,
the United Kingdom (UK), the
Netherlands, Belgium, Luxem-
bourg, France, Germany, Swit-
zerland, Austria, Poland, Czech
Republic, Slovakia, and Hungary.

(i) Temperature
Yearly mean temperatures for
2012 were slightly above normal
in both western and central Eu-
rope with anomalies mostly below +1°C. Only the Alpine region recorded anomalies exceeding +1°C.

Winter 2011/12 ended mostly warmer than normal. The highest anomalies (1°C to 2°C above normal) occurred from Ireland to the northwest of Poland. January 2012 was dominated by mild westerly flows, whereas a significant cold snap brought February mean temperatures down to 4°C below normal in large parts of France and southern central Europe (see Sidebar 7.4 for more detail).

Spring was remarkably warm throughout western and central Europe. In particular, March brought local anomalies of more than +4°C. The United Kingdom, France, Germany, Austria, and the Netherlands recorded their third warmest March since at least 1910.

In summer, above-average temperatures in the south contrasted with cooler conditions in the north. Parts of the south exceeded +3°C while in parts of the United Kingdom summer was slightly cooler than normal, mostly due to a cool June (the coldest in the UK since 1991). Southeast Poland had a 10-day heat wave during 1–10 July with daily maxima above 36°C every day. A significant hot spell occurred also in mid-August in central Europe. Some Slovakian stations reported new records for the number of days above 35°C and a number of high temperature records were set in France during 17–20 August.

Fall 2012 temperatures were slightly above normal in most parts of central and western Europe but slightly below normal in the United Kingdom, Ireland, and northern France. The United Kingdom recorded its coldest fall since 1993 with an anomaly of -0.4°C. Repeated westerly flows brought a mild December 2012 particularly in western and parts of central Europe, especially at Christmas.

(ii) Precipitation

In most of western and central Europe, 2012 annual totals were close to normal. Only parts of southern France and Hungary had a dry year, whereas much of England received well-above-normal precipitation, with some stations recording over 150% of the annual normal. It was the third wettest year in the 247-year England and Wales series, exceeded only by 1872 and 1768, and the second wettest, behind 2000, in the 103-year UK series.

Winter 2011/12 featured above-normal precipitation in central Europe, locally 125% to 150% of normal. However, western Europe was influenced by a strong, extended Azores high, leading to dry conditions in some regions.

The wet winter over central Europe was followed by a dry spring. Germany received less than 60% of normal precipitation, with less than 35% in some areas. The United Kingdom had its driest March since 1953; Germany its third driest since 1881. April, by contrast, was significantly wetter than normal in the western half of France and it was the wettest April
in the 103-year UK series and also the wettest in the 247-year England and Wales series.

Summer was drier than normal in southern Poland, Slovakia, and Hungary, but was exceptionally wet in the United Kingdom and Ireland. The majority of stations in Ireland recorded their wettest June since regular measurements began. It was the wettest June in the 247-year England and Wales series. In the United Kingdom, the last summer which was wetter was in 1912. In July, severe thunderstorms contributed to record July precipitation totals at some stations in Austria.

Wet conditions continued into fall in most of the United Kingdom whereas parts of Germany and southern France received much less than normal precipitation. England experienced its wettest fall since 2000 and wettest December since 1978. In eastern Scotland it was the wettest since 1929. Locations in northern France reported 200% to 300% of normal precipitation. England experienced its wettest fall since 2000 and wettest December since 1978. In eastern Scotland it was the wettest since 1929. Locations in northern France reported 200% to 300% of normal precipitation in December.

(iii) Notable events

In early January, intense low pressure systems “Ulli” and “Andrea” crossed northern central Europe. Violent storm gusts were reported from the United Kingdom to Poland and the Czech Republic with “Ulli” and “Andrea” crossed northern central Europe.

Precipitation in December.

Northern France reported 200% to 300% of normal precipitation. England experienced its wettest fall since 2000 and wettest December since 1978. In eastern Scotland it was the wettest since 1929. Locations in northern France reported 200% to 300% of normal precipitation in December.

In late April, subtropical air brought temperature records to central Europe. On 28 April, two stations set April temperature records for Germany at 32.9°C. Slubice, Poland, recorded 31.6°C. St. Gallen, Switzerland, set April temperature records for Germany at 32.9°C, the highest April minimum temperature ever recorded in Switzerland. On 30 June, the mountain-top observatory at Sonnblick, Austria (3109 m), recorded its highest temperature since 1886: 15.3°C.

Mid-August brought a short, albeit extreme, hot spell across large parts of central and western Europe, setting daytime maxima and daily mean temperatures records at some stations. Dobrichovice set an all-time record for the Czech Republic with 40.4°C on 20 August. This was also the beginning of a 6-week drought in Poland, causing the lowest river water levels in 45 years. In France, Auzances (Limousin region) recorded a new all-time record of 41.6°C on 18 August, shattering the previous record of 37.2°C (records began in 1947).

In the second half of October, an unusual weather pattern brought extremely warm air to central Europe. Daily maxima up to 28°C were recorded in Germany. Thirteen Austrian stations reported record daily maximum temperatures, including 22.7°C at Feuerkogel Mountain (1618 m).

Just one week after the record warmth, an early cold-air outbreak brought snow to the lowlands in the southern and eastern parts of the region. At St. Gallen, Switzerland, a snow depth of 33 cm was noted, 15 cm above the previous October record set in 1974. Some stations in Germany also recorded record snow depths for October and, in the clear nights that followed, many stations had record low minimum October temperatures.

An unusually cold and snowy first half of December was followed by a massive thaw up to the high alpine regions and subsequent flooding. Later, Germany, Austria, and Switzerland experienced their warmest Christmas since the start of the observational record.

3) Nordic and Baltic countries—C. Achberger, B. Mühr, C. Ehmann, P. Bissoli, D. Parker, and J. Kennedy

This region includes Iceland, Norway, Denmark, Sweden, Finland, Estonia, Latvia, and Lithuania.

(i) Temperature

Averaged over the year, temperatures in the Nordic and Baltic Regions were 0.5°C to 0.7°C above normal. Western Iceland was warmer at +1.2°C anomaly.

Winter temperatures (DJF 2011/12) were well above normal over most of the region. The highest anomalies (+3°C to +4°C) occurred in central Sweden and northern Finland. However, a strong and persistent high pressure system in late January and early February led to a significant cold spell, particularly in eastern parts of the region.

Spring temperatures were 0.5°C to 2°C above normal, mainly due to a combination of prolonged high pressure in southern parts and warm air advection on the eastern flank of Atlantic lows. The highest seasonal anomalies (+2°C) were measured in Denmark. Norway experienced its warmest March since measurements started in 1900. April and May, in contrast, were colder than normal across most of Norway and Sweden though Norway saw some record daytime maxima in late May.

Iceland, Denmark, and the Baltic states had a slightly above-normal summer while much of Scandinavia was colder than normal. An advance of cold Arctic air in late May and early June established a persistent trough of low pressure over northern Europe. For Denmark and Sweden it was the coldest June since 1991. In Finland, the number of June days >25°C was only half of normal.
While Iceland and western Norway experienced a colder-than-normal fall, Finland and the Baltic states were 1°C to 2°C warmer than normal. In late October, very warm air masses from central Europe reached southern Sweden where some stations reported unusually high temperatures of almost 20°C. Only six days later, a strong cold front brought snow as far south as Denmark.

In December, a cold continental high over Russia extended westward to Scandinavia. Apart from Iceland, all areas finished the month with below-normal temperatures. Finland was most extreme with anomalies down to -5°C.

(ii) Precipitation

In general, it was wetter than normal across most of the Nordic and Baltic countries. In many places in Finland, 2012 was the wettest year in the past 50 years. Winter 2011/12 precipitation was well above normal in many parts of the Nordic and Baltic countries. Southern Iceland and the Norwegian southwest coast received far more precipitation than usual; areas bordering the Baltic received more than 150% of normal.

Spring was dominated by westerly flow with well-above-normal rain in most of the Nordic and Baltic countries, particularly along the Norwegian coast. Totals were mostly between 110% and 150% of normal, with the majority falling in March where monthly totals up to 300 mm were recorded. Iceland and Denmark were mostly drier than average.

Summer was very dry in the west of the Nordic countries, but wet in other parts. Iceland was unusually dry with many areas recording only 30% to 70% of the long-term mean. The drought caused vegetation to suffer in some areas. In western Iceland, it was the driest summer in almost 100 years. Stykkishólmur received only 0.6 mm of rain in June, which marked the driest June since measurements began in 1856. On the other hand, Sweden, Finland, and the Baltic states had precipitation surpluses, especially in June and July. Parts of Finland received a summer total of 150% of normal, and parts of Sweden saw twice as much rain as normal.

Precipitation in fall was again distributed unevenly. It was particularly wet in western Finland (above 150% of normal), northeastern Sweden, and northern Norway (locally almost twice normal) with daily or monthly precipitation records set at some stations.

In December, the dominant high pressure influence meant that western Norway had significantly less precipitation than normal. Many stations reported 100-year or longer record minimum precipitation totals for December.

(iii) Notable events

An exceptional cold spell gripped northern Europe in early February (see Sidebar 7.4).

Extremely warm air reached southern Iceland at the end of March, with Kvisker setting a monthly record for Iceland with 20.5°C on 29 March.

In early July, thunderstorms hit parts of southern and central Sweden and the Baltic states causing local flooding. Lääne-Nigula, Estonia, received 93.5 mm in 12 hours on 7 July, the highest 12-hour value in Estonia since 1964.

Northern Iceland was hit by a severe snowstorm from 9 to 11 September. Snowdrifts up to 2 m deep were observed at inland farms, which is unusual so early in the season. Farmers lost thousands of sheep. Icing on power lines caused considerable damage and power outages.

October brought intense rain to northern Sweden and western Finland. In some areas, more than 100 mm fell within one week. Flooding in Finland caused around 6 million Euros (approx. $7.6 million US dollars) of damage. Such severe flooding had previously been recorded only during 1981 and 1984.

An exceptionally early cold air outbreak brought snow cover of 18 cm to Lääne-Nigula, Estonia, on 27 October. This was the greatest October snow depth recorded there since 1964.

At the end of November, a blizzard brought over 20 cm of snow to the southern coastline of Finland. The storm was one of the strongest observed in the Gulf of Finland with 10-minute mean wind speeds reaching 29 m s⁻¹. The storm damaged trees and left tens of thousands of homes without power.


This region includes Spain and Portugal. Unless otherwise noted, anomalies refer to a base period of 1971–2000.

(i) Temperature

Both Iberian countries registered slightly above-average annual temperatures with the highest anomalies in eastern Spain of +1°C to +2°C.

The 2011/12 winter season was cool with mean temperature anomalies of -1.2°C in Portugal and -0.6°C in Spain. The mean minimum temperature for Portugal was the third lowest since 1931. The
atmospheric circulation over the Atlantic featured widespread positive anomalies (in most cases exceeding the 95th percentile) of both SLP (Fig. 7.34) and 500-hPa geopotential height (Fig. 7.33) between the Azores and western Iberia. The low winter average was mostly due to February, which was 1°C to 4°C colder than normal, caused by the westward extension of a cold continental high over Russia.

Spring was warmer than normal in Iberia, especially March and May. Mean temperatures over Portugal were 0.6°C above normal, while in Spain the anomaly was about +1.1°C, consistent with the positive 500 hPa geopotential height anomalies over Iberia and central Europe (Fig. 7.33).

In summer, higher-than-normal 500-hPa geopotential heights over the Mediterranean basin and low values west of the United Kingdom (Fig. 7.33) led to above-normal temperatures especially in southern and southeastern Iberia where anomalies were between +2°C and +3°C. In Spain, summer 2012 was the fourth hottest since 1961, with a mean temperature 1.7°C above normal.

Fall showed a clear east-west gradient with Spain having mean temperature anomalies near 0.5°C, while in Portugal temperatures were near normal (Fig. 7.32). December was characterized by near-normal values throughout Iberia.

(ii) Precipitation

Annual precipitation was below normal throughout Iberia, particularly in the west (Fig. 7.31). Average annual rainfall in Spain was 535 mm (82% of normal) and 636 mm in Portugal (72% of normal), mainly due to precipitation deficits between January and March.

The winter of 2011/12 was very dry. In Portugal, the mean winter precipitation total of 117 mm was 62% of normal and was the lowest in the record since 1956. In Spain, the total of 106 mm was 66% of normal, the lowest in the record since 1956. The drought arose from the lack of midlatitude disturbances penetrating from the Atlantic and more local Mediterranean phenomena. The sea level pressure anomalies fell below the 5th percentile of the long-term distribution over the area.

(iii) Notable events

Severe drought over most of Iberia started in late 2011 and continued through late 2012. The drought intensified in the winter and early spring.

February was extremely cold in Iberia (see Sidebar 7.4), while May was extremely hot in Iberia. In Portugal some stations set new temperature records for May.

Three heat waves, a major one in June and two shorter spells in August, were reflected in warmer-than-average temperatures for June and August. Numerous stations in southern Spain exceeded 40°C between 24 and 29 June with the Córdoba airport reaching 44.1°C and Murcia-Alcantarilla 44.0°C. In several other locations, mostly in the south, historical daily maximum temperature records for June were set. Around mid-August, a maximum of 46.1°C was measured in the province of Córdoba in Spain, narrowly missing the all-time record for Spain of 46.6°C from 1951. Ten out of 114 stations—among them the capital Madrid—achieved all-time temperature records. Night-time minima also brought records; at Getafe temperatures remained above 25°C overnight on 9–10 August.

The Azores were hit by Hurricane Gordon on 19–20 August. Although Gordon passed directly over the easternmost islands of the Azores, there was little damage. Hurricane Nadine approached the Azores on 20 September but caused little damage.

On 27–28 September intense precipitation affected central and southern Spain, and on 29 September Catalonia was also affected. Parts of southern Spain recorded 200 mm in 24 hours. On 28 September, the Valencia airport recorded 188.9 mm, a record for September. Several other locations like Getafe, Toledo, Murcia, Cádiz, and Granada airport reported normal precipitation. It rains very little in Iberia in summer, so these percentage anomalies are relative to low rainfall normal values.

Fall was very wet in southern Iberia but rainfall was closer to normal in the north (Fig. 7.34). The intense precipitation in southern Iberia was due to both midlatitude disturbances penetrating from the Atlantic and more local Mediterranean phenomena. The sea level pressure anomalies fell below the 5th percentile of the long-term distribution over the area.

December saw conditions reversed from fall, as accumulated precipitation was below average except in the northwest. Mean accumulated precipitation in Spain was around 47.0 mm (58% of normal) and in Portugal around 119.0 mm (80% of normal).
record 24-hour precipitation. The torrential precipitation caused 10 deaths and severe damage to Spanish infrastructure.

On 16 November an F3 tornado hit the southern coast of Portugal (Carvoeiro, Lagoa, and Silves). On its 31 km track it caused 1 fatality, 12 injuries, and major damage to houses and cars.


This region includes Italy, Malta, Slovenia, Croatia, Serbia, Montenegro, Bosnia and Herzegovina, Albania, Macedonia, Greece, Bulgaria, and Turkey.

(i) Temperature

The 2012 annual average temperature was warmer than normal in the western Mediterranean and the Balkans, with parts of Slovenia and the north of Croatia exceeding 2°C above the 1961–90 average. Bulgaria had its third warmest year since 1901.

Temperatures in winter 2011/12 ranged from slightly to significantly below normal. Anomalies down to -3°C were measured in Turkey where a cold January with frequent outbreaks of arctic air was followed by a cold snap in early February. In Bulgaria, February was 4.3°C below normal. February was the coldest month at 15 stations in Serbia. Snow depths reached 1.5 m. Temperature anomalies in Macedonia in January and February ranged from -2.3°C to -4.5°C.

Spring was warmer than normal apart from some areas in the western and eastern areas of Turkey. The largest positive anomalies (up to +3°C) occurred in northern Italy, Slovenia, and northern Croatia. The high temperatures in the vicinity of the Alps were due to dominant high pressure and frequent foehn events along the southern slopes of the Alps.

Summer was unusually warm throughout the region. Serbia and Bosnia and Herzegovina had their warmest summers of the last 120 years. Serbia experienced several hot spells, arising from recurrent outbreaks of subtropical and very warm air originating in northern Africa, each lasting for six days or more. There were 62 tropical days (where daily maximum temperature exceeds 30°C) and 52 tropical nights (where daily minimum temperature exceeds 20°C) recorded in Belgrade. Slovenia and northern Italy both had the second warmest summer on record. Turkey experienced maxima above 40°C at 40 stations; the highest was 47°C. In Bulgaria, July was 4.5°C above normal.

Fall was warmer than normal in the central Mediterranean and the Balkans. Anomalies from Croatia, Greece, and western Turkey exceeded +4°C in places. This resulted from frequent cyclonic developments over the northern Mediterranean. On their eastern flank, warm air of subtropical origin spread over southeastern Europe.

However, December was colder than normal with anomalies down to -2°C in parts of Albania and Bulgaria. This was the result of cold air outbreaks from the north in the first half of the month and a cold northeasterly flow on the southern side of a continental high pressure system over Russia.

(ii) Precipitation

In northern Italy and northern parts of the Balkans, 2012 was characterized by below-average rainfall (60%–80% of normal). Southern areas were wetter than normal, especially along the Turkish Mediterranean coast and in southern Bulgaria, where rainfall in some places was almost twice the long-term average.

Northern Italy had a dry winter, with some areas recording 150 mm less precipitation than normal, about two-thirds of the long-term mean. The dry conditions were caused by frequent advances of high pressure from the Azores, exacerbated by foehn events. Vigorous low pressure activity over the Mediterranean in the first half of February led to a significant precipitation surplus in southern Italy and Greece where the winter was wetter than normal in places. Eastern and southern parts of the Balkans and Turkey were also wetter than normal.

Spring was slightly drier than normal around the Adriatic Sea, in the northern Balkans, and in southeastern Turkey. Upper lows in April and May led to a slight wet anomaly in the north of Greece, in Bulgaria, and around the Bosporus.

Summer was quite dry in southeastern Europe. In several places in northern Italy no rain was recorded during almost the whole summer. August precipitation was only 20% of normal in southern Croatia and in Bosnia and Herzegovina, with several sites receiving no rain. Summer totals amounted to only 35% of the mean. Slovenia and Serbia also experienced extreme drought in August. Some areas around the Black Sea recorded a wet summer due to intense convective precipitation in July and August.

Well-above-normal precipitation was observed in all three fall months around the north Adriatic Sea. Western Turkey was mostly dry in September and November with precipitation only 10% and 45% of normal, respectively.
In December, the distribution was reversed with a rather dry north and a wet southeast due to pronounced low pressure activity over the eastern Mediterranean.

(iii) Notable events

In late January and early February an extreme cold spell occurred, ending with heavy snowfalls (see Sidebar 7.4). Dust-red snow fell on 8 February in Sirnak, Turkey. In mid-April, a strong gale ravaged the Aegean Sea and western Turkey. Storm gusts caused heavy damage and four people died. Istanbul was particularly affected with gusts of 29 m s\(^{-1}\). Six road construction workers in Elazig died in a tornado on 9 April. Saharan dust was seen on 18 April in western and central Turkey.

An unusually severe cold snap brought the latest snow cover since 1962 to Sarajevo, Bosnia and Herzegovina, with the city reporting 14 cm on the morning of 14 May; up to 50 cm of fresh snow fell on nearby mountains.

Dust storms affected eastern Turkey on 30 May, 30 July, and 1 August. Mud rain fell on 1 August in Kars.

Heavy rain on 22–23 October caused flooding in several places in Turkey. Late October and early November brought violent storms to Italy and Croatia. The northeast of Italy was especially affected, with Venice reporting the 11th highest water level recorded there.

Heavy rain fell on 4–5 November on the Austrian–Slovenian border, where 100 mm–200 mm of rain fell within 24 hours. Kredarica, Slovenia, reported 225 mm. The snow line was very high at around 2500 m resulting in heavy snow melt and flooding.

Northern Italy experienced intense rain in mid-November resulting in flooding and mudslides. Chievole reported 368 mm within 17 hours. Hundreds of inhabitants in Tuscany and Liguria had to be rescued. Venice reported the sixth highest water level (1.5 m) recorded in the city’s history.

Five heat waves were registered across Serbia during 2012 lasting 6–10 days on average. At the beginning of summer, prolonged high air temperatures and low precipitation caused severe to extreme drought across the whole of Serbia.


This region includes the European part of Russia, Belarus, Ukraine, Moldavia, and Romania.

(i) Temperature

Eastern Europe had a warmer than normal 2012. In Romania and Ukraine anomalies were between +1°C and +2°C. Western Russia and Belarus had mostly below +1°C.

A warmer-than-normal winter was observed in the northern regions of eastern Europe with positive anomalies of more than 4°C in the northeast of European Russia. On the other hand, parts of southern Ukraine, Moldavia, and Romania were slightly colder than normal. A recurrent southwesterly flow brought mild Atlantic air far into eastern Europe. High pressure influence, which often dominates the winter in eastern Europe, developed in February with sea level pressure anomalies between +12 hPa and +16 hPa over Russia. The advection of cold continental air associated with the high brought the anomaly for the winter as a whole closer to normal.

With the exception of Russia, spring was 1°C to 2°C warmer than normal. The highest anomalies were in Ukraine, particularly the east and south, where anomalies exceeded +4°C. Mid-May brought the first summer weather patterns to the region with the advection of warm air from the Black Sea area.

The south of the region experienced a much warmer-than-normal summer with anomalies exceeding +4°C in places. An unusually warm July contributed to the overall warm anomaly with a persistent subtropical ridge of high pressure extending far to the northeast.

Fall continued with warmer-than-normal conditions. The western parts of Russia, Belarus, and Ukraine had anomalies of +1°C to +2°C while Moldavia and Romania reached +2°C to +3°C. November was particularly warm with warm air advancing along the eastern flank of deep troughs of low pressure over the western Mediterranean, leading to large areas between 2°C and 3°C above normal. The mild setup ended abruptly in mid-December when high pressure in the east gained influence. In western Russia mean sea level pressure was more than 16 hPa above the long-term mean in December.
(ii) Precipitation

Precipitation totals in 2012 were near average across large parts of eastern Europe. In European Russia, however, some regions received almost 200% of the long-term mean.

The larger part of eastern Europe had a near-normal winter, but the western parts of Russia and eastern Belarus were slightly wetter than normal (110% to 150%) due to a wet December with dominating Atlantic low pressure influence.

Spring was near normal despite large deviations in individual months. In Romania, May was a very wet month with 200% of normal precipitation. Parts of Russia were also slightly wet (110% to 150% of normal), while eastern Ukraine was drier than normal in places.

Belarus and northern Ukraine received well-above-normal rain totals in summer with some areas getting between 90 mm and 150 mm (130% to 150% of normal). The majority of the surplus was due to an unusually strong low, established in mid-August near the Belarus-Ukraine border. Moldavia and Romania were drier than normal under the influence of a recurrent ridge of high pressure that also affected the Balkan area.

In fall, well-above-normal precipitation totals were observed in the European part of Russia. Anomalies were between 90 mm and 150 mm (150%–225% of normal). The wettest month, relatively speaking, was October, which was under the influence of low pressure. December started wetter than normal in parts of Ukraine, Moldavia, and Romania. However, Northern Russia was somewhat drier.

(iii) Notable events

The cold spell during the end of January and early February led to new minimum temperature records in many areas of eastern Europe (see Sidebar 7.4).

Late April brought record-setting warmth to eastern Europe. Several eastern European locations, including Minsk, Belarus; Moscow, Russia; and the Ukrainian cities of Kiev and Odessa, had their warmest day recorded in April.

Extensive rain lasting several days led to major flooding along the Russian Black Sea border. The abundant precipitation was caused by an abnormally strong and persistent low pressure system. Some areas received nearly 300 mm of rain; locally, four to five times the normal July monthly precipitation fell within 12 hours. In the region of Krasnodar at least 140 people drowned in the floods.

Along the boundary between continental cold and dry air and milder and moister air in the west, huge snowfalls were reported in many parts of eastern Europe. Kiev recorded the largest snow depth ever recorded for mid-December: on three consecutive days from 13 December snow depths of 54 cm were measured.

7) Middle East—B. Mühr, C. Ehmann, P. Bissolli, A. Hovsepyan, D. Parker, and J. Kennedy

This region includes Israel, Cyprus, Jordan, Lebanon, Syria, West Kazakhstan, Armenia, Georgia, and Azerbaijan.

(i) Temperature

In the Middle East average temperatures for 2012 were 1°C to 2°C above normal.

Winter 2011/12 was colder than the long-term mean. In western Kazakhstan, at the Caspian Sea, and in the south Caucasus temperatures were locally 2°C to 3°C below average. December was mostly under a high pressure influence and therefore colder than normal while January was milder (especially in the east) under the influence of low pressure systems, resulting in a warmer-than-normal month. February again was colder with well-below-normal temperatures in the entire region and anomalies down to -4°C.

Spring brought slightly above-normal temperatures to most areas; in western Kazakhstan temperatures were moderately above normal. March was significantly colder than normal across the entire area, and Armenia saw its coldest March since 1965. In April, however, the general flow veered to south-westerly and positive departures of more than +4°C were observed, especially in western Kazakhstan and in the Caucasus range. May was again a warm month, the third warmest since 1966 in Armenia.

Summer was significantly warmer than normal throughout the area with anomalies between +1°C and +3°C, and near +4°C along part of the eastern border of the Mediterranean. Anomalies were highest in June. A persistent upper low in the first days of July brought cool and cloudy weather conditions, eventually easing off in the second half of the month. July was cooler than normal in Armenia, despite a very warm spell towards the end of the month. In Israel, summer tied 2010 as the warmest on record.

Fall finished with generally above-normal temperatures with each month having an anomaly between +1°C and +3°C. In the South Caucasus October was 3°C–4°C above average. Far western Georgia expe-
experienced a hot spell which led to anomalies of +4°C or more. It was the third warmest fall on record in Armenia. December followed suit with slightly above-normal temperatures in the entire area.

**(ii) Precipitation**

Despite some extreme precipitation events, 2012 in the Near East was slightly drier than normal, especially during the warm season. However, Cyprus observed a precipitation total of 788 mm (157% of normal) which made 2012 its wettest year since records began in 1902.

December 2011 was significantly drier than normal along the eastern border of the Black Sea which resulted in a drier-than-normal winter season as a whole, especially in western Georgia. Recurrent troughs of low pressure led to a very wet January in the eastern Mediterranean (e.g., in parts of Syria, Cyprus, and Lebanon). The precipitation surplus resulted in a wetter-than-normal winter in the area with rain amounts of 125% to 140% compared to the long-term mean.

Spring was dominated by mostly dry conditions which were particularly pronounced in April. Lebanon received precipitation of 50 mm less than normal in places (40% of the long-term mean). May brought wetter-than-normal conditions to Cyprus and Georgia. Georgia was particularly rainy with monthly values locally between 150 mm and 200 mm (around 150% of normal).

Summer remained near normal in most parts of the area. Only regions north of the Caucasus were wetter than normal with a surplus locally of between 30 mm and 150 mm (up to 225% of the mean). June was very dry in most of the South Caucasus; Armenia received only half of the normal monthly rainfall. July, in contrast, was very wet due to frequent hailstorms with heavy rainfall.

Fall was much drier than normal in many areas along the eastern Black Sea and eastwards; Georgia had around 50% of normal, and Azerbaijan and Armenia also received below-normal precipitation under persistent high pressure. Convective events in October associated with upper lows meant the eastern Mediterranean was slightly wetter than normal. Low pressure systems also dominated most of November. The wetter-than-normal weather lasted into December, while the area north of the Caucasus remained drier than normal beyond the influence of the lows.

**(iii) Notable events**

On 10–11 February, as a result of heavy snowfall, several cattle sheds collapsed in Vayots Dzor in central Armenia. On 11 February, the Zvartnots Armenia international airport canceled all flights due to a severe snowstorm. At the end of February, in the Troodos mountains of Cyprus, 50 cm of snow fell within 24 hours.

In late May and early June, heavy rain occurred in eastern Georgia. Hail storms devastated farmland and caused economic losses of about $25 million (US dollars). Again in Georgia, on 19 August severe thunderstorms, accompanied by hail and wind gusts, damaged 150 000 hectares of agricultural land and many buildings. Schools were closed, streets became impassable, power supply was interrupted, and total damage was estimated at $90 million (US dollars).

In the basin of Lake Sevan in Armenia, a severe hailstorm occurred on 9 July, with hailstones 25 mm–30 mm in diameter. Crops were completely destroyed, a herd of cattle was injured or killed, and roofs and windows were broken.

In early November, in Lagodekhi in the Kakheti region (Georgia) 70% of the average monthly rain amount fell within 24 hours.

---

**Annual mean surface air temperatures during 2012**

Annual mean surface air temperatures during 2012 were above normal north of about 60°N and were below normal between 40°N and 60°N (Fig. 7.35). Annual precipitation totals were above normal from Pakistan northeastward to Mongolia and parts of eastern Siberia (Fig. 7.36). In contrast, annual precipitation totals were less than 60% of normal around the Arabian Peninsula.
In the second half of winter 2011/12, Eurasia experienced significantly lower-than-normal temperatures due to strong cold-air inflow (Fig. SB7.5). The influence of cold air extended to the whole of Europe as well as to all of eastern and central Asia in early February. In contrast to other wintertime cold spells in recent years, this event was not driven by a negative North Atlantic Oscillation excursion.

Siberian High

In mid-January, a high pressure system was enhanced over western Siberia, in association with the large meander of the upper-level westerly jet stream, and a significantly cold air mass over central and eastern Siberia flowed into Mongolia and Kazakhstan along the south flank of the high pressure. At Ulaanbaatar in Mongolia and Astana in Kazakhstan, the daily mean temperatures decreased considerably. On 2 February, the daily mean temperature at Astana was -35°C (about 21°C below normal).

During the cold spell, the high pressure system intensified and expanded over northwestern Russia and northern Europe. A surface air pressure of more than 1060 hPa was recorded over the Baltic countries on 29 January. The cold air mass flowed farther westward and reached eastern and central Europe in early February. Temperatures well below 0°C lasted for more than one week across these areas. The lack of snow at the beginning of the cold spell prevented the development of even colder temperatures near the surface. At the end of the first week of February a small low pressure system emerged from the planetary frontal zone over northern Scandinavia. This low pressure system affected particularly the eastern parts of central Europe, and again, a very cold continental air mass spread to the southwesterly by 9 February.

In the meantime, several intense low pressure systems developed over the Mediterranean Sea. From 11 February onwards, the high pressure area over Europe weakened significantly and shifted to the south. Frontal systems from the Atlantic Ocean, with mild air, began to enter central Europe and finally brought the cold spell to an end, first in western and later in eastern parts of Eurasia. In Mongolia and Kazakhstan, lower-than-normal temperatures continued until the end of February. This weather pattern was extremely persistent, especially in these places.

Unusually intense and long cold spell in much of Europe

Despite a milder second half of the month, some European countries reported their coldest February in about three decades. Unlike other winters of the recent past which were also cold, the weather conditions in February 2012 were characterized by both extremely low temperatures and highly persistent cold air, even in central Europe. This fact is illustrated by the data from mountain weather stations. On top of the Feldberg Mountain in southwestern Germany (1493 m) the temperature did not exceed -10°C between 1 and 7 February (average daily temperature is -3.4°C). On 4 February, the maximum temperature was -17.9°C. Only five days since recordings began in 1945 had lower daily maximum temperatures. The average temperature for the first 10 days of the month in Germany was 10.3°C below the monthly mean for February (1961–90). These days were even colder than those in February 1956, which set the previous record with an anomaly of -10.0°C.

The unusual and intense cold wave affected almost all of Europe. In Portugal, mean minimum temperature anomalies were the second lowest since 1931, and several stations in Portugal and Spain set new records for minimum temperature. Portugal also had its driest February in the record for 1931–present. In Spain even the larger cities measured minimum temperatures well below 0°C, e.g., Granada with -9.7°C on 13 February. A weather station at the University of Palma de Mallorca (Balearics) reported the lowest temperature in 40 years, where the temperature dropped to -5.7°C on 6 February. France reported the most striking cold wave since 1987; in large parts of the country even daytime temperatures stayed well below 0°C. Minima reached nearly -30°C in Poland. In Gomel, in southeastern Belarus, temperatures dropped to -34.3°C on the night of 11/12 February, a new all-time record for the entire country since 1956. Moscow also experienced a very cold episode with temperatures exceeding -10°C on only two days in the first half of February; the night 12/13 February brought a minimum temperature of -28.5°C. The cold snap claimed several hundred lives in eastern Europe.

Southeastern Europe, too, was affected by extremely low temperatures. In extensive areas of Bosnia and Herzegovina,
the first 10 days of February were the coldest in the last 120 years. Erzurum (Turkey) measured -35°C on 3 February.

In northern Europe, some new records for February were set in Norway (e.g., Hammerfest -19.9°C). Sweden recorded the lowest temperature since 2001 with -42.8°C, and in Latvia minima dropped to below -30°C on five consecutive days (2–6 February). This has happened only twice before—in 1956 and 1996. In Kittila (northern Finland), which is the national low-temperature record holder (-51.5°C in January 1999), temperatures fell to -41.6°C.

In contrast to the Eurasian continent, warm and moist air was carried into the Arctic region by a strong southwesterly flow. On 29 and 30 January, Ny Ålesund on Svalbard observed a new daily precipitation record: 98 mm of rain fell within 24 hours, the most since July 1974, and its January mean temperature was 10.3°C above normal.

Heavy snowfall around the Mediterranean

Heavy snowfall and record snow depths occurred around the eastern and central Mediterranean Sea, especially in the central and southern parts of Italy and in the Balkan countries. Near Rome, the town of Frosinone (185 m/si) reported a snow depth of 40 cm. St. Peter’s Square (Vatican) was covered by snow, for the first time since 1991. Bologna (Italy) saw its highest accumulated snow for 100 years. In the Apennines Mountains snow accumulation locally was more than 1 m.

Southeastern Europe recorded heaviest snowfalls at the end of the cold spell in mid-February. At the International Airport of Bucharest, Romania, snow depth was 63 cm, Belgrade in Serbia received 52 cm, and Bulgaria’s capital, Sofia, measured 48 cm. The greatest snow depths in the past 120 years were recorded in Bosnia and Herzegovina with values between 85 cm (Mostar) and 107 cm (Sarajevo)—both record values for the respective stations. The already difficult conditions were exacerbated by snow drifts with heights of 6 m. Even Turkey saw snow (e.g., 150 cm in Sirnak, 8 cm in Ankara). Farther to the east, avalanches caused more than 40 fatalities in Afghanistan.

Comparison with former cold spells

Europe’s past February extreme cold spells occurred in 1929, 1956, and 1986. All these events have in common the penetration of extremely cold air from northeastern Europe or western Asia at all tropospheric levels, driven either by middle and upper tropospheric troughs or cold air pools aloft. In each, a strong and extended surface high pressure area was established over northern Europe, Scandinavia, and northwestern Russia. The extremely low daily mean temperatures of February 1929 and 1956, at least in Germany, were not exceeded in February 1986 or 2012. Furthermore, the months of February 1929 and 1956 were both associated with significantly lower daily minimum temperatures, whereas the first two weeks of February 2012 turned out to be a little colder than the peak of the February 1986 cold spell.

Anomalous seasonal mean pattern in winter 2011/12

The 500-hPa height field for the boreal winter 2011/12 (Fig. SB7.6a) shows distinct wave trains from the North Atlantic to Eurasia with positive anomalies over the North Atlantic and western Siberia, and negative anomalies over eastern Europe and northeastern Asia, indicating a significant meandering of the polar front jet stream. This wavy pattern with quasi-stationary Rossby wave packets propagating only slowly from the North Atlantic eastward persisted throughout the winter. In the sea level pressure field (Fig. SB7.6b), positive anomalies can be seen over the eastern North Atlantic and across northern Eurasia, especially over western Siberia. The Siberian High was significantly enhanced and expanded, reaching its strongest level since 1979/80. The Siberian High intensification was associated with upper-level ridges over western Siberia (Takaya and Nakamura 2005a,b). The enhanced Siberian High contributed also to an intensification of the East Asian winter monsoon, which strengthened cold air advection over the region. In the 850-hPa temperature field (Fig. SB7.6c), negative anomalies were seen in the Eurasian midlatitudes, especially over central and eastern Asia and over large parts of Europe except parts of the north and west (where either the duration of the cold spell was shorter or the anomalies less extreme). The extremely below-normal temperatures in the lower troposphere in central Asia and Mongolia in relation with subsidence in front of the upper-air ridge further enhanced the Siberian High. In northeastern Europe, temperatures in 850 hPa dropped to below -25°C in early February. The -10°C-isotherm temporarily was pushed as far as southern Spain, even parts of North Africa were affected by the cooling (see section 7f).

Fig. SB7.6. Three-month mean (a) 500-hPa height (m), (b) sea level pressure, (hPa) and (c) 850-hPa temperature (°C) for Dec 2011–Feb 2012. The contour intervals are (a) 60 m, (b) 4 hPa and (c) 4°C. The shading indicates respective anomalies from the 1981–2010 average. Contours and shading are not shown for areas with altitudes >1600 m. [Source: JRA/JCAS re-analysis data (Onogi at al. 2007).]
The north-south banding of temperature anomalies was visible through most of the year, most notably in winter 2011/12 when mean surface air temperature anomalies of more than 2°C above or below normal were observed in many regions (Fig. 7.37). Large positive temperature anomalies persisted in parts of Siberia and western regions through spring and summer. Fall saw a large area of below-normal temperatures, from India across to China and north through Mongolia into Russia. However, eastern Siberia and the far north coast experienced well-above-normal temperatures.

Winter 2011/12 was relatively dry in many regions, apart from Mainland Southeast Asia and western China where total precipitation was generally above normal. Spring and summer remained dry across the Arabian Peninsula and into India. During summer, above-normal precipitation was observed from western China westward to central Kazakhstan. Above-normal fall precipitation was seen in northeastern China and in Pakistan, while parts of western China and the southern Arabian Peninsula experienced drier-than-normal conditions.

Surface climate anomalies were associated with several distinct circulation features. Blocking conditions developed several times over parts of Siberia in winter, summer, and fall. Convective activity was enhanced early in the year over Southeast Asia in association with La Niña-like conditions. The summer monsoon trough was enhanced from the South China Sea to the east of the Philippines, associated with enhanced convective activity over these areas. During fall, the Asian jet stream migrated south of its normal position.

Overall, 2012 was a warm year. The mean annual air temperature averaged over Russia was 1.07°C above the 1961–90 normal (Fig. 7.38). All seasons were warmer than normal, particularly summer and fall.
January was very warm in the far north, up to +14°C on some Arctic islands. On Kheis Island (in Franz-Josef Land, near 80°N), the January air temperature rose above 0°C for the first time in its observed history, begun in 1957. The extraordinary warm weather was due to the unusual penetration of Atlantic and Pacific cyclones. At the “cold pole”, Oimyakon, 21 January was the warmest January day since its record began in 1930. Conversely, February and March were cooler than normal, especially over European Russia. In Northern Caucasus, February 2012 was the coldest since records began in 1881. A very cold February was also recorded in the south of Western Siberia and on the Far Eastern Region coast (Fig. 7.39). However, positive anomalies of +10°C to +15°C were recorded on the Arctic coast and on Arctic islands. In March, in the Volga Region, minimum night air temperatures dropped below -30°C, while temperatures in far eastern regions were similar to mid-winter values. In mid-March, air temperature in places dropped below -50°C, setting new records. The other spring months of April and May were generally warmer than normal. The average temperature for May was the highest since 1936, with an anomaly of +2.4°C.

Summer 2012 was the second warmest since 1936 (anomaly +1.6°C), with June being much warmer than normal. Temperature records were set in Urals and in eastern and southern European Russia. Over most of Russia, July was also warm, beginning with record-breaking hot weather in the Volga Region and southern Urals. Extremely hot weather in Western Siberia was caused by hot air from Kazakhstan and central Asia that extended over the whole of western Siberia.

Fall was very warm overall, with an average temperature anomaly of +1.8°C, the sixth warmest since 1936. September temperature anomalies were up to +4°C in the west. September was also extremely warm in Siberia, with temperature anomalies reaching +4°C. October saw heat wave conditions in European Russia, associated with the incursion of a very warm air mass from the Mediterranean/North African region. In Siberia, maximum positive anomalies of +9°C to +10°C were recorded on the Arctic coast of Taimyr and the Arctic islands.

In November, cold air masses moved from the Arctic Ocean basin as far as southern Siberia. Severe freezes (below -40°C) were recorded in southern Taimyr, Evenkia, Khanty-Mansi Autonomous Area, and the Tomsk Region. Meanwhile in many cities of European Russia, air temperatures were unusually high, associated with an active cyclone that also gave rise to record-breaking low air pressure. On 6 November, an air pressure of 971 hPa was recorded in Moscow, 4 hPa lower than the previous record in 2001. December was anticyclonic over much of Russia, with severe frosts in many places. However, Atlantic cyclones brought continued warm and moist air masses to the north of Asian Russia.

(ii) Precipitation

Annual precipitation over Russia in 2012 was generally near normal (80%–120%). Above-normal precipitation
was recorded in northern European Russia and in Transbaikalia and the Khabarovsk territory.

In February, southern European Russia experienced abundant precipitation, associated with a series of southern Mediterranean cyclones, while a large area from the White Sea to southern Western Siberia received below-normal precipitation due to persistently anticyclonic conditions. March saw a gradient from above-normal snow and rainfalls in the west to very dry conditions in Eastern Siberia and Transbaikalia.

In April, many regions were wetter than normal, especially the Far Eastern Region. The largest positive anomalies (up to 300% of normal) were observed northeast of Lake Baikal, in the Khabarovsk Territory and Yakutia. Abundant snowfalls were frequent and brought the monthly normal precipitation in one day. In May, heavy thundershowers were recorded in the mountain regions of southern European Russia. On 21 May, in the southeastern Krasnodar Territory, 110 mm of precipitation fell in 1.5 hours.

Abnormally heavy rains occurred in early July in the Krasnodar Territory, giving rise to destructive flooding in the cities of Krymsk, Gelendzhik, Novorossisk and elsewhere. On 6 July, Gelendzhik received 253 mm rain in 12 hours, about five times the monthly normal. On 6–7 July, Novorossisk and Krymsk received 187 mm and 156 mm of rain, respectively. This is nearly half the annual normal rainfall for the region. August continued very wet over most of European Russia, up to two or three times the monthly normal in places. Similar rainfall anomalies were seen in Yakutia and in the Magadan Region. Typhoon Bolaven brought heavy rains to the Maritime Territory on the Pacific coast. In September, Typhoon Sanba also brought heavy rainfall to the southern Pacific coastal region.

October was wet over most of European Russia. On 28 October, a new record daily precipitation total
for October (39 mm) was established in Moscow, the highest 1-day total since 1895 (the previous record was 26.8 mm). Southern Kamchatka and the southern Far Eastern Region also recorded a very wet October.

The year ended drier than normal in many regions. In November, anticyclonic conditions left Eastern Siberia with only 30% to 70% of monthly normal precipitation. December also saw little precipitation across much of Siberia. However, Transbaikalia and the southeast of Siberia received much-above-normal precipitation during November and December.

(iii) Notable events
On 27 January the Novorossisk bora, with winds up to 38 m s\(^{-1}\), resulted in a massive power cut. On 8 February, a severe storm on the Black Sea coast of the Krasnodar Territory brought wind speeds of up to 45 m s\(^{-1}\). The wind damaged cars, and brought down trees and roofs. Damage in Gelendzhik was estimated to be about $650,000 (US dollars). Tens of thousands of people were left without electricity, heating, or hot water. Childcare centers and schools were closed. On 23–26 March, a blizzard with wind speeds up to 33 m s\(^{-1}\) persisted for 70 hours in the Anadyr Region of the Chukotka Autonomous District, with visibility reduced to 50 m.

On 6–7 July, catastrophic floods in the southern Krasnodar Territory (Krymsk, Gelendzhik, Novorossik, and other cities) killed 171 people and inundated more than 5500 houses. The infrastructure in Krymsk was completely destroyed.

On 29 August, Typhoon Bolaven brought hurricane-force winds to Vladivostok, toppling trees, damaging power lines, and destroying other infrastructure. Thousands of houses in the south of the city lost electricity and water. On 17–18 September, Typhoon Sanba brought torrential rains to the Mari–Amur region, killing 16 people and inundating 320 houses. Gas, water, and power supplies were interrupted.

On 10 October, Derbent (Dagestan) received 55 mm of precipitation in five hours, causing severe floods in the city and suburbs. Six people were killed, 320 houses were inundated, and gas, water, and power supply were interrupted.

3) East Asia—P. Zhang, Y. Liu, R. Yamada, E-Hyung Park, and L. Oyunjargal
Countries considered in this section include China, Japan, Korea, and Mongolia. Unless otherwise noted, anomalies are relative to a normal period of 1981–2010.

(i) Temperature
Annual mean temperatures across East Asia are visible in Fig. 7.35. The annual mean temperature over China was 9.4°C, 0.2°C below normal, and 0.3°C lower than 2011. Mean temperatures were lower than normal in winter and fall, but persistently higher than normal in spring and summer. Apart from above-normal conditions in the southwest and below-normal conditions in the north and northeast, annual mean temperatures were near normal over most of China. Annual mean temperatures were 0.5°C–1.0°C above normal in some parts of Yunnan, Sichuan, Qinghai, and northeast of Heilongjiang provinces. They were 0.5°C–1.0°C below normal in Jilin, Liaoning, eastern Inner Mongolia, and northern Guizhou provinces.

The average surface temperature over Japan (averaged over 17 observatories confirmed as being relatively unaffected by urbanization) was 0.06°C above normal. While annual mean temperatures were near normal, interseasonal fluctuations were large, with below-normal temperatures in winter and above-normal temperatures in summer.

The annual mean surface temperature over South Korea was 12.3°C (averaged over 45 weather stations), 0.2°C below normal. The seasonal mean surface temperatures (anomalies) were -3.7°C, 12.2°C, 24.7°C, and 13.7°C (-4.3°C, +0.5°C, +1.1°C, and -0.4°C) for winter, spring, summer, and fall, respectively.

The annual mean temperature for Mongolia was -0.5°C, 1.0°C below normal. Although temperatures were 3.7°C–3.9°C below normal in most of the country in winter, near-normal temperatures were recorded from April to October.

(ii) Precipitation
Figure 7.36 shows 2012 annual precipitation as a percentage of normal over the whole of Asia.

The mean annual total precipitation in China was 669.3 mm, 106.3% of normal and 20% higher than 2011. The seasonal total precipitation was below normal in winter, but much above normal in spring, summer, and fall. In 2012, the summer came earlier than normal with a strong East Asian monsoon and the rain belt lay much farther north than normal during the flood season. Although the precipitation during Mei-Yu (the major summer rainfall period along the middle and lower reaches of the Yangtze River basin, usually occurring between 19 June and 9 July; also known as Baiu in Japan and Changma in Korea) was much below normal, the annual precipitation in northeast China, north China, the middle and low reaches of Yangtze River basin, northwest China,
and south China were all above normal. In particular, precipitation was the highest in the past 62 years in northeast China (131.5% of normal) and in the past 35 years in north China, Beijing, and Tianjin.

In Japan, annual precipitation was significantly above normal in Okinawa/Amami and above normal over most of eastern and western Japan. Summer precipitation amounts were significantly above normal on the Pacific side of western Japan and Okinawa/Amami due to some heavy rain events by Baiu fronts (see note in previous paragraph) and frequent passages of typhoons.

In South Korea, the mean annual precipitation was 1478.9 mm, 113% of normal, which ranked as the eighth highest since 1973 (the highest was 142% of normal in 2003). The seasonal mean precipitation was 62.8 mm, 256.5 mm, 770.6 mm, and 363.3 mm (72%, 106%, 106%, and 142% of normal) for winter, spring, summer, and fall, respectively.

In Mongolia, the annual precipitation was 241.5 mm, 116% of normal. Above-normal precipitation prevailed over the northern part of the western region, and whole areas of central and southern regions. While January and February precipitation was far less than normal, the country had near-normal precipitation in spring and above-normal precipitation in summer. In November and December, snowfall was above normal (176%–204% of normal) in most of the country and, as a result, snow covered more than 80% of the country.

(iii) Notable events

In January and February, East Asia experienced significantly below-normal temperatures due to strong cold-air inflow. The daily minimum temperature reached -51.2°C in Telnem, Mongolia, in January. In South Korea, record-breaking minimum temperatures were reported on 2 and 3 February.

In spring, China was affected by 10 dust and sand events, much fewer than the normal of 17. There was an average of 1.3 dust days in northern China (2.7 days less than normal), the fewest since 1961. The first event was observed on 20 March, which was the latest since 2001. In Mongolia in spring, dust and snow storms frequently occurred with winds of more than 28 m s⁻¹. On 21–23 April, a strong dust and snow storm with wind speeds of 16 m s⁻¹–34 m s⁻¹ affected much of the country, causing widespread damage.

On 21–23 June, an intense cold front moved through northern Mongolia bringing cold rain and wet snow in northern part of the central region. The event cost the lives of 6100 head of livestock.

In early summer, South Korea experienced abnormally hot weather and substantial rainfall deficit (50% of monthly normal) due to migratory anticyclones and the Okhotsk high. The Okhotsk high not only induced Föhn winds but also prevented the northward movement of the Changma front (see Mei-Yu note, previous section).

On 11–14 July, northern Kyushu (western Japan) experienced extremely heavy rainfall due to an active Baiu front, with significant damage. Four-day total precipitation exceeded 800 mm in Aso City, 143% of the monthly normal.

Typhoons Damrey, Saola, and Haikui made landfall in China in quick succession during one week in early August, affecting 15 provinces (or autonomous regions and municipalities). Regional low temperatures, overcast skies, and rainy weather occurred frequently, with severe impacts on agriculture.

In South Korea, from mid- to late August, heavy rainfall occurred in central and southern regions; when combined with rainfall associated with Typhoons Bolaven and Tembin, it was the fifth wettest August since 1973. It was unprecedented that two typhoons hit the Korean Peninsula within 43 hours.

Northern and eastern Japan experienced extremely high temperatures in late summer due to the significantly enhanced North Pacific high. Record-high area-averaged temperatures were set over northern Japan for three consecutive 10-day periods from late August to mid-September. Northern Japan’s 10-day period temperature anomaly for 11–20 September was 5.5°C above normal.

In China, many rainstorms caused regional and flash floods and major landslides. Large-scale floods developed successively in the Yangtze, Yellow, and Haihe River basins, and others. Flash floods and landslides occurred in some areas of Beijing, Gansu, Chongqing, Yunnan, Guizhou, Ningxia, Qinghai, and Xinjiang provinces.

4) South Asia—A. K. Srivastava, J. Revadekar, and M. Rajeevan

Countries considered in this section include: Bangladesh, India, Pakistan, and Sri Lanka. Climate anomalies are taken relative to the 1961–90 normal, unless otherwise stated.

(i) Temperature

On average, south Asia experienced warm conditions in 2012. The annual mean temperature for India was 0.5°C above normal, the ninth warmest year since records began in 1901 (Fig. 7.40). Abnormally warm temperatures during the summer monsoon season
(June–September), related to subdued monsoon activity, were the main contribution to the warmer annual temperatures. Mean air temperature over India for the summer monsoon season was 0.6°C above normal, making 2012 the third warmest monsoon year since 1901, after 2009 and 1987 (+0.8°C).

Mean air temperatures over Pakistan were generally close to their normal values. Much-above-normal maximum temperatures and heat wave conditions were reported over central and southern parts of Pakistan during the last few days of May and the first week of June. Mohenjo-daro and Larkana each reported a maximum temperature of 49.5°C on 31 May, while Dadu reported 49.5°C on 4 June.

(ii) Precipitation

For India, the long-term average (LTA) of the summer monsoon (June to September) rainfall, calculated using all the data from 1951 to 2000, is 890 mm. For 2012, the summer monsoon seasonal rainfall averaged over the country as a whole was 93% of its LTA. While the central regions of India and the northern plains experienced near-normal rainfall activity, below-normal rainfall was reported from northeastern parts and south peninsula (Fig. 7.41). The monsoon onset over southern parts of India was on 5 June, four days later than the climatological date. Subsequently, the monsoon steadily advanced until 21 June covering central and northern parts of the country. After a hiatus of 11 days, beginning on 3 July the monsoon advanced rapidly and covered the whole country on 11 July, about four days earlier than its climatological date.

During the monsoon season, rainfall over the country was unevenly distributed. The first half of the season saw suppressed monsoon activity. Rainfall was just 72% and 87% of LTA during June and July respectively. At the end of July, the deficiency of all-India rainfall was 19%, threatening drought conditions over the country. However, during the second half, monsoon circulation regained strength and above-normal rainfall was reported over the country. Monthly rainfall was normal in August and above normal in September (111% of LTA). The revival may be attributed to weakening of the warming trend over the central Pacific and development of colder sea surface temperature anomalies over the east equatorial Indian Ocean (positive Indian Ocean dipole event, see Chapter 4).

During the monsoon season, of the 36 meteorological subdivisions, one received above-normal rainfall, 22 received normal rainfall, and the remaining 13 received below-normal rainfall. On the daily time scale, for the country as a whole, average rainfall was generally below normal on most days during the first two months of the season and above or near normal during the remaining two months (Fig. 7.42). During the monsoon season, 10 low pressure systems formed over the north Indian Ocean, though none of them intensified into a monsoon depression. This is consistent with the observed trend toward decreasing frequency of monsoon depressions over the north Indian Ocean. Climatologically, five to six monsoon depressions form over the north Indian Ocean.

During the winter (January–February) season, rainfall over India was 96% of LTA. During the pre-monsoon season (March–May), rainfall was below
LTA by 31%, which is the lowest since 1901, while during the post-monsoon season (October–December), rainfall was 79% of LTA. In Pakistan, the most significant feature of the 2012 monsoon season was subdued monsoon activity during July (54% of normal) and moderately deficient rainfall in August (75% of normal) and well-above-normal rainfall during September (427% of normal). The 2012 monsoon seasonal rainfall averaged over Pakistan was 257% of the LTA. Sindh (1100% of normal), Punjab (405% of normal), and Baluchistan (338% of normal) provinces experienced exceptionally heavy rainfall during September. Most of the heavy rains fell during the week of 6–12 September, apparently caused by interaction of moist monsoon flow and a trough in extratropical westerly flow. Many stations in Sindh and Punjab provinces experienced severe floods. Khanpur (Punjab) received record rainfall of 291 mm during 6–12 September, against the long-term normal of 15 mm during this period. Jacobabad (Sindh) received record 481 mm of rainfall in 48 hours on 10 and 11 September. The devastating floods in Pakistan affected around 3 million people, damaged thousands of hectares of agricultural crops, and claimed approximately 450 lives.

Bangladesh received normal rainfall during the monsoon season. However, the country experienced severe floods during July and again in September. The July flood events were triggered by exceptionally heavy rainfall in the last week of June. On 27 June, Chittagong reported a record-breaking 24-hr rainfall of 463 mm.

Sri Lanka faced one of its worst droughts during 2012. Most of northern, central, and southeastern parts of the country fell under the grip of severe drought as both the summer and northeast monsoons failed. However, during the formation stage of Cyclone Nilam, northern parts of Sri Lanka received heavy rainfall and flooding during 28 October–2 November. In the third week of November, there were floods due to heavy rainfall over southern parts of the country. Overall, approximately 40 people lost their lives and one million people were affected due to flood-related events.

(iii) Notable events

Severe cold wave conditions prevailed over most of India during January. Maximum temperatures were more than 5°C below normal in much of the country during this period. Many stations in the Kashmir valley reported sub-zero temperatures on 13 January: -19.6°C at Kargil, -18.2°C at Leh, and -16.5°C at Gulmarg, and Srinagar reported -3.6°C on 14 January. The peninsular parts of the country also experienced cold wave conditions during the last week of February.

Cold wave conditions also prevailed across much of the country during the last 10 days of December 2011. Fog-related incidents alone claimed over 90 lives in northern India’s Uttar Pradesh province during this period.

On 16 March, Mumbai recorded its lowest minimum temperature 12.9°C (departure of -9.6°C from normal) for that day. Some other cities of the west coast of India also recorded record low minimum temperatures in early March.

Several intense heat wave events occurred during late May and early June over parts of northern India, where maximum temperatures were frequently over 45°C (6°C–7°C above normal). These heat wave events claimed more than 500 lives.

There were severe floods in Assam (Northeast region) due to heavy rainfall events in the last week of June and again in the second fortnight of September which cost around 150 lives.

A cloudburst and associated flash flood in Uttarakhand on the night of 13 September washed away many houses from four villages and claimed at least 70 lives.

Floods over southeastern parts of India (Tamil Nadu and Andhra Pradesh) associated Tropical Cyclone Nilam in November caused heavy damage to agricultural crops and claimed at least 100 lives.

5) SOUTHWEST ASIA—M. Khoshkam and F. Rahimzadeh

This subsection covers only Iran. Turkey is incorporated in the Europe subsection. Climate anomalies are relative to the 1981–2010 normal, unless otherwise stated.

(i) Temperature

Overall, surface air temperature anomalies varied in 2012. Temperatures were below normal during...
winter and above normal during fall. Temperatures also varied strongly with location, in all seasons. Notably, anomalies in winter 2011/12 ranged from -9.8°C in Kahanooj Kerman province to +1.8°C in Kohrang, with much of the country up to 3°C below normal. However parts of the Zagross mountains area were warmer than normal (Fig. 7.43a).

In spring, average temperatures were 1°C–2°C above normal in many northern and central regions, and in the west and south of the country. Eastern regions recorded temperatures around 1°C below the long-term normal. Summer temperature anomalies (Fig. 7.43b) were below normal in central regions and in the northeast, while the west and south were warmer than normal. In fall, warmer-than-normal conditions occurred in most parts of the country.

(ii) Precipitation

In general in 2012, Iran experienced wetter-than-normal conditions in summer and fall, with a mixed pattern in winter and spring. In total, the average precipitation in 2012 was below the long-term normal but above the previous year.

During winter 2010/11 (Fig. 7.44a) in central, southern, and southeastern Iran, rainfall was less than 25 mm. Most of the country received between 30% and 60% of normal precipitation. Areas with normal or above-normal rainfall (up to 170%) were confined to the south of the area across the Caspian Sea and parts of the northwest. In spring (Fig. 7.44b), precipitation amounts were between 30% and 90% of normal in most parts of the country, but up to 170% of normal in some central and eastern areas.
During the summer, one-third of the country (south and central areas) received no measured rainfall. Many other regions received less than 25 mm precipitation. Only the north of the country, including areas near the Caspian Sea and the Alborz mountains, experienced more than 50 mm precipitation. Only the north of the country, including areas near the Caspian Sea and the Alborz mountains, experienced more than 50 mm precipitation (above normal). The highest recorded summer precipitation was in Bandar Anzali (650.2 mm). This is the third consecutive year that Bandar Anzali has recorded the highest summer precipitation total in Iran. During fall, precipitation amounts were between 30% and 90% of normal in the south and up to 170% of normal in the northern half of the country.

**h. Oceania**—G. Beard, P. R. Chappell, C. Ganter, G. M. Griffiths, C. P. Guard, M. A. Lander, and S. Tobin

This region includes the tropical northwest Pacific, southwest Pacific, Australia, and New Zealand.

1) **Overview**

The Pacific basin began 2012 in La Niña conditions that quickly evolved to ENSO-neutral. During the Northern Hemisphere summer 2012, the ocean began to show signs of El Niño with observed warming of the equatorial SST and sub-surface waters. The atmosphere, however, showed few signs of moving towards an El Niño state. The evolution of the Pacific climate system through the Northern Hemisphere fall 2012 saw all indices of ENSO move to well within the boundaries of ENSO-neutral.

La Niña conditions brought above-average rainfall to some western parts of the region, notably Australia, during the first three months of the year. The Southern Annular Mode (SAM) was positive for much of the year, bringing reduced westerly winds on average to New Zealand and southern Australia. Annually averaged temperatures were close to average in most places.

2) **Northwest Pacific and Micronesia**—M. A. Lander and C. P. Guard

This assessment covers the area from the International Date Line west to 130°E, between the equator and 20°N. It includes the U.S.-Affiliated Islands of Micronesia, but excludes the western islands of Kiribati and nearby northeastern islands of Indonesia. In this Pacific region, the climate is strongly influenced by the phase of ENSO. Unless specifically indicated, anomalies are based on 1981–2010 normals (http://www.ncdc.noaa.gov/land-based-station-data/climate-normals/1981-2010-normals-data).

In mid-2012, the western north Pacific monsoon was weak or absent at low latitudes, and tropical cyclone (TC) activity occurred mostly in the region to the west and north of average. Sea levels remained near or just below their 2011 La Niña high stands across Micronesia. By mid-October, the western North Pacific monsoon retreated early, trade winds became firmly established across most of Micronesia, and TC activity slowed, with Super Typhoon Bopha (November–December) a notable exception. In December 2012 some of the Republic of the Marshall Islands (RMI) became persistently dry.

In summary, the climate of the western North Pacific basin during 2012 included a slight reduction of TCs in the basin, a substantial reduction of TCs across the Micronesia region, a weaker-than-normal monsoon trough in Micronesia, and an early retreat of the summer monsoon. Near-average annual rainfall was recorded at most sites. Temperatures were mostly above average.

(i) **Temperature**

The 2012 temperatures across Micronesia were mostly above normal. During the first half of the year, positive temperature anomalies were largest in the west and north, at islands such as Guam, Palau, and Saipan (see Table 7.1). In the second half of the year, positive temperature anomalies were largest in the eastern islands of Micronesia, including Pohnpei Island, Kosrae, and Majuro. Average monthly maximum temperatures (maxT) and minimum temperatures (minT) across most of Micronesia have been

![Figure 7.45: Time series of MaxT anomaly at Kwajalein, Majuro, and at Guam AAFB. Values are a 12-month moving average of the monthly averages. The AAFB time series is representative of islands in the western half of Micronesia. The time series at Kwajalein and Majuro more closely share interannual variations that are not present at AAFB. Ordinate is offset for AAFB for ease of comparison.](image-url)
rising for several decades at a rate close to the global average of + 0.74°C in the last century (Guard and Lander 2012). The temperature time series of Kwajalein and Majuro in the eastern portion of Micronesia are similar to each other, but different than at other Micronesia locations. Though they exhibit a rising trend, the interannual behavior is different (Fig. 7.45).

(ii) Precipitation

Most of the rainfall totals throughout Micronesia during 2012 were close to normal, except at Kapingamarangi, where the 2012 annual total of 4351.8 mm was 156% of normal (Table 7.1). Elsewhere, Yap and Chuck were slightly wet, while Pohnpei, Majuro, and Kwajalein were slightly dry. At the Reagan Test Site on Kwajalein Atoll in the RMI, there was a 24-hour rainfall of 173.2 mm in mid-December. This was the eighth highest 24-hour rainfall total in their climate record and one of the largest not associated with a tropical cyclone. Even with this heavy rain day and a very wet December, the 2012 annual total of 2222 mm at Kwajalein was still below average (86%). Kwajalein, Majuro, and most other atolls of the northern RMI (e.g., Wotje and Utirik) had below-average 2012 annual rainfall amounts which, by the end of the year, began to cause problems with the availability of drinking water. The 6-month and annual rainfall values for selected locations across Micronesia are summarized in Table 7.1.

(iii) Notable events

For the past decade, ENSO behavior has shifted to become more dominated by La Niña. The last strong El Niño occurred in 1997/98, after which time surface easterly wind flow became persistently strong throughout Micronesia (more like La Niña). Strong easterly winds have caused the sea level to remain high across Micronesia since 1998 (Merrifield 2011).

<table>
<thead>
<tr>
<th>Location</th>
<th>Max Temp Min Temp</th>
<th>Rainfall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saipan (15°N, 146°E)</td>
<td>+2.43 +1.18</td>
<td>+2.42 +1.80</td>
</tr>
<tr>
<td>Guam (13°N, 145°E)</td>
<td>+0.50 +0.20</td>
<td>+0.56 +0.34</td>
</tr>
<tr>
<td>Yap (9°N, 138°E)</td>
<td>+0.67 +0.002</td>
<td>+0.53 +0.05</td>
</tr>
<tr>
<td>Palau (7°N, 134°E)</td>
<td>+0.44 +0.07</td>
<td>+0.34 +0.06</td>
</tr>
<tr>
<td>Chuuk (7°N, 152°E)</td>
<td>+1.34 +0.53</td>
<td>+0.32 +0.23</td>
</tr>
<tr>
<td>Pohnpei (7°N, 158°E)</td>
<td>+0.29 +0.16</td>
<td>-0.008 +1.62</td>
</tr>
<tr>
<td>Kapina (1°N, 155°E)</td>
<td>NA NA</td>
<td>NA NA</td>
</tr>
<tr>
<td>Kosrae (5°N, 163°E)</td>
<td>-0.16 +1.38</td>
<td>-0.43 +1.39</td>
</tr>
<tr>
<td>Majuro (7°N, 171°E)</td>
<td>+0.25 +0.61</td>
<td>+0.46 +1.18</td>
</tr>
<tr>
<td>Kwajalein (9°N, 168°E)</td>
<td>+0.48 +0.14</td>
<td>+0.57 +0.34</td>
</tr>
</tbody>
</table>
These winds have weakened the summer monsoon and profoundly affected the distribution of typhoons, keeping them to the west and north of Micronesia. An analysis of the time series of a local trade wind index and sea level exhibit a dramatic Micronesia regional climatic “hockey stick” (Fig. 7.46; cf Bradley et al. 2006).

The passage of Super Typhoon Bopha westward at very low latitude through Micronesia was the big event of 2012. On 2 December, the cyclone reached super intensity (at or above 130 kt sustained one-minute wind), and began to move north toward Palau. However, Bopha made a track change to a more westerly direction, taking it far enough to the south of Palau to spare the country a large disaster. While much of central and northern locations fared well from Bopha, a few villages on the eastern side of the island of Babeldaob were hit extremely hard by sea inundation. The more southerly locations of Angaur and Peleliu also experienced substantial damage from wind and high surf. The Palau National Emergency Management Office conducted an initial damage assessment noting 112 houses completely destroyed and 136 houses with major damage, but no loss of life was reported. (Final USAID reports list 150 houses destroyed or severely damaged, 350 people displaced, and about $10 million US dollars in damages.)

3) SOUTHWEST PACIFIC—G. Beard

Countries considered in this section include: American Samoa, Cook Islands, Fiji, French Polynesia, Kiribati, Nauru, New Caledonia, Niue, Papua New Guinea, Samoa, Solomon Islands, Tokelau, Tonga, Tuvalu, and Vanuatu. Unless otherwise noted, temperature and precipitation anomalies are relative to a 1971–2000 base period.

The Southwest Pacific entered January under the influence of a moderate La Niña. Equatorial warming saw the La Niña gradually decay during the first half of the year; ocean temperatures approached El Niño thresholds as the warming continued during the southern winter and spring, but cooling occurred in December.

(i) Temperature

With a few exceptions, ocean areas that were warmer than normal in January were cooler than average by November, and vice versa. The La Niña dissipated by July, followed by a fragmented SST anomaly pattern. Equatorial warming continued until November when SST anomalies reached +1.5°C in places, and close to +2.0°C between Tonga and French Polynesia. Widespread significant cooling occurred in December, so much so that negative anomalies were established along the equator. The annual mean temperature anomaly pattern is shown in Fig. 7.47.

Station temperatures were loosely associated with SSTs, especially maxima which also closely aligned with local rainfall patterns. At Nadi (Fiji) monthly mean maxima were below average throughout the year, including a record low value in February (anomaly –1.7°C, 71 years of data). Contrasting this, monthly mean minimum temperatures were mostly above average throughout the year. Suva (Fiji) showed...
similar temperature variations, although maxima were above average in five months. Overnight warmth was more pronounced, however, with mean minima being ranked in the top four in several months, including a new record in October (anomaly +2.0°C, 71 years of data).

Temperatures in Vanuatu were mostly above average; at Analgauhat there was only one negative anomaly (August minima) among the 24 mean monthly maxima and minima combined, while at Pekoa there were six. Maximum temperatures were particularly high, with near records set in several months at both sites. Pekoa set a new record mean maximum for March (+1.2°C anomaly, 53 years of data).

(ii) Precipitation

Rainfall across the region responded to changes in ENSO and to fluctuations in the South Pacific Convergence Zone (SPCZ). Convection was suppressed near the equatorial date line during January and February. Tarawa (Kiribati) received 121 mm of rain during these two months, only 30% of average. This followed a dry spell from October to December 2011 (73 mm, 16% of average). In contrast, most other countries in the region began 2012 with near- or above-average rainfall in response to an active SPCZ.

Rainfall was generally near or above normal over the region during March to May. However, below-average precipitation was more prevalent in April, especially in eastern or southern areas such as the Cook Islands and Niue. The remainder of the year was mainly characterized by above-average rainfall in the north and southwest of the region, and below-average totals in central to southeastern parts. Enhanced activity in the SPCZ favored the Solomon Islands, Vanuatu, Fiji, and Tonga, while a zone of suppressed convection affected Tuvalu, Samoa, Niue, and the Cook Islands.

Niue and Rarotonga (southern Cook Islands) were particularly dry; with the exception of May in Niue and July in Rarotonga, monthly rainfall was below average from April onwards. Niue recorded 652 mm (52% of average, fourth driest of 63-year record) for the nine months, while Rarotonga had 801 mm (65% of average, fifth driest of 84-year record). Representative annual totals are shown in Table 7.2.

(iii) Notable events

From 21 to 26 January, intense rainfall and severe flooding occurred over northern and western Fiji. Over 500 mm of rain fell during 22–24 January, including more than 800 mm at some sites. Severe flooding occurred in the major towns of Nadi, Ba, and Rakiraki. A similar event in late March set several monthly and daily rainfall records for the month.

A tropical depression on 9 December, about 700 km northwest of Suva, Tropical Cyclone Evan intensified and tracked eastward, affecting the French islands of Wallis and Futuna. Reaching Category 1 tropical cyclone status on 11 December, it maintained an easterly track towards Samoa and American Samoa. Between 12 and 14 December, Evan slowed considerably near Samoa (resulting in severe impacts) as it first recurved northward, then westward. The areas surrounding Apia, Samoa, received over 400 mm of rain on 13 December, while wind gusts reached 113 kt (58.3 m s⁻¹) at Faleolo Airport, Apia.

Cyclone Evan also caused widespread damage across the Island of Upolu. Four people were killed, mostly from flooding, and 10 were unaccounted for at year’s end. In addition, about 7 500 people were temporarily displaced. Se-

Table 7.2: Rainfall totals for 2012, percent of average, and rank (starts at 1 for lowest; years of record also shown) for representative stations across the southwest Pacific.

<table>
<thead>
<tr>
<th>Station</th>
<th>Annual Total (mm)</th>
<th>Percent of Average</th>
<th>Rank (Position/Years of Record)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Port Moresby (PNG)</td>
<td>1411</td>
<td>131</td>
<td>93/107</td>
</tr>
<tr>
<td>Honiara (Solomon Islands)</td>
<td>2537</td>
<td>130</td>
<td>49/56</td>
</tr>
<tr>
<td>Port Vila (Vanuatu)</td>
<td>2126</td>
<td>100</td>
<td>31/60</td>
</tr>
<tr>
<td>Tarawa (Kiribati)</td>
<td>1775</td>
<td>87</td>
<td>38/77</td>
</tr>
<tr>
<td>Nadi Airport (Fiji)</td>
<td>3548</td>
<td>189</td>
<td>69/69 (highest)</td>
</tr>
<tr>
<td>Nuku’alofa (Tonga)</td>
<td>2616</td>
<td>152</td>
<td>66/67</td>
</tr>
<tr>
<td>Apia (Samoa)</td>
<td>2437</td>
<td>82</td>
<td>31/123</td>
</tr>
<tr>
<td>Alofi (Niue)</td>
<td>2050</td>
<td>105</td>
<td>30/63</td>
</tr>
<tr>
<td>Rarotonga (Cook Islands)</td>
<td>1405</td>
<td>76</td>
<td>8/84</td>
</tr>
</tbody>
</table>
vere flooding in the Vaisigano catchment was reported as the worst on record.

In addition to destroying community facilities such as schools and churches, Evan severely damaged 2088 houses across 164 villages. There was major damage and disruption to transportation, power, water, and communications infrastructures. There was also widespread damage to crops such as bananas, taro, and breadfruit. The total cost of damage and losses from this disaster is $479.8 million Samoan Tala ($209 million US dollars), which is equivalent to 29.3% of the country’s GDP in 2011. The cyclone did not cause any damage on Savaii Island.

As Evan continued on its westward path, Wallis and Futuna Islands were affected for a second time, with extensive damage at the former. By 16 December, Evan’s path was more southwesterly as it headed directly for Fiji. With one-minute sustained winds of 124 kt (63.9 m s\(^{-1}\)) and a central pressure of 943 hPa (Category 4 severe tropical cyclone, Category 4 hurricane), peak intensity was reached on 17 December as Evan skirted the northern coast of Vanua Levu (Fiji). There were no reports of casualties in Fiji, although there was extensive damage and flooding.

4) Australia—C. Ganter and S. Tobin

Unless otherwise noted, Australian temperature anomalies are reported using a 1961–90 base period.

(i) Temperature

Australia’s mean temperature anomaly for 2012 was +0.11°C, 36th warmest of 103 years of record. Maximum temperatures (Fig. 7.48) were above normal while minimum temperatures (Fig. 7.49) were below, with anomalies of +0.51°C (12th warmest) and −0.28°C (43rd coolest), respectively. All states and territories recorded a positive maximum temperature anomaly, with Western Australia, South Australia, and Tasmania all observing their ninth warmest years (anomalies of +0.66°C, +0.97°C and +0.56°C, respectively). Minimum temperatures were less significant with Tasmania, at 10th warmest, the only state in the warmest/coolest ten. The diurnal temperature range nationally was the fifth highest on record. The four years with a greater range all occurred during periods of major drought.

Maximum temperatures were broadly above normal across most of the country, with parts of the tropical north slightly below normal. Anomalies exceeded +0.5°C over parts of the Top End of the Northern Territory, the northern tip of the Cape York Peninsula, and in a broad area stretching across most of the southern half of Australia, except for parts of the east. Large areas of southern and coastal Western Australia topped +1.0°C, as did a few small areas of central Australia. The largest anomalies, which were between +1.5°C and +2.0°C, were confined to small areas of Western Australia.

Maximum temperatures were broadly cooler than normal until July, mostly an effect from the widespread cloud cover and rainfall brought from La Niña. The first three months of the year were 17th coolest nationally, with some part of the country experiencing anomalies of at least −4.0°C during each of these months.

From August onwards, maximum temperature anomalies became increasingly positive. The last four months were exceptionally warm; the national September–December anomaly of +1.61°C was the highest on record. Each of the last four months had
some part of the country observing anomalies higher than +4.0°C, with the largest area of +4.0°C and above experienced during November (see Sidebar 7.5).

In contrast to maximum temperatures, minimum temperatures for the year were largely below normal, with the exception of western parts of Western Australia, Tasmania, and the coastal southern regions of the mainland. Anomalies cooler than −0.5°C were measured over the Kimberley region in Western Australia, most of the Northern Territory, and large patches through Queensland and New South Wales. The largest anomalies, between −1.5°C and −2.0°C were found in small areas over northern Australia.

(ii) Precipitation

Rainfall averaged over Australia for the year was 475 mm (102% of normal), ranking 39th wettest since records began in 1900. Annual rainfall was normal to above normal across most of the country, with parts of the far tropical north and most of the south below normal (Fig. 7.50).

In stark contrast to the two years prior, the annual total for 2012 for the majority of Australia was close to normal. South Australia was the only state with annual rainfall more than 10% away from normal (77% of normal).

Only a small percentage of the country received precipitation in deciles one and ten (both 4.2%), with areas of above-average precipitation recorded over the northwest of the country, extending through much of the inland eastern mainland. Other regions generally received below-average precipitation.

Rainfall in 2012 was characterized by two very different periods, the wet initial three months under La Niña’s influence, and the far drier remaining nine months, as ENSO became neutral. The January–March period was very wet over parts of the east and northwest. Areas in southern New South Wales and northeast Victoria experienced record high rainfall for the three-month total, mostly the result of one very wet week. Nationally, it was the seventh wettest January–March on record.

With the breakdown of La Niña during austral fall, Australia shifted into a different rainfall pattern, namely, below-average rainfall across southern Australia and seasonally dry weather over the northern tropics. Central Australia was particularly dry, with Alice Springs Airport recording no measurable rain for 157 consecutive days (25 April to 28 September), the longest such spell in the site’s 57-year history. For southern Australia (south of 26°S), it was the ninth driest April–December period on record. The tropics experienced a poor start to the wet season at the end of 2012, with no monsoon onset by the year’s end.

(iii) Notable events

The most notable aspect of 2012 for Australia was the contrast between the cool and wet start to the year and the widespread rainfall deficits in the months following, together with record-breaking warmth late in the year.

The 2011/12 La Niña continued to bring persistent heavy rain in the first three months of the year, resulting in flooding in many parts of eastern Australia and the tropics. Following flooding in southern and southeast Queensland and northern New South Wales in January and February, one of the most extreme multiday rainfall events in southeast Australia’s history brought daily totals above 100 mm to the inland southeast between 27 February and 4 March. The Murrumbidgee, Upper Murray, and Lachlan catchments all nearly doubled their previous record weekly rainfall. Flooding was widespread and necessitated extensive evacuations in many rural towns.

A number of storms brought significant rainfall, damage, or both to parts of Australia in 2012:

- An East Coast Low on 3–5 June caused flooding in southern Victoria, with daily totals more than twice the monthly average across the Otway Ranges. Very large waves were observed in Bass Strait and New South Wales waters.
- Multiple intense cold fronts and storms over southwest Western Australia between 7 and 13 June caused the worst damage on record to the Western Australian electricity network and set a new storm surge record of 1.0 m at Fremantle.
Several periods of damaging winds associated with low pressure systems were reported in the southeastern states during August and September.

Severe thunderstorms occurred in southeast Queensland and northern New South Wales on 17 and 18 November.

Heavy precipitation fell across Western Australia between 10 and 13 December, causing some flooding in the southwest.

Two notable cold outbreaks affected southeastern Australia during the year. One in early April brought storms to Tasmania, snow at high elevations on the mainland, and cold nights as far north as Queensland. The other, in the second week of October, brought snow to Adelaide and the surrounding hills before combining with an East Coast Low to bring severe weather to eastern New South Wales south of Newcastle, including 15 cm–25 cm of snow in parts of the Blue Mountains (the heaviest snowfall at any time of year since 1984).

From August onwards temperature maxima tracked well above average, resulting in numerous winter and spring heat records. A number of sites in central Australia tied or set new early season records, while eastern Australia experienced one of the most significant spring heat waves on record at the end of November (see Sidebar 7.5).

**Sidebar 7.5: A Very Warm End to the Austral Spring for Southeast Australia**

One of the most significant spring heat waves on record hit large parts of southeast Australia during the last week of November (Fig. SB7.7). This heat wave was comprised of a sequence of extreme heat events in the region during austral spring. A very hot air mass developed over central Australia by 25 November. Northerly winds dragged this air towards the southeast, with the peak heat intensity occurring on 29 November, covering most of Victoria, inland New South Wales, northern and eastern South Australia, and western Tasmania. On that day, 18 long-term stations across Victoria, New South Wales, and South Australia had their hottest spring day on record. More broadly, a spring maximum temperature record was set over 33.8% of Victoria, 10.4% of New South Wales, and 1.2% of South Australia.

Most significantly, at Ouyen, the temperature reached 45.8°C, the hottest Victorian spring temperature on record. The previous record, 44.5°C, set at Mildura on 17 November 1980 was also broken by four other sites: Mildura (45.5°C); Swan Hill (45.2°C); Hopetoun (45.0°C); and Walpeup (44.7°C).

As cloud cover increased ahead of an approaching trough, very high overnight minimum temperatures occurred on the night of 29–30 November. The air mass, which was already unusually moist for a spring heatwave, became even more humid, with some particularly high dewpoints measured. Record-high minimum temperatures were measured at a number of sites near the New South Wales–Victoria border, over northeast and central Victoria, and southern Tasmania.

The extreme heat was relatively short-lived over southeast Australia. However, it was persistent over inland areas, with weekly temperature anomalies in excess of +10°C over inland southeast Australia (Fig. SB7.7). Some sites tied their respective November records for an extended hot spell. For example, Birdsville, in Queensland, tied its November record of 10 consecutive days above 40°C from 21–30 November, while Oodndatta in South Australia also tied its overnight record of six consecutive nights above 25°C from 25 to 30 November.

**Fig. SB7.7. Maximum temperature anomalies (°C, 1961–90 base period) for 24–30 Nov 2012.**
(i) Temperature
Mean annual temperatures for 2012 (Fig. 7.51a) were below average (more than 0.5°C below the long-term average) in the northeast of the South Island, and parts of the southern North Island. Mean annual temperatures were generally near average (within 0.5°C of normal) elsewhere. The nation-wide average temperature for 2012 was 12.5°C (0.1°C below the 1971–2000 annual average). The national temperature is based upon a seven-station record (http://www.niwa.co.nz/our-science/climate/information-and-resources/nz-temp-record/seven-station-series-temperature-data). Five cool months (January, February, March, June, and November) and three warm months (July, August, and December) characterized the year. The highest mean annual temperature for 2012 was 15.8°C, recorded at Whangarei. The lowest mean annual temperature for 2012 (excluding high altitude alpine sites) was 6.7°C, recorded at Chateau Ruapehu. The highest recorded air temperature for 2012 was 34.5°C, recorded at Gisborne on 19 December, and the lowest recorded air temperature for 2012 (excluding high altitude alpine sites) was -11.8°C, observed at Darfield (Canterbury) on 7 June.

Record-breaking high temperatures (and humidity) were recorded over much of New Zealand between 22 and 27 December, as subtropical air was delivered to the country by the passage of the remnants of Tropical Cyclone Evan. In contrast, the snowfall event on 6 June set new extreme minimum temperature records for the month, and in some cases, broke all-time (any month) records. Lincoln (near Christchurch) reached a maximum temperature of 0.7°C on 6 June, the second lowest maximum temperature since records began there in 1881.

(ii) Precipitation
Dry and sunny conditions existed in western areas of New Zealand during 2012. Annual rainfall totals (Fig. 7.51b) were below normal (less than 80% of normal) in the southwest of the North Island and in Fiordland. It was the driest year on record for Wanganui and Secretary Island. It was also a relatively dry year (rainfall 80% to 100% of normal) for the remainder of the North Island and for much of the South Island. In contrast, above-normal annual rainfall (more than 120% of normal) was observed in Gisborne, as well as in parts of Central Otago, and coastal south Canterbury.

Of the regularly reporting gauges, the wettest location in 2012 was Cropp River in the Hokitika River catchment, with an annual total of 9630 mm. The driest location was Alexandra, which recorded 378 mm in 2012. North Egmont experienced the highest 1-day rainfall total in 2012 (336 mm), recorded on 15 July.

At the start of summer (1 December), soils were extremely dry for the time of year across much of the North Island (except for Gisborne and northern Hawkes Bay), as well as in Nelson and Buller. Dry conditions persisted through the first half of December across much of New Zealand. As of 1 January 2013, significant soil moisture deficits were present in many parts of the country.
(iii) Notable events

One significant snowfall event occurred in 2012. On 6 June, a low over the Tasman Sea and a trough to the south of the country brought a broad area of cold, moist air over the South Island that produced heavy snowfall to low levels over most of the South Island (Fig. 7.52). Afternoon temperatures in many places set new low records for the month, and in some cases broke all-time (any month) records. Maximum temperatures on 6 June in Canterbury struggled to reach even 1°C, with heavy snow falling throughout the daylight hours. This event closed major and minor roads, schools, and universities, and disrupted air traffic.

A rapidly deepening low migrated eastwards across the southern North Island on 4 March, bringing heavy rain and extremely strong winds to the southern North Island and Nelson, felling trees, closing roads, and causing property damage. On 19–20 March, heavy rain caused flooding in Northland, especially affecting the township of Kaeo, where roughly twice the normal rainfall for March fell in 35 hours (284 mm, average March rainfall is 120 mm). Gisborne was all but isolated by landslides and flooding. On 5–6 June, the northwest South Island was affected by record-breaking rain, again associated with a rapidly deepening low over the Tasman Sea. Greymouth Airport had 151 mm of rain in 24 hours, the highest June daily rainfall total in the record there since 1947.

On 6 December, an active trough line containing thunderstorms passed over Auckland. A tornado touched down in west Auckland, felling trees, damaging roofs, and causing power outages. Three people were killed by falling slabs of concrete at a construction site from this event, and several others were injured.
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Fig. A1.1. Dec 2011–Feb 2012 (top) Northern Hemisphere and (bottom) Southern Hemisphere 500 hPa geopotential heights (red-line contour interval) and anomalies (shading) determined from the 1981–2010 base period means. Data is from the CDS/Reanalysis Project (Kalnay et al. 1996).

Fig. A1.2. Dec 2011–Feb 2012 (top) Northern Hemispheric and (bottom) Southern Hemispheric surface precipitation percentiles based on a gamma distribution fit to the 1981–2010 base period. Data is from the CDS-OPI data archive that is a combination of rainfall observation and satellite-derived estimates (Janowiak and Xie 1999). Analysis was omitted in data-sparse regions (white areas).
Fig. A1.3. Mar–May 2012 (top) surface temperature anomalies (°C) and (bottom) precipitation percentiles based on a gamma distribution fit to the 1981–2010 base period. Temperature anomalies (1981–2010 base period) are based on station data over land and sea surface temperature data over water. Precipitation data were obtained from the CAMS-OPI dataset that is a combination of rain gauge observations and satellite-derived estimates (Janowiak and Xie 1999). Analysis was omitted in data-sparse regions (white areas).

Fig. A1.4. Mar–May 2012 (top) Northern Hemisphere and (bottom) Southern Hemisphere 500 hPa geopotential heights (9-dam contour interval) and anomalies (shading) determined from the 1981–2010 base period means. Data is from the CDAS/Reanalysis Project (Kalnay et al. 1996).
Fig. A1.5. Jun–Aug 2012 (top) surface temperature anomalies (°C) and (bottom) precipitation percentiles based on a gamma distribution fit to the 1981–2010 base period. Temperature anomalies (1981–2010 base period) are based on station data over land and sea surface temperature data over water. Precipitation data were obtained from the CAMS-OPI dataset that is a combination of rain gauge observations and satellite-derived estimates (Janowiak and Xie 1999). Analysis was omitted in data-sparse regions (white areas).

Fig. A1.6. Jun–Aug 2012 (top) Northern Hemisphere and (bottom) Southern Hemisphere 500 hPa geopotential heights (9-dam contour interval) and anomalies (shading) determined from the 1981–2010 base period means. Data is from the CDAS/Reanalysis Project (Kalnay et al. 1996).
Fig. A1.7. Sep–Nov 2012 (top) surface temperature anomalies (°C) and (bottom) precipitation percentiles based on a gamma distribution fit to the 1981–2010 base period. Temperature anomalies (1981–2010 base period) are based on station data over land and sea surface temperature data over water. Precipitation data were obtained from the CAMS-OPI dataset that is a combination of rain gauge observations and satellite-derived estimates (Janowiak and Xie 1999). Analysis was omitted in data-sparse regions (white areas).

Fig. A1.8. Sep–Nov 2012 (top) Northern Hemisphere and (bottom) Southern Hemisphere 500 hPa geopotential heights (9-dam contour interval) and anomalies (shading) determined from the 1981–2010 base period means. Data is from the CDAS/Reanalysis Project (Kalnay et al. 1996).
### APPENDIX 2: RELEVANT DATASETS AND SOURCES

<table>
<thead>
<tr>
<th>General Variable or Phenomenon</th>
<th>Specific Dataset or Variable</th>
<th>Source</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerosols</td>
<td>AERONET data (NASA)</td>
<td><a href="http://aeronet.gsfc.nasa.gov/">http://aeronet.gsfc.nasa.gov/</a></td>
<td>2g2</td>
</tr>
<tr>
<td></td>
<td>Aerosol products</td>
<td><a href="http://www.gmes-atmosphere.eu/data/">http://www.gmes-atmosphere.eu/data/</a></td>
<td>2g2</td>
</tr>
<tr>
<td>Air-sea fluxes</td>
<td>Woods Hole Oceanographic Institute (WHOI) OAFlux Project</td>
<td><a href="http://oaflux.whoi.edu">http://oaflux.whoi.edu</a></td>
<td>3d</td>
</tr>
<tr>
<td>Albedo</td>
<td>MODIS</td>
<td><a href="http://ladsweb.nascom.nasa.gov/">http://ladsweb.nascom.nasa.gov/</a></td>
<td>2h2,5f</td>
</tr>
<tr>
<td>Biomass Burning</td>
<td></td>
<td><a href="http://www.globalfiredata.org/">http://www.globalfiredata.org/</a></td>
<td>2h4</td>
</tr>
<tr>
<td>Clouds, Cloudiness</td>
<td>HIRS</td>
<td>No known public portal</td>
<td>2d4</td>
</tr>
<tr>
<td></td>
<td>ISCCP D2</td>
<td><a href="http://isccp.giss.nasa.gov">http://isccp.giss.nasa.gov</a></td>
<td>2d4</td>
</tr>
<tr>
<td></td>
<td>MISR</td>
<td><a href="http://eosweb.larc.nasa.gov/PRODOCS/misr/level3/overview.html">http://eosweb.larc.nasa.gov/PRODOCS/misr/level3/overview.html</a></td>
<td>2d4</td>
</tr>
<tr>
<td></td>
<td>MODIS Cloud Mask</td>
<td><a href="http://ladsweb.nascom.nasa.gov/">http://ladsweb.nascom.nasa.gov/</a></td>
<td>2d4,5b</td>
</tr>
<tr>
<td></td>
<td>PATMOS-x</td>
<td><a href="http://www.ncdc.noaa.gov/cdr/operationalcdrs.html">http://www.ncdc.noaa.gov/cdr/operationalcdrs.html</a></td>
<td>2d4</td>
</tr>
<tr>
<td></td>
<td>SOBS</td>
<td><a href="http://www.atmos.washington.edu/~ignatius/CloudMap">http://www.atmos.washington.edu/~ignatius/CloudMap</a></td>
<td>2d4</td>
</tr>
<tr>
<td>Evaporation</td>
<td>JRA-25</td>
<td><a href="http://jra.kishou.go.jp">http://jra.kishou.go.jp</a></td>
<td>6d</td>
</tr>
<tr>
<td></td>
<td>FAPAR</td>
<td><a href="http://fapar.jrc.ec.europa.eu/">http://fapar.jrc.ec.europa.eu/</a></td>
<td>2h3</td>
</tr>
<tr>
<td>Geopotential Height</td>
<td>ERA-Interim</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
<td>6b</td>
</tr>
<tr>
<td></td>
<td>GRACE</td>
<td><a href="http://www.csr.utexas.edu/grace/">http://www.csr.utexas.edu/grace/</a></td>
<td>2c3</td>
</tr>
<tr>
<td>Humidity, [Near] Surface</td>
<td>20th Century Reanalysis</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/20thC_Rean/">http://www.esrl.noaa.gov/psd/data/20thC_Rean/</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>Dai</td>
<td>by email to <a href="mailto:adai@ucar.edu">adai@ucar.edu</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>ERA-Interim</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>HadCRUH</td>
<td><a href="http://www.metoffice.gov.uk/hadobs/hadcruh">http://www.metoffice.gov.uk/hadobs/hadcruh</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>JRA-25 Atmospheric Reanalysis</td>
<td><a href="http://jra.kishou.go.jp/JRA-25/index_en.html">http://jra.kishou.go.jp/JRA-25/index_en.html</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>MERRA</td>
<td><a href="http://gmao.gsfc.nasa.gov/merra/">http://gmao.gsfc.nasa.gov/merra/</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>NCEP CFSR</td>
<td><a href="http://cfs.ncep.noaa.gov">http://cfs.ncep.noaa.gov</a></td>
<td>2d1</td>
</tr>
<tr>
<td></td>
<td>NOCS 2.0</td>
<td><a href="http://www.noc.soton.ac.uk/noc_flux/noc2.php">http://www.noc.soton.ac.uk/noc_flux/noc2.php</a></td>
<td>2d1</td>
</tr>
<tr>
<td>Isotherm depth</td>
<td>NCEP Global Ocean Data Assimilation System</td>
<td><a href="http://www.cpc.ncep.noaa.gov/products/GODAS">http://www.cpc.ncep.noaa.gov/products/GODAS</a></td>
<td>4h</td>
</tr>
<tr>
<td>Lake Ice</td>
<td>NOAA IMS, 4m Daily</td>
<td><a href="http://nsidc.org/data/g02156.html">http://nsidc.org/data/g02156.html</a></td>
<td>5h</td>
</tr>
<tr>
<td>Lake Levels</td>
<td>Altimetric Lake level Products, USDA</td>
<td><a href="http://www.pcad.fas.usda.gov/cropexplorer/global_reservoir/index.cfm">http://www.pcad.fas.usda.gov/cropexplorer/global_reservoir/index.cfm</a></td>
<td>2d8</td>
</tr>
<tr>
<td></td>
<td>ESA</td>
<td><a href="http://tethys.eaprs.cse.dmu.ac.uk/RiverLake/shared/main">http://tethys.eaprs.cse.dmu.ac.uk/RiverLake/shared/main</a></td>
<td>2d8</td>
</tr>
<tr>
<td></td>
<td>LEGOS</td>
<td><a href="http://www.legos.obs-mip.fr/soa/hydrologie/hydroweb/">http://www.legos.obs-mip.fr/soa/hydrologie/hydroweb/</a></td>
<td>2d8</td>
</tr>
<tr>
<td>Lake Temperature</td>
<td>ARCLAKE</td>
<td><a href="http://hdl.handle.net/10283/88">http://hdl.handle.net/10283/88</a>, <a href="http://www.geos.ed.ac.uk/arclake/">http://www.geos.ed.ac.uk/arclake/</a></td>
<td>2b4</td>
</tr>
<tr>
<td></td>
<td>IWBP</td>
<td><a href="http://largelakes.jpl.nasa.gov">http://largelakes.jpl.nasa.gov</a></td>
<td>2b4</td>
</tr>
<tr>
<td><strong>Modes of Variability</strong></td>
<td><strong>Oceanic Niño Index</strong></td>
<td><a href="http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/teleconnections.shtml">http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/teleconnections.shtml</a></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Southern Annular Mode Index</strong></td>
<td><a href="http://www.antarctica.ac.uk/met/gjma/sam.html">http://www.antarctica.ac.uk/met/gjma/sam.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Southern Oscillation Index</strong></td>
<td><a href="http://www.cpc.ncep.noaa.gov/data/indices/">http://www.cpc.ncep.noaa.gov/data/indices/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Climate Prediction Center: AAO, AO, NAO, PNA</strong></td>
<td><a href="http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/index.html">http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/index.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AOML Monthly Flux Anomalies</strong></td>
<td><a href="http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph">http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hawaii Ocean Time-series (HOT)</strong></td>
<td><a href="http://hahana.soest.hawaii.edu/hot/hot__igofs.html">http://hahana.soest.hawaii.edu/hot/hot__igofs.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Surface Ocean CO$_2$ Atlas (SOCAT) Data Access System</strong></td>
<td><a href="http://www.socat.info">http://www.socat.info</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>The U.S. CO$_2$/Repeat Hydrography Program</strong></td>
<td><a href="http://ushydro.ucsd.edu">http://ushydro.ucsd.edu</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Trends in Atmospheric Carbon Dioxide: Mauna Loa, Hawaii</strong></td>
<td><a href="http://www.esrl.noaa.gov/gmd/ccgg/trends/">http://www.esrl.noaa.gov/gmd/ccgg/trends/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Atlantic Meridional Overturning Circulation</strong></td>
<td><a href="http://www.noc.soton.ac.uk/rapidmoc/">http://www.noc.soton.ac.uk/rapidmoc/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level 3 MODIS Aqua Ocean Color Data</strong></td>
<td><a href="http://oceancolor.gsfc.nasa.gov/">http://oceancolor.gsfc.nasa.gov/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level 3 SeaWiFS Ocean Color Data</strong></td>
<td><a href="http://oceancolor.gsfc.nasa.gov/">http://oceancolor.gsfc.nasa.gov/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Global Ocean Heat and Salt Content</strong></td>
<td><a href="http://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/">http://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CERES FLASHFlux Project</strong></td>
<td><a href="http://flashflux.larc.nasa.gov">http://flashflux.larc.nasa.gov</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NOAA-interpolated OLR</strong></td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.interp_OLR.html">http://www.esrl.noaa.gov/psd/data/gridded/data.interp_OLR.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Active Layer Thickness</strong></td>
<td><a href="http://www.udel.edu/Geography/calm/data/north.html">http://www.udel.edu/Geography/calm/data/north.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GTN-P, Alaskan Repository</strong></td>
<td><a href="http://www.permafrostwatch.org">http://www.permafrostwatch.org</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GTN-P, Norwegian Repository</strong></td>
<td><a href="http://www.ngu.no/kart/permafrost">http://www.ngu.no/kart/permafrost</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Permafrost Temperature</strong></td>
<td><a href="http://permafrost.gi.alaska.edu/sites_map">http://permafrost.gi.alaska.edu/sites_map</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Permafrost Data</strong></td>
<td><a href="http://nsidc.org/data/g02190.html">http://nsidc.org/data/g02190.html</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Category</td>
<td>Resource</td>
<td>Description</td>
<td>Notes</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Phytoplankton, Ocean Color</td>
<td>MERIS 3rd Data Reprocessing</td>
<td><a href="http://earth.eo.esa.int/pcs/envisat/meris/documentation/MERIS_3rd_Reproc.pdf">http://earth.eo.esa.int/pcs/envisat/meris/documentation/MERIS_3rd_Reproc.pdf</a></td>
<td>3j4</td>
</tr>
<tr>
<td></td>
<td>Ocean Color Documents: MODIS-Aqua Reprocessing 2010.0</td>
<td><a href="http://oceancolor.gsfc.nasa.gov/WIKI/OCReproc20100MA.html">http://oceancolor.gsfc.nasa.gov/WIKI/OCReproc20100MA.html</a></td>
<td>3j4</td>
</tr>
<tr>
<td>Precipitation</td>
<td>CMAP</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html">http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html</a></td>
<td>2d3</td>
</tr>
<tr>
<td></td>
<td>Global Precipitation Climatology Project (GPCP)</td>
<td><a href="http://precip.gsfc.nasa.gov">http://precip.gsfc.nasa.gov</a></td>
<td>2d3,4h</td>
</tr>
<tr>
<td></td>
<td>GPCC</td>
<td><a href="http://www.gpcc.dwd.de/">http://www.gpcc.dwd.de/</a></td>
<td>2d3</td>
</tr>
<tr>
<td></td>
<td>SSM/I, TMI, and AMSR-E Data</td>
<td><a href="http://www.remss.com">http://www.remss.com</a></td>
<td>2d3</td>
</tr>
<tr>
<td></td>
<td>TRMM 3A12</td>
<td><a href="http://disc.sci.gsfc.nasa.gov/precipitation/documentation/TRMM_3A12_readme.shtml">http://disc.sci.gsfc.nasa.gov/precipitation/documentation/TRMM_3A12_readme.shtml</a></td>
<td>4f2</td>
</tr>
<tr>
<td></td>
<td>TRMM 3B43 Rainfall</td>
<td><a href="http://disc.sci.gsfc.nasa.gov/precipitation/documentation/TRMM_3B43_readme.shtml">http://disc.sci.gsfc.nasa.gov/precipitation/documentation/TRMM_3B43_readme.shtml</a></td>
<td>4f1, 4f2</td>
</tr>
<tr>
<td>Pressure, Sea Level or Near-Surface</td>
<td>ACCESS</td>
<td><a href="http://www.bom.gov.au/nwp/access/NWPD">http://www.bom.gov.au/nwp/access/NWPD</a> ata.shtml</td>
<td>6f</td>
</tr>
<tr>
<td></td>
<td>AMRC (Antarctic Meteorological Research Center) AWS</td>
<td><a href="http://amrc.ssec.wisc.edu/data/">http://amrc.ssec.wisc.edu/data/</a></td>
<td>6c,SB6.1</td>
</tr>
<tr>
<td></td>
<td>ERA-Interim</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
<td>6a,6b,6c</td>
</tr>
<tr>
<td></td>
<td>HadSLP2r</td>
<td><a href="http://www.metoffice.gov.uk/hadobs">http://www.metoffice.gov.uk/hadobs</a></td>
<td>2e1</td>
</tr>
<tr>
<td></td>
<td>READER</td>
<td><a href="http://www.antarctica.ac.uk/met/READER/">http://www.antarctica.ac.uk/met/READER/</a></td>
<td>6c</td>
</tr>
<tr>
<td>River Discharge</td>
<td>Arctic-RIMS1 River Discharge</td>
<td><a href="http://rims.unh.edu">http://rims.unh.edu</a></td>
<td>2d5</td>
</tr>
<tr>
<td></td>
<td>Dartmouth Flood Observatory</td>
<td><a href="http://floodobservatory.colorado.edu">http://floodobservatory.colorado.edu</a></td>
<td>2d5</td>
</tr>
<tr>
<td></td>
<td>River Discharge</td>
<td><a href="http://waterdata.usgs.gov/nwis">http://waterdata.usgs.gov/nwis</a> - USGS2</td>
<td>2d5</td>
</tr>
<tr>
<td>Sea Ice Concentration</td>
<td>Nimbus-7 SMMR and DMSP SSM/I</td>
<td><a href="http://nsidc.org/data/nsidc-0051.html">http://nsidc.org/data/nsidc-0051.html</a></td>
<td>5b, SB5.2</td>
</tr>
<tr>
<td></td>
<td>Nimbus-7 SMMR and DMSP SSM/I (Bootstrap)</td>
<td><a href="http://nsidc.org/data/docs/daac/nsidc0079_bootstrap_seaice.gd.html">http://nsidc.org/data/docs/daac/nsidc0079_bootstrap_seaice.gd.html</a></td>
<td>6f</td>
</tr>
<tr>
<td>Sea Ice Extent</td>
<td>Nimbus-7 SMMR and DMSP SSM/I (Bootstrap)</td>
<td><a href="http://nsidc.org/data/docs/daac/nsidc0079_bootstrap_seaice.gd.html">http://nsidc.org/data/docs/daac/nsidc0079_bootstrap_seaice.gd.html</a></td>
<td>6f</td>
</tr>
<tr>
<td></td>
<td>NOAA IMS, 4km Daily</td>
<td><a href="http://nsidc.org/data/g02156.html">http://nsidc.org/data/g02156.html</a></td>
<td>5i</td>
</tr>
<tr>
<td>Sea Ice Index</td>
<td>Sea Ice Concentration from DMSP SSM/I-SSMIS Passive Microwave Data</td>
<td><a href="http://nsidc.org/data/seaiseindex/archives/index.html">http://nsidc.org/data/seaiseindex/archives/index.html</a></td>
<td>5i</td>
</tr>
<tr>
<td>Category</td>
<td>Description</td>
<td>URL</td>
<td>Page</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td><strong>Sea Level</strong></td>
<td>Arctic Sea Level</td>
<td><a href="http://www.whoi.edu/science/PO/arcticsealevel/data.html">http://www.whoi.edu/science/PO/arcticsealevel/data.html</a></td>
<td>5j</td>
</tr>
<tr>
<td></td>
<td>University of Hawaii Sea Level Center</td>
<td><a href="http://uhslc.soest.hawaii.edu/">http://uhslc.soest.hawaii.edu/</a></td>
<td>3i</td>
</tr>
<tr>
<td><strong>Sea Surface Salinity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aquarius</td>
<td><a href="http://aquarius.nasa.gov">http://aquarius.nasa.gov</a></td>
<td>SB3.1</td>
</tr>
<tr>
<td><strong>Sea Surface Temperature</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Climate Prediction Center's Monthly Ocean Briefing</td>
<td><a href="http://www.cpc.ncep.noaa.gov/products/GODAS">http://www.cpc.ncep.noaa.gov/products/GODAS</a></td>
<td>3b</td>
</tr>
<tr>
<td></td>
<td>ERSST-v3b</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.noaa.ersst.html">http://www.esrl.noaa.gov/psd/data/gridded/data.noaa.ersst.html</a></td>
<td>4b1,4d,4g</td>
</tr>
<tr>
<td></td>
<td>HadSST2</td>
<td><a href="http://www.metoffice.gov.uk/hadobs/hadssst2">http://www.metoffice.gov.uk/hadobs/hadssst2</a></td>
<td>2b1</td>
</tr>
<tr>
<td></td>
<td>NOAA Optimum Interpolation SST (OISST) v2</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.oisst.v2.html">http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.oisst.v2.html</a></td>
<td>4f2,4h, 5j2,6f</td>
</tr>
<tr>
<td><strong>Snow Cover</strong></td>
<td>Snow Cover Extent and Duration</td>
<td><a href="http://climate.rutgers.edu/snowcover/">http://climate.rutgers.edu/snowcover/</a></td>
<td>2c2,5d</td>
</tr>
<tr>
<td></td>
<td>SSM/I</td>
<td><a href="http://www.nsidc.org">http://www.nsidc.org</a></td>
<td>6e</td>
</tr>
<tr>
<td><strong>Snow Depth</strong></td>
<td>Canadian Meteorological Centre Daily Gridded</td>
<td><a href="http://nsidc.org/data/docs/daac/nsidc0447_CMC_snow_depth/index.html">http://nsidc.org/data/docs/daac/nsidc0447_CMC_snow_depth/index.html</a></td>
<td>5d</td>
</tr>
<tr>
<td><strong>Snow Water Equivalent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ERA-interim Atmospheric Reanalysis</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
<td>5d</td>
</tr>
<tr>
<td></td>
<td>GlobSnow N. Hemisphere Snow Water Equivalent</td>
<td><a href="http://globsnow.info/">http://globsnow.info/</a></td>
<td>5d</td>
</tr>
<tr>
<td><strong>Soil Moisture</strong></td>
<td>GRACE</td>
<td><a href="http://www.esa-soimoisture-cci.org/">http://www.esa-soimoisture-cci.org/</a></td>
<td>2d6</td>
</tr>
<tr>
<td><strong>Solar Transmission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mauna Loa Solar Transmission</td>
<td><a href="http://www.esrl.noaa.gov/gmd/grad/mloapt.html">http://www.esrl.noaa.gov/gmd/grad/mloapt.html</a></td>
<td>SB2.3</td>
</tr>
<tr>
<td></td>
<td>Calipso (Polar Stratospheric Clouds)</td>
<td><a href="http://eosweb.larc.nasa.gov/PRODOCS/calipso/table_calipso.html">http://eosweb.larc.nasa.gov/PRODOCS/calipso/table_calipso.html</a></td>
<td>6g</td>
</tr>
<tr>
<td></td>
<td>GOME/SCIAMACHY/ GOME2 Total Ozone datasets, GSG Merged Data</td>
<td><a href="http://www.iup.uni-bremen.de/gome/wfdoas">http://www.iup.uni-bremen.de/gome/wfdoas</a></td>
<td>2g3, 6g</td>
</tr>
<tr>
<td></td>
<td>KNMI OMI</td>
<td><a href="http://ozoneaq.gsfc.nasa.gov">http://ozoneaq.gsfc.nasa.gov</a></td>
<td>6g</td>
</tr>
<tr>
<td></td>
<td>Multi Sensor Reanalysis (MSR) of Total Ozone</td>
<td><a href="http://www.temis.nl/protocols/O3global.html">http://www.temis.nl/protocols/O3global.html</a></td>
<td>2g3</td>
</tr>
<tr>
<td></td>
<td>NASA Aura Microwave Limb Sounder</td>
<td><a href="http://aura.gsfc.nasa.gov/instruments/mls.html">http://aura.gsfc.nasa.gov/instruments/mls.html</a></td>
<td>6g</td>
</tr>
<tr>
<td></td>
<td>OMI Total Ozone (OMTO)</td>
<td><a href="http://mirador.gsfc.nasa.gov/cgi-bin/mirador/presentNavigation.pl/tree=project&amp;project=OMI">http://mirador.gsfc.nasa.gov/cgi-bin/mirador/presentNavigation.pl/tree=project&amp;project=OMI</a></td>
<td>2g3</td>
</tr>
<tr>
<td></td>
<td>Ozonesonde</td>
<td><a href="http://www.esrl.noaa.gov/gmd/dv/spo_oz/">http://www.esrl.noaa.gov/gmd/dv/spo_oz/</a></td>
<td>6g</td>
</tr>
<tr>
<td><strong>Stratospheric Water Vapor</strong></td>
<td>Boulder Water Vapor Balloon Data</td>
<td>ftp://ftp.cmdl.noaa.gov/ozwv/water_vapor/Boulder_New/</td>
<td>2f4</td>
</tr>
<tr>
<td></td>
<td>HALOE Data</td>
<td><a href="http://haloe.gats-inc.com/home/index.php">http://haloe.gats-inc.com/home/index.php</a></td>
<td>2f4</td>
</tr>
<tr>
<td></td>
<td>MLS Data</td>
<td><a href="http://disc.sci.gsfc.nasa.gov/Aura/data-holdings/MLS/index.shtml">http://disc.sci.gsfc.nasa.gov/Aura/data-holdings/MLS/index.shtml</a></td>
<td>2f4</td>
</tr>
</tbody>
</table>

| **Surface Current** | Long Term Time Series of Surface Currents | http://www.aoml.noaa.gov/phod/altimetry/cvar | 3g |
| | Long Term Time Series of Surface Currents: Agulhas Current | http://www.aoml.noaa.gov/phod/altimetry/cvar/agu/index.php | 3g2 |
| | Long Term Time Series of Surface Currents: Brazil-Malvina Region | http://www.aoml.noaa.gov/phod/altimetry/cvar/mal/BM_ts.php | 3g3 |
| | Ocean Surface Current Analysis - Real time (OSCAR) | http://www.oscar.noaa.gov/ | 3g |
| | PO.DAAC Physical Oceanography Distributed Active Archive Center | http://podaac.jpl.nasa.gov/ | 3g |
| | The Global Drifter Program, Satellite-tracked Surface Drifting Buoys | http://www.aoml.noaa.gov/phod/dac/gdp.html | 3g |
| | Tropical Atmosphere Ocean Project | http://www.pmel.noaa.gov/tao/ | 3g |

| **Temperature, [Near] Surface** | AMRC (Antarctic Meteorological Research Center) AWS | http://amrc.ssec.wisc.edu/data/ | 6c,SB6.1 |
| | Berkeley Land Temperature | http://berkeleyearth.org/analysis/ | 2b1 |
| | CRUTEM3 | http://www.metoffice.gov.uk/hadobs/crutem3 | 2b1, 5b |
| | CRUTEM4 | http://www.metoffice.gov.uk/hadobs/crutem4 | 2b1 |
| | ERA-Interim | http://www.ecmwf.int/research/era | 6a,6b,6c |
| | HadCRUT3 Global Temperature | http://www.metoffice.gov.uk/hadobs/hadcrut3 | 2b1 |
| | JMA Global Temperature | http://ds.data.jma.go.jp/tcc/tcc/products/gwp/temp/map/download.html | 2b1 |
| | JRA-25 Atmospheric Reanalysis | http://jra.kishou.go.jp/JRA-25/index_en.html | 2b1 |
| | MERRA | http://gmao.gsfc.nasa.gov/merra | 2b1, 6g |
| | NASA/GISS Global Temperature | http://data.giss.nasa.gov/gistemp | 2b1 |
| | NCEP/NCAR Reanalysis | http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html | 5b |
| | NCEP-CFSR | http://cfs.ncep.noaa.gov | 2b1 |
| | NOAA/NCDC Global Temperature | http://www.ncdc.noaa.gov/cmb-faq/anomalies.html | 2b1 |
| | READER | http://www.antarctica.ac.uk/met/READER/ | 6c, SB6.1 |
### Temperature, Upper Atmosphere

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>20th Century Reanalysis</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/20thC_Rean/">http://www.esrl.noaa.gov/psd/data/20thC_Rean/</a></td>
<td>2b2</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td><a href="http://ecmwf.int/research/era">http://ecmwf.int/research/era</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>HadAT2</td>
<td><a href="http://www.metoffice.gov.uk/hadobs">http://www.metoffice.gov.uk/hadobs</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>MERRA</td>
<td><a href="http://gmao.gsfc.nasa.gov/merra/">http://gmao.gsfc.nasa.gov/merra/</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>NCEP/DOE Reanalysis 2</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.ncep_reanalysis2.html">http://www.esrl.noaa.gov/psd/data/gridded/data.ncep_reanalysis2.html</a></td>
<td>6g</td>
</tr>
<tr>
<td>RAOBCORE, RICH</td>
<td><a href="http://imgw.univie.ac.at/en/products">http://imgw.univie.ac.at/en/products</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>RATPAC</td>
<td><a href="http://www.ncdc.noaa.gov/oa/climate/ratpac">http://www.ncdc.noaa.gov/oa/climate/ratpac</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>RSS</td>
<td><a href="http://www.remss.com">http://www.remss.com</a></td>
<td>2b2,2b3</td>
</tr>
<tr>
<td>UAH MSU</td>
<td><a href="http://vortex.nsstc.uah.edu/public/msu/">http://vortex.nsstc.uah.edu/public/msu/</a></td>
<td>2b2,2b3</td>
</tr>
</tbody>
</table>

### TOA Earth Radiation Budget

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CERES EBAF Ed2.6r IDeg</td>
<td><a href="http://ceres.larc.nasa.gov/sitemap_ceres.php">http://ceres.larc.nasa.gov/sitemap_ceres.php</a></td>
<td>2f</td>
</tr>
</tbody>
</table>

### Total Column Ozone

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOMS and OMI Sensors</td>
<td><a href="http://ozoneaq.gsfc.nasa.gov/">http://ozoneaq.gsfc.nasa.gov/</a></td>
<td>5c,6g</td>
</tr>
</tbody>
</table>

### Total Column Water Vapor and Humidity, Upper Air

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>COSMIC Land and Ocean Total Column Water Vapor</td>
<td><a href="http://cosmic-io.cosmic.ucar.edu/cdaac/index.html">http://cosmic-io.cosmic.ucar.edu/cdaac/index.html</a></td>
<td>2d2</td>
</tr>
<tr>
<td>GPS Ground-Based Total Column Water Vapor</td>
<td><a href="http://dss.ucar.edu/datasets/ds721.1/">http://dss.ucar.edu/datasets/ds721.1/</a></td>
<td>2d2</td>
</tr>
<tr>
<td>NCEP/NCAR Reanalysis</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html">http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html</a></td>
<td>4d4</td>
</tr>
<tr>
<td>SSM/I - AMSR-E Ocean Total Column Water Vapor</td>
<td><a href="http://www.remss.com">http://www.remss.com</a></td>
<td>2d2</td>
</tr>
<tr>
<td>TCWV Radiosonde</td>
<td>Junhong Wang, Earth Observing Laboratory, NCAR, Boulder, CO.</td>
<td>2d2</td>
</tr>
</tbody>
</table>

### Trace Gases

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric Greenhouse Gas Index (AGGI)</td>
<td><a href="http://www.esrl.noaa.gov/gmd/aggi/">http://www.esrl.noaa.gov/gmd/aggi/</a></td>
<td>2g1</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td><a href="http://www.esrl.noaa.gov/gmd/dv/iadv/">http://www.esrl.noaa.gov/gmd/dv/iadv/</a></td>
<td>2g1,SB5.1</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td><a href="http://www.esrl.noaa.gov/gmd/dv/iadv/">http://www.esrl.noaa.gov/gmd/dv/iadv/</a></td>
<td>2g1</td>
</tr>
<tr>
<td>JPL MLS (HCl,CIO)</td>
<td><a href="http://mls.jpl.nasa.gov/index.php">http://mls.jpl.nasa.gov/index.php</a></td>
<td>6g</td>
</tr>
<tr>
<td>Methane</td>
<td><a href="http://www.esrl.noaa.gov/gmd/dv/iadv/">http://www.esrl.noaa.gov/gmd/dv/iadv/</a></td>
<td>2g1,SB5.1</td>
</tr>
<tr>
<td>Nitrous Oxide</td>
<td><a href="http://www.esrl.noaa.gov/gmd/hats/combined/N2O.html">http://www.esrl.noaa.gov/gmd/hats/combined/N2O.html</a></td>
<td>2g1</td>
</tr>
<tr>
<td>ODGI</td>
<td><a href="http://www.esrl.noaa.gov/gmd/odgi/">http://www.esrl.noaa.gov/gmd/odgi/</a></td>
<td>2g1</td>
</tr>
<tr>
<td>Perfluorocarbons</td>
<td><a href="http://agage.eas.gatech.edu/">http://agage.eas.gatech.edu/</a></td>
<td>2g1</td>
</tr>
<tr>
<td>Sulphur Hexafluoride</td>
<td><a href="http://www.esrl.noaa.gov/gmd/hats/combined/SF6.html">http://www.esrl.noaa.gov/gmd/hats/combined/SF6.html</a></td>
<td>2g1</td>
</tr>
<tr>
<td>SCIAMACHY (OCIO, NO)</td>
<td><a href="http://www.sciamachy.org/">http://www.sciamachy.org/</a></td>
<td>6g</td>
</tr>
</tbody>
</table>

### Tropical Cyclone Data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Website</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>International Best Track Archive for Climate Stewardship (IBTrACS)</td>
<td><a href="http://www.ncdc.noaa.gov/oa/ibtracs/">http://www.ncdc.noaa.gov/oa/ibtracs/</a></td>
<td>4d</td>
</tr>
<tr>
<td>Ultraviolet Radiation</td>
<td>UV Index</td>
<td><a href="http://www.temis.nl/uvradiation/SCIA/stations_uv.html">http://www.temis.nl/uvradiation/SCIA/stations_uv.html</a></td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>Wind, [Near] Surface</td>
<td>20th Century Reanalysis</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/20thC_Rean/">http://www.esrl.noaa.gov/psd/data/20thC_Rean/</a></td>
</tr>
<tr>
<td>AMRC (Antarctic Meteorological Research Center) AWS</td>
<td><a href="http://amrc.ssec.wisc.edu/data/">http://amrc.ssec.wisc.edu/data/</a></td>
<td>6c,SB6.1</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
<td>2e2</td>
</tr>
<tr>
<td>ISD-Lite wind data</td>
<td><a href="http://www.ncdc.noaa.gov/oa/climate.isd.index.php?name=isdlite">http://www.ncdc.noaa.gov/oa/climate.isd.index.php?name=isdlite</a></td>
<td>2e2</td>
</tr>
<tr>
<td>JRA-25 Atmospheric Reanalysis</td>
<td><a href="http://jra.kishou.go.jp/JRA-25/index_en.html">http://jra.kishou.go.jp/JRA-25/index_en.html</a></td>
<td>2e2,4h,6b</td>
</tr>
<tr>
<td>MERRA</td>
<td><a href="http://gmao.gsfc.nasa.gov/merra/">http://gmao.gsfc.nasa.gov/merra/</a></td>
<td>2e2</td>
</tr>
<tr>
<td>READER</td>
<td><a href="http://www.antarctica.ac.uk/met/READER">http://www.antarctica.ac.uk/met/READER</a></td>
<td>6c</td>
</tr>
<tr>
<td>Satellite Radiometer Winds (SSM/I, AMSR-E, WindSat, SSMIS)</td>
<td><a href="http://www.remss.com">http://www.remss.com</a></td>
<td>2e2</td>
</tr>
<tr>
<td>Wind, Upper Atmosphere</td>
<td>ERA-Interim</td>
<td><a href="http://www.ecmwf.int/research/era">http://www.ecmwf.int/research/era</a></td>
</tr>
<tr>
<td>NCEP/DOE Reanalysis 2</td>
<td><a href="http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html">http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html</a></td>
<td>4d3</td>
</tr>
</tbody>
</table>
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## ACRONYMS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAO</td>
<td>Antarctic Oscillation</td>
<td>GPCC</td>
<td>Global Precipitation Climatology Centre</td>
</tr>
<tr>
<td>ACE</td>
<td>NOAA’s Accumulated Cyclone Energy Index</td>
<td>GPCP</td>
<td>Global Precipitation Climatology Project</td>
</tr>
<tr>
<td>AGGI</td>
<td>NOAA’s Annual Greenhouse Gas Index</td>
<td>GRACE</td>
<td>Gravity Recovery and Climate Experiment</td>
</tr>
<tr>
<td>ALT</td>
<td>active layer thickness</td>
<td>GTN-P</td>
<td>Global Terrestrial Network on Permafrost</td>
</tr>
<tr>
<td>AMO</td>
<td>Atlantic Multidecadal Oscillation</td>
<td>HadAT</td>
<td>Hadley Centre’s radiosonde temperature product</td>
</tr>
<tr>
<td>AMSR-E</td>
<td>Advanced Microwave Scanning Radiometer for Earth Observing System</td>
<td>HadCRUT</td>
<td>Hadley Centre/CRU gridded monthly temperatures dataset</td>
</tr>
<tr>
<td>AO</td>
<td>Arctic Oscillation</td>
<td>HIRS-W</td>
<td>High Resolution Infrared Sounder</td>
</tr>
<tr>
<td>AOD</td>
<td>aerosol optical depth</td>
<td>IBTrACS</td>
<td>International Best Track Archive for Climate Steward</td>
</tr>
<tr>
<td>ATSR</td>
<td>Along-Track Scanning Radiometers</td>
<td>ICD</td>
<td>ice cover duration</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
<td>IOD</td>
<td>Indian Ocean dipole</td>
</tr>
<tr>
<td>AVISO</td>
<td>Archiving, Validating, and Interpretation of Satellite Oceanographic data</td>
<td>ISCCP</td>
<td>International Satellite Cloud Climatology Project</td>
</tr>
<tr>
<td>CAMS</td>
<td>Climate Anomaly Monitoring System</td>
<td>JMA</td>
<td>Japanese Meteorological Agency</td>
</tr>
<tr>
<td>CDR</td>
<td>climate data record</td>
<td>JPL</td>
<td>Jet Propulsion Laboratory</td>
</tr>
<tr>
<td>CERES</td>
<td>Clouds and the Earth’s Radiant Energy System</td>
<td>JRA</td>
<td>Japanese Reanalysis</td>
</tr>
<tr>
<td>CPC</td>
<td>NOAA’s Climate Prediction Center</td>
<td>JTWC</td>
<td>U.S. Navy’s Joint Typhoon Warning Center</td>
</tr>
<tr>
<td>CPHC</td>
<td>NOAA’s Central Pacific Hurricane Center</td>
<td>LHF</td>
<td>latent heat flux</td>
</tr>
<tr>
<td>CRU</td>
<td>Hadley Centre’s Climate Research Unit</td>
<td>LLGHG</td>
<td>long-lived greenhouse gas</td>
</tr>
<tr>
<td>DU</td>
<td>Dobson Unit</td>
<td>MDR</td>
<td>Main Development Region</td>
</tr>
<tr>
<td>E–P</td>
<td>evaporation minus precipitation</td>
<td>MEI</td>
<td>multivariate ENSO index</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
<td>MERIS</td>
<td>Medium Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>ECV</td>
<td>essential climate variable</td>
<td>MISR</td>
<td>Multiangle Imaging SpectroRadiometer</td>
</tr>
<tr>
<td>EECI</td>
<td>effective equivalent chlorine</td>
<td>MLS</td>
<td>Microwave Limb Sounder</td>
</tr>
<tr>
<td>EESC</td>
<td>effective equivalent stratospheric chlorine</td>
<td>MEI</td>
<td>meridional overturning current</td>
</tr>
<tr>
<td>EOS</td>
<td>Earth Observatory System</td>
<td>MOC</td>
<td>Meridional Overturning Circulation Heat Transport Array</td>
</tr>
<tr>
<td>ERB</td>
<td>Earth radiation budget</td>
<td>MOCHA</td>
<td>Heat Transport Array</td>
</tr>
<tr>
<td>ERBE</td>
<td>Earth Radiation Budget Experiment</td>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>ERSST</td>
<td>Extended Reconstructed Sea Surface Temperature</td>
<td>MSLP</td>
<td>mean sea level pressure</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
<td>MSU</td>
<td>Microwave Sounding Unit</td>
</tr>
<tr>
<td>ESRL</td>
<td>Earth System Research Laboratory</td>
<td>NAO</td>
<td>North Atlantic Oscillation</td>
</tr>
<tr>
<td>FAPAR</td>
<td>Fraction of Absorbed Photosynthetically Active Radiation</td>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>FLASHflux</td>
<td>Fast Longwave and Shortwave Radiative Fluxes</td>
<td>NCAR</td>
<td>National Center for Atmospheric Research</td>
</tr>
<tr>
<td>GCOS</td>
<td>Global Climate Observing System</td>
<td>NCDC</td>
<td>NOAA’s National Climatic Data Center</td>
</tr>
<tr>
<td>GHCN</td>
<td>Global Historical Climatology Network</td>
<td>NCEP</td>
<td>NOAA’s National Center for Environmental Prediction</td>
</tr>
<tr>
<td>GHG</td>
<td>greenhouse gas</td>
<td>NERC</td>
<td>National Environmental Research Council</td>
</tr>
<tr>
<td>GISS</td>
<td>NASA’s Goddard Institute of Space Studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOME</td>
<td>Global Ozone Monitoring Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSIDC</td>
<td>National Snow and Ice Data Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OAFlux</td>
<td>Objectively Analyzed Air-Sea Fluxes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODGI</td>
<td>Ozone Depleting Gas Index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODS</td>
<td>Ozone depleting substance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OHCA</td>
<td>Ocean heat content anomaly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OISST</td>
<td>Optimal Interpolation SST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLR</td>
<td>Outgoing longwave radiation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OMI</td>
<td>Ozone Monitoring Instrument</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ONI</td>
<td>NOAA’s Oceanic Niño Index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPI</td>
<td>OLR precipitation index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P–E</td>
<td>Precipitation minus evaporation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PATMOS (-x)</td>
<td>Pathfinder Atmospheres (Extended Product)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDO</td>
<td>Pacific decadal oscillation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSC</td>
<td>Polar stratospheric clouds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>Practical salinity scale</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QBO</td>
<td>Quasi-biennial oscillation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuikSCAT</td>
<td>Quick Scatterometer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAOBCORE</td>
<td>Radiosonde Observation Correction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RATPAC</td>
<td>Radiosonde Atmospheric Temperature Products for Assessing Climate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RICH</td>
<td>Radiosonde Innovation Composite Homogenization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSS</td>
<td>Remote Sensing Systems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAM</td>
<td>Southern annular mode</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCD</td>
<td>Snow covered duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCE</td>
<td>Snow cover extent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCIAMACHY</td>
<td>Scanning Imaging Absorption Spectrometer for Atmospheric Chartography</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSTA</td>
<td>Sea surface temperature anomaly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSW</td>
<td>Sea surface salinity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STH</td>
<td>Sea thermal height</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSM/I</td>
<td>Special Sensor Microwave Imager SSM/I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSH</td>
<td>Sea surface height</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSTA</td>
<td>Sea surface temperature anomaly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWE</td>
<td>Snow water equivalent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCHP</td>
<td>Tropical cyclone heat potential</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCWV</td>
<td>Total column water vapor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOA</td>
<td>Top of atmosphere</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOMS</td>
<td>Total Ozone Mapping Spectrometer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRMM</td>
<td>Tropical Rainfall Measuring Mission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WBM</td>
<td>Water Balance Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WGM</td>
<td>World Glacier Monitoring Service</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMO</td>
<td>World Meteorological Organization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WOA</td>
<td>World Ocean Atlas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WOCE</td>
<td>World Ocean Circulation Experiment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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