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Abstract. The two 4 km long gravitational wave detectors operated by the Laser Interferometer Gravitational-wave Observatory (LIGO) were modified in 2008 to read out the gravitational wave channel using the DC readout form of homodyne detection and to include an optical filter cavity at the output of the detector. As part of the upgrade to Enhanced LIGO, these modifications replaced the radio-frequency (RF) heterodyne system used previously. We describe the motivations for and the implementation of DC readout and the output mode cleaner in Enhanced LIGO. We present characterizations of the system, including measurements and models of the couplings of the noises from the laser source to the gravitational wave readout channel. We show that noise couplings using DC readout are improved over those for RF readout, and we find that the achieved shot-noise-limited sensitivity is consistent with modeled results.
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1. Introduction

The Laser Interferometer Gravitational-wave Observatory\cite{1} (LIGO) operates gravitational wave detectors at two sites in the United States (at Hanford, Washington and Livingston, Louisiana) as part of a global network of observatories with the goal of making a first direct detection of gravitational waves (GWs) and beginning an era of gravitational wave astronomy.

The LIGO facilities were designed to accommodate an initial detector design using the technology available at the time followed by a major upgrade known as Advanced LIGO\cite{2}. The initial detectors reached design sensitivity in 2005 and subsequently completed a two year observational run (S5). Rather than continue to run in this configuration until the beginning of the Advanced LIGO upgrades in 2010, it was decided to upgrade the detectors opportunistically to an intermediate configuration known as Enhanced LIGO\cite{3, 4, 5}. Enhanced LIGO culminated with LIGO’s sixth science run (S6), which took place between July 2009 and October 2010 using this new configuration.

This paper describes two of the changes made in Enhanced LIGO: implementation of an optical filter cavity (the \textit{output mode cleaner}) at the interferometer’s output port, and implementation of a new technique to extract the gravitational wave signal from the interferometer, called \textit{DC readout}.

2. Experimental arrangement

Each LIGO detector is a Michelson interferometer with 4 km long arms consisting of Fabry-Perot resonant cavities (see figure\cite{1}). To increase the amount of laser power at the beamsplitter and in the interferometer arms, a \textit{power recycling mirror} is used to direct the light reflected from the Fabry-Perot Michelson back into the interferometer. The combination of the power recycling mirror and the Michelson forms the \textit{power recycling cavity} (PRC). The positions of the mirrors are combined into several degrees of freedom: the difference of the arm cavity lengths (DARM), the common (mean) arm cavity length (CARM), the short Michelson (the difference of the distances from the beamsplitter to two arm cavity input mirrors; MICH), and the power recycling cavity (formed by the mean distance to the two arm input mirrors; PRC).

A suitably polarized gravitational wave incident on the detector produces differential phase modulation in the two arms, which is resonantly enhanced by the Fabry-Perot cavities. The resulting phase modulation sidebands interfere constructively at the beamsplitter and exit at the output port, while transmission of the carrier to the output port is suppressed by operating the Michelson near its dark fringe.

To sense the signal sidebands induced by a GW with a photodiode, it is necessary to introduce an additional local oscillator (LO) field to produce power variations that are detected by the photodiode. The initial generation of laser interferometer gravitational wave detectors used a heterodyne detection scheme\cite{6} inspired by the Pound-Drever-Hall technique\cite{7}. In this scheme, the local oscillator field consists of two strong radio-
frequency (RF) sidebands separated from the laser carrier by tens of MHz (25 MHz in initial/Enhanced LIGO). The interference between these local oscillator sidebands and the GW-induced sidebands produces a power modulation at the RF frequency whose amplitude is modulated by the GW amplitude. The GW signal is recovered by electronically demodulating the photodiode signal at the RF frequency. This scheme is known as RF readout. Typically (and in LIGO), the RF sidebands are created by phase modulating the laser light before it enters the interferometer. To allow these sidebands to reach the output port while simultaneously suppressing transmission of the carrier, the short Michelson is built with a macroscopic difference in its arm lengths known as the Schnupp asymmetry (in initial/Enhanced LIGO, 355 mm). By detecting light from other interferometer ports, RF readout can also be used to sense other degrees of freedom, such as the short Michelson, the length of the power recycling cavity, and the mean length of the two arm cavities.[8]

An alternative method of recovering the GW signal is to provide a local oscillator at the carrier frequency, an arrangement known as homodyne detection. The interference between the carrier-mode LO and the GW-induced sidebands produces a power variation

Figure 1: Schematic diagram of the main interferometer layout (not to scale). The dotted line represents the vacuum envelope.
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on the photodiode that directly reproduces the GW signal. DC readout is a special form of homodyne detection where the carrier-mode local oscillator is produced by introducing a static offset in either the short Michelson or in the difference between the arm cavity lengths, either of which will produce carrier light at the output port (but with different consequences for noise couplings). DC readout has two significant advantages over balanced homodyne detection[9], in which the local oscillator is provided by an independent path and combined with the signal beam via a beamsplitter: no additional optical path is needed to deliver the local oscillator to the output port, and the local oscillator that is generated benefits from being filtered by the combined action of the power recycling and arm cavities.

There are also a few potential drawbacks to DC readout as compared to balanced homodyne detection. In the DC readout configuration, the phase of the local oscillator relative to the signal field cannot be tuned directly; it is determined by the relative amplitudes of the intentional offset and the contrast defect. The static carrier field at the interferometer output port results in an unintended coupling of beam motion to the wavefront sensor at the output port, used by the interferometer’s automatic alignment system[10]. Finally, detuning the arm cavities from resonance introduces an optical spring effect, which may lead to excessive coupling of laser intensity noise via radiation pressure effects in some configurations[11].

The optical fields in the interferometer are intended to exist in only the fundamental Gaussian spatial mode. A critically coupled resonant cavity, the input mode cleaner, is used to attenuate any higher order spatial modes produced by the laser before the field is incident on the interferometer[12] [13]. Despite having an essentially pure input beam, imperfections in the interferometer optics lead to the production of higher order spatial modes in the interferometer; this effect is particularly egregious for the RF sidebands in the power recycling cavity[14]. As a result, the output beam (depicted in figure 2) is no longer in the pure Gaussian mode. These higher order spatial modes are detrimental as they generally produce no useful signal, but contribute additional photon shot noise, increase the power that needs to be detected, and exacerbate noise couplings. To mitigate these effects, an output mode cleaner (OMC) was installed at the output port. This critically-coupled optical filter cavity attenuates higher order spatial modes before the beam is detected by a pair of photodiodes. In DC readout, the OMC is also used to remove the RF sidebands, which are still needed in the interferometer to sense other degrees of freedom, but would only be detrimental to the DC readout signal.

Both DC readout and an OMC have been implemented previously, but this was the first use of the combination on a km-scale GW detector with Fabry-Perot arms. Before implementing these technologies on the main LIGO interferometers, they were prototyped at the 40 meter prototype interferometer at Caltech[15] [16]. To see the full benefit of DC readout required an interferometer with long arms in order to achieve filtering of the laser carrier at the frequencies of interest; Enhanced LIGO provided validation of the low-noise performance of DC readout.

DC readout was simultaneously implemented and is currently used at the GEO 600
Figure 2: Image of the beam spot at the L1 output port taken using a CCD camera. This image is saturated in the central portion but emphasizes the spurious higher order modes surrounding the fundamental Gaussian, including contributions from both the carrier and the 25 MHz sidebands.

detector\cite{17,18,19,20} near Hannover, Germany. The current configuration of the Virgo detector near Pisa, Italy incorporates an output mode cleaner but uses RF heterodyne readout\cite{21}. Both Advanced Virgo\cite{22} and Advanced LIGO\cite{23} will use DC readout to sense the primary GW signal.

3. Motivation

The RF readout technique was used successfully in initial LIGO to achieve the instruments’ design sensitivity. A number of reasons, outlined below, motivated the switch to DC readout with an OMC:

3.1. Improved noise couplings

The combination of the power recycling cavity and the arm cavities acts as a single resonant cavity with an effective linewidth of approximately 1 Hz (the so-called coupled cavity pole) around the laser carrier. The RF sidebands, which are not resonant in the arms, experience no such filtering in the band of interest\cite{24}. DC readout exploits this filtering by using the carrier light that has circulated in the interferometer as the local oscillator. The result is that coupling of noises on the input beam to the gravitational wave readout can be greatly reduced.

3.2. Spatial overlap

Because the signal beam (resonant in the arm cavities) and the RF sideband beam (resonant in the power recycling cavity) are resonant in different cavities, they will emerge from the interferometer in different spatial modes if these cavities are not
perfectly matched. This imperfect spatial overlap was a significant problem during initial LIGO. For instance, a measurement in 2003 found only half the expected optical gain\textsuperscript{[25]} (the ratio of photodiode signal produced to modulation of the differential arm length). This was alleviated in part through the use of a thermal compensation system (TCS), which projected light from a CO\textsubscript{2} laser onto the test mass optics to adjust their effective radii of curvature, compensating for thermal lensing\textsuperscript{[26]}. However, spurious fields still caused problems by producing a large signal in the uncontrolled quadrature of the heterodyne readout (AS\textsubscript{I}); left uncontrolled, this signal would saturate the photodiode electronics. This was partially mitigated by an electronic servo which cancelled this signal in the photodiode head.

Both DC readout and an OMC mitigate problems with the spatial overlap of the LO and signal beams. In DC readout, the local oscillator and the signal beams resonate in the same cavities, so spatial overlap comes naturally. With either DC or RF readout, an OMC, matched to the spatial mode of the signal beam, can be used to select the signal beam and the part of the LO with good spatial overlap.

3.3. Excess power

To cope with the excess power due to higher-order modes at the interferometer output port, initial LIGO split the light at the detection port onto four detection photodiodes. Increasing the interferometer input power (to improve the sensitivity in the shot-noise-limited frequency band) would require a commensurate increase in the number of photodiodes at the output port and their associated electronics. This is of particular concern for Advanced LIGO, which will utilize a 200 Watt laser source in place of Enhanced LIGO’s 35 Watt laser. An output mode cleaner attenuates the higher-order modes, reducing the power that needs to be detected.

3.4. Homodyne SNR advantage

Homodyne detection confers a fundamental improvement in signal-to-noise ratio compared to RF readout at shot-noise-limited frequencies by a factor $\sqrt{3/2}$ (for the same power circulating in the interferometer). The extra noise in heterodyne detection is a result of cyclostationary shot noise\textsuperscript{[27]}.

3.5. Squeezed vacuum injection

Squeezed vacuum injection is an attractive means to decrease the photon quantum noise in future interferometers by manipulating the quantum state of the vacuum field that enters the interferometer through the output port. Squeezed vacuum injection is more feasible in conjunction with homodyne detection than with RF readout, since it requires squeezing in only the audio band rather than at both audio and RF frequencies\textsuperscript{[28, 29]}. Shot noise reduction via squeezed vacuum injection has been demonstrated at GEO\textsuperscript{[30]} and an effort is currently underway to implement it at LIGO Hanford\textsuperscript{[31]}. 
4. Implementation of DC readout

The Enhanced LIGO output mode cleaner was installed in a dedicated vacuum chamber (photograph in figure 3b) at the interferometer’s output port. Of the power arriving at the output port, 97% is directed to this new DC readout path while the remaining 3% is directed to the existing RF readout system. The control system used to maintain resonance uses the RF readout when initially bringing the system from an uncontrolled to a controlled (‘locked’) state, just as in initial LIGO[32]. Once the interferometer is held on resonance by the control system, we introduce an offset in the DARM degree of freedom, which produces carrier light at the output port. (The possibility of using a MICH offset to produce the local oscillator was not investigated for Enhanced LIGO, as modeling showed that a pure DARM offset would be effective.) The output mode cleaner is brought into resonance with this carrier light and then sensing of the DARM degree of freedom is transferred from the RF readout to the photodiodes sensing the light transmitted through the OMC.

To produce a sufficiently strong and stable local oscillator, the DARM offset must significantly exceed the RMS residual arm motion (∼0.1 picometers, depicted in figure 4), produce enough power at the output port such that the contrast defect becomes negligible, and provide a signal whose shot noise exceeds the electronics noise of the readout. Smaller DARM offsets are preferred, as a larger DARM offset results in diminished power recycling gain due to the power exiting the dark port, and because larger DARM offsets generally increase noise couplings. An optimum can thus be found.

In the homodyne system, a ∼ 30 – 100 mW local oscillator at the laser carrier frequency is instead introduced by offsetting the differential arm length (DARM) very
Figure 4: Calibrated DARM displacement (upper traces) and residual motion (lower traces), shown as amplitude spectral density (—, in meters per √Hz) integrated root-mean-square displacement (---, in meters). The RMS DARM displacement above 0.07 Hz is reduced by approximately eight orders of magnitude by the control system in order to remain sufficiently near the operating point. The residual motion sets a lower limit for the DARM offset in DC readout to avoid fringe-wrapping.

slightly (~ 10 picometers, equivalent to 60 microradians or 0.4 Hz detuning of each arm cavity, or 0.01 radians at the beamsplitter) from the dark fringe. The RF sidebands are no longer used for length sensing at the output port, but they still serve to provide sensing of some angular degrees of freedom.

5. Mode Cleaner Design and Construction

A four-mirror bow-tie arrangement (depicted in figure 3a) was chosen for the mode cleaner design. This non-colinear design prevents direct reflection of rejected light back into the interferometer. A design with an even number of mirrors was preferred as it has a sparser density of higher-order-mode resonances. Selecting the angle of incidence of the beam on the cavity mirrors is a compromise between avoiding small-angle scattering (by using a high angle of incidence) and avoiding the introduction of too much astigmatism.

A higher cavity finesse results in better filtering ability, but also magnifies the effect of any intra-cavity losses in the OMC. The cavity design maximizes the finesse subject to the constraint that transmission of the carrier power should exceed 99%, assuming roundtrip cavity power losses of 100 ppm.

The cavity length was chosen to provide adequate attenuation of the RF sidebands, and its geometry (g-factor) was chosen to sufficiently attenuate higher-order modes. The optimal g-factor depends on the specific details of the frequency and spatial spectrum of modes at the output port. These depend strongly on the details of the interferometer optics, alignment, and thermal state. To deal with these unknown factors, we designed the OMC using a model in which the power in each higher order mode was proportional
Table 1: Designed and measured properties of the Hanford and Livingston output mode cleaners.

to $1/n^2$, where $n$ is the sum of the horizontal and vertical TEM mode indices, and where the RF sidebands had their nominal power. The designed and as-built properties of the output mode cleaner cavities are given in Table 1.

One disadvantage of the chosen design is that the 4-th order mode is nearly degenerate with the fundamental mode. We did experience problems with accidental degeneracy in one of the mode cleaners, which was addressed by changing the operating temperature of the thermal actuator (which had a small coupling to the effective radius of curvature of the mirror). The next version of the output mode cleaner will be designed with a slightly different g-factor to avoid this problem.

The cavity was constructed by rigidly mounting the cavity optics to a baseplate, similar to the LISA optical bench design[33]. The baseplate is a slab of Corning ULE glass $450\text{mm} \times 150\text{mm} \times 39\text{mm}$; components were bonded using Optocast 353LV-UTF-HM UV-cure epoxy. Two of the cavity mirrors are outfitted with position actuators: a fast, short-range ($\lesssim 0.1$ µm) PZT, and a slow, long-range ($\approx 20$ µm) thermal actuator consisting of a 1 inch segment of aluminum tube warmed by a resistive heater.

To isolate the mode cleaner from environmental disturbances, the optical bench was hung as the second stage in an actively-damped double-pendulum suspension system, which was in turn mounted on an active isolation system[34, Chapter 5]. The active isolator, and the OMC and its suspension system, were all located in vacuum.

The photodiodes were also mounted on the OMC baseplate, and read out by in-vacuum preamplifiers. The output from the mode cleaner was split via a 50/50 beamsplitter and directed to two Perkin Elmer 3mm diameter InGaAs photodiodes (part number C30665GH), with measured quantum efficiency $> 0.95$ at 1064 nm. The photocurrent was converted to voltage across 100$\Omega$ transimpedance. Subtraction of the signals from the two photodiodes produces a diagnostic “nullstream” containing the anti-correlated component of the PD signals, while the sum of the photodiode signals contains the desired DARM sensing. The rigid mounting of the PDs to the OMC baseplate reduces the possibility of beam motion coupling to photocurrent through photodiode nonuniformities, and the in-vacuum preamplifiers reduce the effect of electronic or triboelectric noises.
The mode cleaner was controlled and the DC readout signals were acquired using a prototype of the Advanced LIGO real-time digital signal processing system, operating at 32768 samples per second. The LIGO Realtime Code Generator allowed fast prototyping and implementation of complex servos.

The mode cleaner cavity length was locked by modulating its length at $\sim 10$ kHz using the PZT actuator and synchronously demodulating the transmitted light signal at the same frequency. Fast corrections were applied to the PZT and then gradually offloaded onto the thermal actuator.

6. Alignment system

The beam from the interferometer output port is directed to the OMC by two suspended, steerable mirrors (depicted in figure 3a), prototypes of the Advanced LIGO steering mirrors described in [36]. These mirrors allow continuous actuation on the alignment of the beam from the interferometer to the OMC.

The same spurious higher order modes that motivate the use of an output mode cleaner also make it challenging to sense the best OMC alignment. A servo system that maximizes the intensity of the transmitted light is not optimal, since the presence of higher order modes will cause it to displace the input beam to convert some of the higher order modes into the cavity mode. Instead, a servo system was implemented to maximize the transmission of the arm cavity mode (containing the GW signal) through the OMC. This servo operates by driving one of the arm cavity end mirrors at high frequency (9 kHz) while simultaneously modulating the two OMC beam steering mirrors at low frequency (1-4 Hz) in both pitch and yaw. The high-frequency modulation is accomplished by exciting the drumhead mechanical resonance of the cavity end mirror. The steering mirror modulation produces approximately 3 microns and 5 microradians of beam motion at the OMC cavity waist. An error signal is developed by measuring the power in the 9 kHz line and demodulating this signal at the steering mirror modulation frequencies. An alternate alignment scheme, which maximizes the signal to noise ratio rather than the signal alone, has been proposed in [37].

7. Results

7.1. Sensitivity

The DC readout is dominated either by quantum shot noise or by signal (interferometer displacement noise) at all frequencies except sometimes near a few mechanical resonances causing beam motion (jitter), which couples linearly or bilinearly to the readout.

The shot-noise-limited noise floor depends both on the optical gain and the power at the AS port, making this a good measure of performance of the system. Both the presence of excess light at the detection port or sub-optimal optical gain will degrade the shot-noise-limited sensitivity. The expected shot noise amplitude spectral density,
expressed as a displacement $x_{\text{shot}}$ and an optical phase $\phi_{\text{shot}}$, is

$$x_{\text{shot}}(f) = \frac{1}{4} \sqrt{\frac{\lambda h c}{2\epsilon P_{IN} g_{cr} F_{\text{arm}}}} \left| 1 + i \frac{4 F_{\text{arm}} L c}{c f} \right|$$

(1)

$$\phi_{\text{shot}}(f) = \left( \frac{2\pi}{\lambda} \right) x_{\text{shot}}(f)$$

(2)

where $h$ is Planck’s constant, $c$ is the speed of light, $P_{IN}$ is the power delivered by the laser source, $g_{cr}^2$ is the power recycling gain, $F_{\text{arm}}$ is the finesse of the arm cavities, $\epsilon$ is the input and output efficiency of the interferometer, and $\lambda$ is the laser wavelength. The parameters and efficiency used in the model are given in table 2.

Figure 5: Achieved sensitivity (noise floor) amplitude spectral density for the Livingston (left) and Hanford (right) detectors (——), with expected shot noise limit (- - - -). The Livingston spectrum is from 2010-08-11 06:34 UTC and the Hanford spectrum is from 2010-07-04 08:52 UTC. The estimated uncertainty in the modeled curve is approximately ±15%.

The achieved sensitivity is compared to the expected shot noise limit in figure 5; we find that the observed shot noise limit is consistent with the model. The agreement indicates that there is no significant excess shot noise due to higher-order modes, and the optical gain is as predicted; the benefits of homodyne detection with an OMC are achieved. However, sub-optimal transmission through the OMC due to imperfect mode-matching of the interferometer spatial mode into the OMC and/or increased OMC intra-cavity losses was one of the largest inefficiencies in the Hanford detector, equivalent to a 30% power loss and commensurate 15% increase in shot noise, partially negating the effect of Hanford’s higher input power (see table 2).

7.2. Noise couplings

Noise couplings from the laser and RF oscillator are modified substantially by DC readout[15, 16, 38]. Other noise couplings (of displacement noises, in particular) generally remain the same. These couplings were measured at both Hanford and
Table 2: Interferometer parameters used in the shot noise model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>symbol</th>
<th>H1</th>
<th>L1</th>
</tr>
</thead>
<tbody>
<tr>
<td>input power</td>
<td>$P_{IN}$</td>
<td>20.27 W</td>
<td>11.65 W</td>
</tr>
<tr>
<td>arm cavity pole</td>
<td>$f_c$</td>
<td>83.7 Hz</td>
<td>85.6 Hz</td>
</tr>
<tr>
<td>finesse</td>
<td>$F_{arm}$</td>
<td>224</td>
<td>219</td>
</tr>
<tr>
<td>power recycling gain</td>
<td>$g_{cr}^2$</td>
<td>59</td>
<td>41</td>
</tr>
<tr>
<td>carrier fraction after phase modulation</td>
<td>$J_0(\Gamma)^2$</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>input optics</td>
<td></td>
<td>0.82</td>
<td>0.75</td>
</tr>
<tr>
<td>interferometer mode-matching</td>
<td></td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>output faraday isolator transmission</td>
<td></td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>DC readout pickoff fraction</td>
<td></td>
<td>0.953</td>
<td>0.972</td>
</tr>
<tr>
<td>OMC mode-matching</td>
<td></td>
<td>0.70</td>
<td>0.95</td>
</tr>
<tr>
<td>OMC transmission and PD quantum efficiency</td>
<td></td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>net power efficiency</td>
<td>$\epsilon$</td>
<td>0.42</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Livingston and compared to models.

To model the laser and oscillator noise transfer functions, we used the plane-wave frequency-domain interferometer simulation tool Optickle\[39\]. The simulation includes realistic parameters such as contrast defect and arm cavity finesse imbalance, and also includes the cross-couplings due to the servo control systems. However, the model does not include effects due to mode-matching or higher-order spatial modes.

DC readout also introduces at least two new noise sources: OMC path length fluctuations and beam pointing noise (jitter).

7.2.1. OMC path length noise

Near resonance, the transmission of the OMC is a quadratic function of the intra-cavity optical path length. A change in OMC transmission is indistinguishable from a DARM perturbation; thus OMC path length noise can appear in the readout signal. Because the coupling is quadratic the contribution to the readout depends on the particular spectrum of path length noise. In practice, the dominant contribution tends to be via bilinear upconversion of low-frequency motion. The root-mean-square deviation from resonance was found to be $\sim 75 \times 10^{-15}$ m.

By adding band-limited random noise to the OMC PZT actuator and observing the effect in the transmitted light, and by comparing this coupling to the typical spectrum of the OMC path length error signal, we we estimated that the OMC path length noise contribution to DARM was further than $10\times$ below the noise floor.

7.2.2. Beam jitter

Beam jitter is perhaps the most important new noise source introduced in the DC readout system. The OMC converts motion of the incident beam into amplitude modulation, which pollutes the readout. In the ideal case, this would be a quadratic effect, but the presence of spurious higher order modes introduces both
linear and bilinear contributions. We have several means of controlling the beam jitter contribution to the readout. In practice, we utilize all of them:

- **Remove mechanical resonances and increase isolation.** Several prominent beam-jitter peaks in the readout spectrum were removed by replacing a fixed steering mirror with a suspended one; and by adding additional vertical isolation to the steering mirrors.

- **Cancel the motion.** Motion at the 60 Hz power-line frequency is introduced via magnetic coupling to the magnets used to actuate on the suspended steering mirrors. We implemented a feed-forward correction using signals derived from a magnetometer located just outside the vacuum chamber.

- **Place steering optics where their coupling to beam jitter is small.** Beam propagation geometry can magnify the effects of optic motion to beam motion. For a given amount of optic jitter, the coupling to readout noise can be reduced by proper design of the mode-matching telescope. This constraint is at odds with the desire for maximum controllability of the input beam pointing. In practice the requirement is that sufficient actuation range be provided, and that the optics be well separated in Gouy phase to create a non-degenerate control matrix.

- **Reshape the beam.** Linear beam jitter coupling arises due to the presence of spurious carrier light in the Hermite-Gauss TEM01 mode incident on the mode cleaner; displacement of the beam couples this mode into the fundamental Gaussian TEM00 mode of the mode cleaner cavity. By introducing offsets into the interferometer’s global angular sensing and control (ASC) system\(^{[10]}\), this spurious TEM01 mode can be minimized, reducing the linear sensitivity to beam motion. During Enhanced LIGO this was found to be a highly effective technique, but it was not automated.

An example of the observed beam jitter coupling is shown in figure 6. A prominent spectral line at \(\sim 130\) Hz appears in quadrant photodiode (QPD) signal, indicating relative motion in yaw between the incident beam and the OMC. This line also appears in the signal of the light transmitted through the OMC, indicating some linear coupling of beam jitter to transmission. The transmitted spectrum also contains sidebands around the 130 Hz line at separations of \(\pm 0.875\) Hz and \(\pm 1.6\) Hz which arise due to bilinear coupling.

7.2.3. **Oscillator noises** Although DC readout does not depend directly on the RF oscillator, the RF sidebands are still present in the interferometer (in particular at the output port, before the OMC) and are used to sense other degrees of freedom. Noise on the RF sidebands can couple to DC readout both directly (by off-resonance transmission through the OMC) and indirectly (via cross-couplings from other loops).

Oscillator amplitude modulation (AM) creates a time-varying modulation depth in the phase modulator used to produce the RF sidebands. In the frequency domain, this appears as anti-correlated AM on the carrier and the RF sidebands at the input to
the interferometer. These sidebands around the carrier and around the RF sidebands propagate differently through the interferometer and through the OMC: the sidebands around the carrier are filtered by the coupled cavity pole while those around the RF sidebands are not; conversely, the sidebands around the RF sidebands are strongly attenuated by the OMC while those around the carrier are transmitted. Varying carrier intensity also leads to a displacement noise via radiation pressure acting on the differentially detuned arm cavities. Oscillator phase noise, on the other hand, creates phase modulation sidebands around the RF sidebands, but does not produce any modulation of the carrier.

To measure the couplings of oscillator noises, we temporarily reverted to using a general purpose (IFR 2023A) RF function generator instead of the crystal oscillator as the interferometer’s 25 MHz oscillator. This function generator was configured to impress amplitude and phase modulation during swept-since measurements of the linear transfer functions from amplitude/phase modulation to the DC readout signal.

The results are depicted in figures 7 and 8. We find that the DC readout sensitivity to RF oscillator amplitude and phase noises are reduced by a factor of 10-100 as compared to RF readout. The oscillator amplitude modulation (AM) coupling agrees well with the model. (We do not attempt to model the oscillator phase noise coupling, since it is strongly influenced by effects not modeled by Optickle.)

7.2.4. Laser noises Noise on the laser source appears on both the carrier and the RF sidebands. As in the discussion of oscillator noises, modulation of the carrier is attenuated by the coupled cavity pole while noise around the RF sidebands is attenuated
Figure 7: Oscillator amplitude noise couplings to the gravitational wave readout channel. Solid lines are the results of a frequency-domain, plane-wave model; dotted lines are linear transfer function measurements. Measurements were taken with DARM offsets between $-20$ and $+20$ pm, and with RF readout (L1 only). Color represents the DARM offset, with warm colors for positive offsets and cool colors for negative offsets. Measurements and models for RF readout are in green. The vertical axis is equivalent DARM meters per relative intensity noise ($\delta P/P$) of the RF sideband.
Figure 8: Oscillator phase noise couplings to the gravitational wave readout channel, calibrated in equivalent displacement (meters). All traces are linear transfer function measurements. Measurements were taken with DARM offsets between $-20$ and $+20$ pm, and with RF readout. Color represents the DARM offset, with warm colors for positive offsets and cool colors for negative offsets. Measurements and models for RF readout are in green.
Figure 9: Laser amplitude noise couplings to the gravitational wave readout channel. Solid lines are the results of a frequency-domain, plane-wave model; dotted lines are linear transfer function measurements. Measurements were taken at DARM offsets between $-20$ to $+20$ pm and with RF readout (L1 only). Color represents the DARM offset, with warm colors for positive offsets and cool colors for negative offsets. Measurements and models for RF readout are in green.
Figure 10: Laser frequency noise couplings to the gravitational wave readout channel. Solid lines are the results of a frequency-domain, plane-wave model; dotted lines are linear transfer function measurements. Measurements were taken with DARM offsets of ±20, ±10, ±5 pm at L1 and ±10 pm at H1. Color represents the DARM offset, with warm colors for positive offsets and cool colors for negative offsets.
by the OMC. Amplitude noise couples directly to DC readout, while frequency noise must be converted to AM by asymmetries in the interferometer to couple to the readout.

To measure the coupling of laser intensity noise, the intensity of the laser source was modulated by driving the error point of the laser intensity stabilization servo. The coupling of laser frequency noise to the readout was measured by driving the error point of the common mode servo (CARM), which nulls the mismatch between the laser frequency and the average of the two arm lengths by actuating on the laser frequency. We calibrate the CARM sensor by injecting a sinusoidal excitation into the drive to one of the end mirrors. By measuring the response in both CARM and DARM and compensating for the suppression due to the feedback control system, the DARM calibration is ported to CARM, which is then be converted from meters to Hz using the relation \( \delta L/L = \delta \nu/\nu \) with \( L = 3995 \) m and \( \nu = c/\lambda \).

The measured intensity noise and frequency noise transfer functions are depicted in figures 9 and 10, respectively. In both cases, the observed coupling is much greater than the model predicts. This coupling may be due in part to residual transmission of higher order spatial modes from imperfect alignment of the interferometer output beam to the OMC; carrier light in these higher order spatial modes does not resonate in the arms and thus is not attenuated by the coupled-cavity pole. Further evidence that this coupling is dominated by contributions due to higher-order modes is that it changed significantly between two measurements made a few months apart. The higher-order mode content is highly dependent on the thermal state of the interferometer and its coupling to DC readout depends on the alignment of the output beam into the OMC.

8. Conclusion

The Enhanced LIGO experiment has validated the DC readout scheme as a low-noise readout system scalable to high-power operation and alleviating some of the troubles experienced with RF readout. We have shown that the shot-noise-limited sensitivity achieved with DC readout is consistent with expectations, and presented measurements of laser and oscillator noise couplings to the gravitational wave channel. These couplings are generally much better with DC readout than with RF readout. We find that a simple plane wave model is not adequate to explain the laser noise couplings; future work should utilize a more complex model incorporating the effects of higher order spatial modes.
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