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ABSTRACT

A weakly nonlinear fluid wave propagating within a star can be unstable to three-wave interactions. The resonant parametric instability is a well-known form of three-wave interaction in which a primary wave of frequency $\omega_a$ excites a pair of secondary waves of frequency $\omega_b + \omega_c \approx \omega_a$. Here we consider a nonresonant form of three-wave interaction in which a low-frequency primary wave excites a high-frequency $p$-mode and a low-frequency $g$-mode such that $\omega_b + \omega_c \gg \omega_a$. We show that a $p$-mode can couple so strongly to a $g$-mode of similar radial wavelength that this type of nonresonant interaction is unstable even if the primary wave amplitude is small. As an application, we analyze the stability of the tide in coalescing neutron star binaries to $p$-$g$ mode coupling. We find that the equilibrium tide and dynamical tide are both $p$-$g$ unstable at gravitational wave frequencies $f_{gw} \gtrsim 20$ Hz and drive short wavelength $p$-$g$ mode pairs to significant energies on very short timescales (much less than the orbital decay time due to gravitational radiation). Resonant parametric coupling to the tide is, by contrast, either stable or drives modes at a much smaller rate. We do not solve for the saturation of the $p$-$g$ instability and therefore we cannot say precisely how it influences the evolution of neutron star binaries. However, we show that if even a single daughter mode saturates near its wave breaking amplitude, the $p$-$g$ instability of the equilibrium tide will: (i) induce significant orbital phase errors ($\Delta \phi \gtrsim 1$ radian) that accumulate primarily at low frequencies ($f_{gw} \lesssim 50$ Hz) and (ii) heat the neutron star core to a temperature of $T \sim 10^{10}$ K. Since there are at least 100 unstable $p$-$g$ daughter pairs, $\Delta \phi$ and $T$ are potentially much larger than these values. Tides might therefore significantly influence the gravitational wave signal and electromagnetic emission from coalescing neutron star binaries at much larger orbital separations than previously thought.

Subject headings: binaries: close – hydrodynamics – gravitation – stars: interiors – stars: neutron – stars: oscillations – waves

1. INTRODUCTION

In the standard theory of stellar oscillations, one solves the linearized fluid equations with the assumption that the waves that propagate within a star do not interact with each other. However, in some stars internal waves are driven to such large amplitudes that the linear approximation becomes invalid. Examples of systems in which nonlinear wave interactions can be important include close binaries (Kumar & Goodman 1996, Goodman & Dickson 1998, Barker & O'Leary 2010, Weinberg et al. 2012), the sun (Kumar & Goldreich 1989), white dwarfs (Wu & Goldreich 2001), RR Lyrae (Molnár et al. 2012), and neutron stars that are either newly formed (Weinberg & Quataert 2008) or rapidly rotating (Arras et al. 2003).

As long as the nonlinearities are not too strong, the wave interactions can be described using a perturbative approach. At the lowest nonlinear order, the interactions involve three-wave couplings in which a large amplitude parent wave $a$ excites pairs of daughter waves ($b, c$). These interactions often occur as a resonant parametric instability in which the parent’s (possibly driven) oscillation frequency $\omega_a$ nearly equals the sum of the daughters’ natural oscillation frequency $\omega_b + \omega_c$ (see e.g., Hasselmann 1967). The studies cited above exclusively considered such resonant interactions between parents and daughters. Here we consider the stability of nonresonant interactions among strongly coupled waves.

The nonlinear coupling strength is sensitive to the spatial structure of the waves. For three-wave interactions, the coupling strength is parametrized by the coupling coefficient $\kappa_{abc}$. The magnitude of $\kappa_{abc}$ is largest in regions where the radial wavenumbers satisfy $|k_b - k_c| \lesssim k_a$, the usual condition for momentum conservation; otherwise, the waves are incoherent and their spatial oscillations tend to cancel out the interaction (Wu & Goldreich 2001, Weinberg et al. 2012, hereafter WAQB). Thus, $\kappa_{abc}$ can be large for even long wavelength parents if $k_b \approx k_c$. For waves of high radial order and low angular degree, the dispersion relation is $k \sim \omega/c_s$ for high-frequency acoustic waves ($p$-modes) and $k \sim N/\omega r$ for low-frequency internal gravity waves ($g$-modes; here $c_s$ is the adiabatic sound speed, $\Lambda^2 = \ell (\ell + 1) + \ell \Lambda$ is the angular degree, $N$ is the Brunt-Väisälä frequency, and $r$ is the radial coordinate). There are therefore three ways to satisfy $k_b \approx k_c$ at a given radius: (i) the daughters are both $g$-modes and $\Lambda_b \omega_b \approx \Lambda_c \omega_c$; (ii) the daughters are both $p$-modes and $\omega_b \approx \omega_c$, or (iii) one daughter is a $p$-mode and the other is a $g$-mode and

$$\omega_b \omega_c \approx \Lambda_c N c_s / r,$$  \hspace{1cm} (1)
where we took $b$ to be the $p$-mode and $c$ to be the $g$-mode. In cases (i) and (ii), the three waves can satisfy the nonlinear resonance condition if $\omega_a \simeq \omega_c \simeq \omega_b/2$. In case (iii), $\omega_b \gg \omega_a$, and the resonance condition cannot be satisfied (assuming that $\omega_a < \omega_c$; e.g., the parent is a $g$-mode or linearly driven by a tide). We will show that $p$-modes can couple so strongly to $g$-modes that such nonresonant interactions can, nonetheless, be unstable even for relatively small amplitude parent waves.

The primary application of $p$-$g$ mode coupling that we consider in this paper is in the context of tides in coalescing neutron star-neutron star (NS-NS) and neutron star-black hole (NS-BH) binaries. These binaries are the most promising sources for ground-based gravitational wave observatories such as LIGO and VIRGO (Cutler & Thorne 2002). Within the next few years, advanced versions of these detectors should be taking data with sufficient sensitivity that they will detect the first gravitational wave signature of a compact-binary coalescence (Abadie et al. 2010). Extracting the signal from detector noise requires accurate theoretical templates and thus a precise understanding of the gravitational waveform. If a phase error of even $\approx 1$ radian accumulates over the final $\approx 10^4$ orbits, it can significantly decrease the source detectability (Cutler et al. 1993).

Tidal interactions extract energy (and angular momentum) from the orbit and, depending on the nature and rate of the internal dissipation, deposit it within the star as some combination of mode and thermal energy (and mode and spin angular momentum). As a result, tidal interactions in NS binaries modify the rate of inspiral and lead to phase shifts in the gravitational waveform that may affect source detectability if sufficiently large and unaccounted for by the NS-NS and NS-BH models (Bildsten & Cutler 1992, Kochanek 1992). Conversely, tide-induced phase shifts may encode highly sought information about the NS equation of state (Flanagan & Hinderer 2008, Hinderer et al. 2010).

As the NS inspirals, tides induce a large scale distortion of the star (referred to as the equilibrium tide) and also excite resonant oscillation modes (the dynamical tide). Although the equilibrium tide stores considerable energy, if its dissipation is determined entirely by linear processes, it does not significantly affect the orbit (Bildsten & Cutler 1992, Lai 1994). The dynamical tide was first studied in non-rotating NSs, where the resonant modes are $g$-modes with frequency $\lesssim 100$ Hz (Reisswig & Goldreich 1994, Lai 1994). These studies found that while the effect on the gravitational waveform is small, linear dissipation of the excited $g$-modes can heat the NS core to a temperature of $\sim 10^8$ K. Furthermore, rapid rotation can strongly enhance the tidal effects and lead to the excitation of $r$-modes and inertial waves, resulting in phase shifts of $0.1$ to $\gg 1$ radians (Ho & Lai 1999, Lai & Wu 2006, Flanagan & Raccial 2007). However, the required spin frequencies are higher than is thought to be likely for NS-NS binaries.

All of these studies ignored nonlinear interactions and instead assumed that linear theory is valid at gravitational wave frequencies $f_{gw} \lesssim 400$ Hz. Some of the studies argue that because the amplitude of the tidal perturbations are $\lesssim 1\%$ of the NS radius at these frequencies, the linear approximation should be valid. However, the validity of the linear approximation depends on more than just the amplitude of the perturbations; it also depends on the strength of the nonlinear coupling $\kappa_{abc}$ between the primary perturbation and other modes within the star, and the individual properties of those modes such as their frequency and linear damping rates. As a result, even if the perturbation amplitude is $\lesssim 1\%$ of the stellar radius, it is potentially unstable to nonlinear wave interactions. Indeed, we will show that by the time a binary first enters LIGO’s bandpass ($f_{gw} \approx 20$ Hz), the equilibrium and dynamical tides are unstable to nonlinear three-wave interactions. These instabilities drive rapidly growing, short wavelength modes and can potentially lead to significantly enhanced tidal dissipation relative to linear theory predictions.

The structure of the paper is as follows. In §2 we carry out a stability analysis of $p$-$g$ mode coupling for a linearly driven parent wave. In §3 we calculate the strength of $p$-$g$ mode coupling in NSs. In §4 we show that coalescing NS binaries are subject to the $p$-$g$ mode coupling instability (PGI), with the equilibrium tide and dynamical tide serving as parent waves that drive the daughters. We also evaluate the stability of the tide to the resonant parametric instability. In §5 we estimate how the PGI might influence the orbit and tidal heating of coalescing NS binaries. We conclude in §6 and briefly discuss the potential influence of the PGI in systems other than NS binaries.

2. STABILITY OF $p$-$g$ MODE COUPLING

Consider a linearly driven parent $a$ that is coupled to a daughter pair $(b,c)$. To lowest nonlinear order, the amplitude equations take the form (see, e.g., Schenk et al. 2002 and WAQB)

$$\ddot{q}_a + \gamma_a \dot{q}_a + \omega_a^2 q_a = \omega_a^2 [U_a(t) + \kappa_{abc} q_b q_c^*]$$

$$\ddot{q}_b + \gamma_b \dot{q}_b + \omega_b^2 q_b = \omega_b^2 \kappa_{abc} q_a q_c^*$$

$$\ddot{q}_c + \gamma_c \dot{q}_c + \omega_c^2 q_c = \omega_c^2 \kappa_{abc} q_a q_b^*$$

where the $q$’s are complex mode amplitudes, the $\gamma$’s are linear damping rates, and $\kappa_{abc}$ is complex and nonvanishing. Furthermore, even a $1\%$ of $\omega_a$ parent implies that the static equilibrium is unstable to small perturbations (as in a Rayleigh-
bility has the features of what [4] refer to as an amplitude instability.

Here the amplitude equations are second order in time whereas in WAQB they are first order in time. This is because here we adopt a configuration space mode expansion of the form \( \xi = \sum q_a \xi_a \), where \( \xi \) is the Lagrangian fluid displacement and the sum is over all modes. WAQB instead adopt a phase space mode expansion of the form \( \xi = \sum q_a (\xi_a - i \omega_a \xi_a) \) where the sum is over all modes and their complex conjugate. Both forms of the amplitude equations are, of course, valid and describe the same physics (see Appendix C in [5]).

By contrast with the non-resonant case, resonant daughters \((\omega_b + \omega_c \approx \omega)\) are unstable if

\[
|q_a| \gtrsim \frac{\gamma_b \gamma_c}{|\kappa_{abc}| |\omega| \omega_c} \left[ 1 + \frac{\Delta^2}{(\gamma_b + \gamma_c)^2} \right]^{1/2},
\]

where \( \Delta = \omega_b + \omega_c - \omega \) is the detuning (see, e.g., Nishikawa [1968] WAQB). If \( |\Delta| \lesssim \gamma_b, \gamma_c \ll |\omega| \), the factor multiplying \( |\kappa_{abc}|^{-1} \) in the above equation is \( \ll 1 \). Nonetheless, if the non-resonant \( \kappa_{abc} \) is much larger than the resonant \( \kappa_{abc} \), the non-resonant instability can have a lower amplitude threshold. This is indeed the case in coalescing NS binaries: in §2 we show that the equilibrium tide couples to a \((p, g)\) daughter pair with \( \sim 10^8 \) times greater strength than it couples to a resonant daughter pair (independent of orbital frequency). As a result, the equilibrium tide is unstable for the PGI but not the resonant parametric instability.

Note that the resonant instability criterion derived in WAQB (eq. 7) does not reduce to the non-resonant criterion (eq. 9) in the limit \( \Delta \to \omega_b \). In deriving the resonant criterion, WAQB only accounted for the sum over modes and not their complex conjugate; as a result, equation (7) is only accurate for nearly resonant daughter modes \( \omega_b + \omega_c \approx \omega \).

We illustrate the PGI in Figure 1 by numerically solving equations (2)–(4) for a non-resonant, unstable three-wave system. The modes are each given different initial conditions (amplitudes, phases, etc.). We find that the instability is not sensitive to the initial conditions and that the daughters quickly attain similar amplitudes \( |q_b| \approx |q_c| \) once the nonlinear coupling terms dominate the linear terms.

Near the instability threshold \( |q_b| \sim |\kappa_{abc}|^{-1} \) and the linear terms are comparable in magnitude to the second-order nonlinear terms (left and right hand side of eqs. 2–4), respectively. One might therefore wonder whether higher-order terms, which we neglect, are in fact important near threshold (or even whether perturbation theory is breaking down). We show in §3.4 that this is not the case.

3. STRENGTH OF \( p-g \) MODE COUPLING

The possible types of \( p-g \) couplings include those with \((p, g)\) daughter pairs

\[
\text{g:pg, p:pg, tide:pg},
\]

Taylor instability. Note, however, that we do not consider \( \omega = 0 \) parents in this paper; even the equilibrium tide is time-dependent (e.g., the \( \ell = 2, m = \pm 2 \) harmonic oscillates at \( f_{gw} \)).

Fig. 1.— Amplitude evolution of a three-wave system in which a parent mode \( a \) (upper solid line) is linearly driven at a frequency \( \omega \) and is coupled to a pair of daughters \((b, c)\), where \( b \) is a \( p \)-mode (dashed line) and \( c \) is a \( g \)-mode (lower solid line). Time is shown in units of \( 2\pi/\omega \). The parameters of the system are \( \kappa_{abc} = 10^7 \), \( \psi_a = 3 \times 10^{-9} \), and in units of \( \omega \), \( (\omega_a, \gamma_a) = (1.005, 0.01) \), \( (\omega_b, \gamma_b) = (10^8, 1.0) \), \( (\omega_c, \gamma_c) = (0.7, 0.3) \). The modes are given initial amplitudes of \( \log |q| = -10, -14, -12 \), respectively. As the parent approaches its linear amplitude of \( 2 \times 10^{-7} \), it crosses the amplitude \( \kappa_{abc}^{-1} \) (dotted line), and the daughters, which initially decay, become unstable and grow at a rate \( \Gamma_{bc} \approx \omega_b |\kappa_{abc}| q_b \).

and those with \((p, p)\) or \((g, g)\) daughter pairs

\[
g:p:p, \quad p:g,\]

where \( a : bc \) denotes the coupling of a parent \( a \) to a daughter pair \((b, c)\) with modes types \( p \), \( g \), or a tide (equilibrium or dynamical; we also show results for \( f \)-mode parents). First consider the couplings involving \((p, g)\) daughter pairs. As described in §1 the constraint \( |k_b - k_c| \lesssim k_a \) implies that their frequencies must satisfy \( \omega_b \omega_c \approx \Delta \nu C_{bc}/r \). The spatial extent of the coupling region, and therefore the magnitude of \( \kappa_{abc} \), depends on how rapidly \( \Delta \nu C_{bc}/r \) varies with radius. In stellar cores, often \( N \propto r \) and \( C_s \propto \text{const} \) and the modes couple well throughout the core. The coupling can be particularly strong in stars with large cores, such as NSs and white dwarfs. In Figure 2 we show the structure of a \( M = 1.4M_\odot \) \((r \approx 11.7 \text{ km})\) NS assuming the Skyrme Lyon (SLy4) equation of state [6].

We find that \( \Delta \nu C_{bc}/r \) is nearly constant over a large region \((0 < r \lesssim 0.6R)\), which we expect is a feature of any NS equation of state (although the magnitude of \( \Delta \nu C_{bc}/r \) will depend somewhat on the equation of state; see §3.3).

A NS can support various types of oscillation modes, including \( p \)-modes and \( g \)-modes. The buoyancy that allows core \( g \)-modes to propagate is either thermally

\[3\] The model, including the crust, was kindly provided to us by A. Steiner. The \( p \)-mode and core \( g \)-mode that we consider couple in a region deep below the crust (see Fig. 3). Our results are therefore not sensitive to the detailed properties of the crust and for simplicity we assume that the NS is a completely fluid body and that \( N^2 = 0 \) in the crust (the outer \( \approx 1 \text{ km} \) of the NS).
induced (McDermott et al. 1988; Gusakov & Kantor 2012) or due to proton-neutron composition gradients (Reisenegger & Goldreich 1992). Here we focus on the latter and assume a normal fluid NS. Note, however, that at temperatures $T \lesssim 10^9$ K, the bulk of the NS interior is expected to be a superfluid. The seismology of a superfluid NS can differ significantly from those of a normal fluid NS. In particular, the core of a zero temperature superfluid NS does not appear to support propagating $g$-modes (Lee 1995; Andersson & Comer 2001). However, the core of a finite temperature superfluid NS does support propagating $g$-modes (Gusakov & Kantor 2012), albeit with properties that are sensitive to the equation of state, the core temperature, and the model of nucleon superfluidity. Given the uncertainties and difficulties associated with modeling $g$-modes in a finite temperature superfluid core, we assume, for simplicity, a normal fluid NS whose core $g$-modes are similar to those described in Reisenegger & Goldreich (1992) and Lai (1994; and like these studies, we ignore general relativistic effects on the oscillations). Nonetheless, it is important to keep in mind that the results we present might be sensitive to superfluid effects. We briefly return to this topic in the conclusions (§ 6).

In Figure 2 we show eigenfunctions of our NS model for a $(p, g)$ daughter pair that satisfy equation (1) in the core. (We normalize the eigenvectors $\mathbf{a}$ as $\omega_0^2 \int d^3x \exp(\mathbf{a})^2 = E_0$, where $\rho$ is the stellar density and $E_0 = GM^2/R$.) Because their wavelengths match over such a large region ($r \lesssim 0.6R$), the coupling between the modes is very strong. In Figure 3 we show the coupling of this pair to the equilibrium tide, $\kappa_{bc}^{(eq)}$, and in Figure 4 we show their coupling to an eigenmode parent, $\kappa_{abc}$, for parents that range from high-order $g$-modes to the $f$-mode to low-order $p$-modes (we calculate the coupling coefficients using the expressions given in WAQB; see also § 3.1 below). Because the $p$-$g$ coupling occurs well-below the crust (which resides at $r > 0.9R$), we do not expect it to be sensitive to the properties of the crust.

Since $\kappa_{abc}$ is symmetric in $abc$, if $g:pg$ coupling can be strong then $p:gg$ coupling can also be strong. For $p:gg$ coupling, the constraint $|k_p - k_g| \lesssim k_a$ implies that the daughter frequencies must satisfy $\tilde{\omega}_g \simeq \lambda_{bc} \tilde{\omega}_c$ (unlike with a $(p, g)$ daughter pair, the daughter and parent wavelengths do not need to be equal). Figure 3 shows $\kappa_{abc}$ for a self-coupled $g$-mode daughter coupled to a $p$-mode parent and demonstrates that $p:gg$ coupling can indeed be strong. While there may be stellar systems where $p:gg$ coupling is important, for the remainder of the paper we focus on parent waves that are either $g$-modes or a tidal perturbation, and therefore we do not further consider $p:gg$ coupling. We also do not consider the coupling of the equilibrium tide to the dynamical tide and a $p$-mode even though it is a form of $p$-$g$ coupling (since the dynamical tide is effectively a driven $g$-mode). WAQB showed that such coupling could lead to a linear-like steady-state driving of the $p$-mode (see WAQB’s section 9 and Appendix B.3); it is therefore very different from the nonlinear exponential driving that characterizes the PGI. Finally, for reasons given in § 3.1 we find that $g:pp$ and $p:pg$ coupling are much weaker than the other types of $p$-$g$ coupling.

We now describe the properties of the $p$-$g$ coupling coefficient in more detail. In § 3.2 we present an analytic estimate of $\kappa_{abc}$, in § 3.3 we apply this estimate to the NS model, and in § 3.4 we discuss the influence of the NS equation of state on the coupling strength. In § 3.5 we explain why nonlinear terms beyond second-order in perturbation theory are not necessarily significant at the
3.1 Properties of $\kappa_{abc}$

To see how $\kappa_{abc}$ depends on the stellar and mode parameters, assume that the daughters are short wavelength, low degree modes. For a $(b,c) = (p,g)$ daughter pair, this implies that in the propagation regions $b_r \gg b_h$ and $c_r \ll c_h$, where the subscript $r$ and $h$ refer to the radial and horizontal displacement,

$$
(b_r, b_h) \simeq \frac{A_b}{\omega_b} \left( \cos \phi_b, \frac{c_s \sin \phi_b}{\omega_b r} \right), \quad (8)
$$

$$
(c_r, c_h) \simeq \frac{A_c}{\omega_c} \left( \frac{\omega_r \sin \phi_c}{N}, \frac{\cos \phi_c}{\Lambda_c} \right), \quad (9)
$$

where $\phi_{b,c} \sim k_{b,c} r$ is the rapidly varying phase, $A_{b,c} = [E_0 \alpha_{b,c}/\rho r^2]^{1/2}$, $\alpha_b = c_s^{-1} (\int c_s^{-1} dr)^{-1}$, and $\alpha_c = (N/r) (\int N d \ln r)^{-1}$ (see, e.g., Aerts et al. 2010). An ordering of terms in WAQB’s final expression for $\kappa_{abc}$ (lines A55-A62) reveals that their lines A60-A61 dominate and thus

$$
\frac{d\kappa_{abc}}{d \ln r} \simeq \frac{\rho r^2}{E_0} \frac{F_b \omega_b^2}{\Lambda_c (a_r - a_h)} b_r c_h \approx \frac{F_b (\alpha_b \alpha_c)^{1/2}}{\Lambda_c} (a_r - a_h) \frac{\omega_b}{\omega_c} \cos \phi_b \cos \phi_c, \quad (10)
$$

where $F_b$ is an angular integral (see A21 in WAQB). Angular momentum conservation requires that the modes satisfy the selection rules $|\ell_b - \ell_c| \leq \ell_b + \ell_c$. From equations (11) and (12)

$$
\frac{d\kappa_{abc}}{d \ln r} \bigg|_{r_a} \approx \frac{0.01 F_b}{\Lambda_c} \left( \frac{M}{\rho R^2} \right)^{1/2} \left( \frac{\omega_b}{\omega_a} \right)^2 \left( \frac{\omega_b}{200 \omega_0} \right)^2 \left( \frac{f_0}{100 \text{ Hz}} \right)^{-2} \approx 5 \times 10^{-5} \left( \frac{\omega_b}{200 \omega_0} \right)^2 \left( \frac{f_0}{100 \text{ Hz}} \right)^{-2} \quad (13)
$$

This expression agrees well with the magnitude and $\omega^{-2}$ scaling of the full $\kappa_{abc}$ integration (see Figure 1).

If the parent is the equilibrium tide,

$$
ar_r \simeq \frac{GM}{g R} \left( \frac{r}{R} \right)^{\ell_b}, \quad a_{h} \simeq \left( \frac{\chi + 2}{\Lambda_a} \right) a_r, \quad (14)
$$

where $g$ is the gravity and $\chi \approx \ell_b - \partial \ln g / \partial \ln r$ (see equations A12 and A13 in WAQB; although we include the gravitational perturbation due to the equilibrium tide in the full numerical calculations, we ignore it in the analytic estimates below because it is a small effect). In the NS core $g \approx 4 \pi G \rho / 3$ and for $\ell_b = 2$ and equal wavelength daughters we find from equations (11) and (12)

$$
\frac{d\kappa_{bc}}{d \ln r} \bigg|_{r_a} \simeq 3 \times 10^4 \left( \frac{\omega_b}{200 \omega_0} \right)^2 \left( \frac{r}{R} \right) \quad (15)
$$

The coupling scales linearly with $r$ in the region where the daughter wavelengths match, in good agreement with the full $\kappa_{bc}$ calculation (see Figure 3).

§ 3.2 we describe the physics that determines $\omega_{b,\text{max}}$ and $\omega_{c,\text{min}}$ for a NS.

For $g : pp$ coupling, $\kappa_{abc} \propto \omega_{b}^2 b_c^2$ (we took $b = c$ because the interaction is maximized for self-coupled daughters) while for $g : pg$ coupling of equal wavelength daughters, $\kappa_{abc} \propto \omega_{b}^2 b_c c_h$ (see eq. (11)). Since $b_h / c_h \sim \omega_c / \omega_b$, $g : pp$ coupling is weaker than $g : pg$ coupling by the ratio of the g-mode to p-mode frequency; by symmetry, the same argument applies to $p : pg$ coupling. Because they are so much weaker, we do not further consider $g : pp$ and $p : pg$ coupling.

3.2 Neutron star core

As Figure 2 shows, for $r \lesssim 0.5 R$ of the SLy4 NS model, $\rho \approx 10^{15} \text{ g cm}^{-3}$, $N/r \approx 0.06 \omega_0 / R$, and $c_s \approx 1.5 R \omega_0$, where $\omega_0 = (GM/R^3)^{1/2} \approx 1.07 \times 10^4 \text{ rad s}^{-1}$ is the dynamical frequency. Furthermore, we find $\alpha_b \approx 0.6/R$ and $\alpha_c \approx 0.4/R$. By equation (11), this implies that the p-mode and g-mode wavelengths are approximately equal if

$$
\omega_b \approx \frac{\Lambda_c N c_s}{\rho c_g} \approx 90 \Lambda_c \left( \frac{10^{-3} \omega_0}{\omega_c} \right) \omega_0. \quad (12)
$$

This relation will inform our choice of $\omega_b / \omega_c$ in the estimates below.

For a high-order g-mode parent coupled to a $(p,g)$ daughter pair with matched wavelengths, the coupling occurs near the parent’s inner turning point $r_a \approx (\omega_b / 0.06 \omega_0) R$, i.e., the location where $\omega_b \approx N$. This is because the product of all three waves is largest and nearly constant near $r_a$. From equations (11) and (12) we find that at $r_a$,

$$
\frac{d\kappa_{abc}}{d \ln r} \bigg|_{r_a} \approx \frac{0.01 F_b}{\Lambda_c} \left( \frac{M}{\rho R^2} \right)^{1/2} \left( \frac{\omega_b}{\omega_a} \right)^2 \left( \frac{\omega_b}{200 \omega_0} \right)^2 \left( \frac{f_0}{100 \text{ Hz}} \right)^{-2} \quad (13)
$$

This expression agrees well with the magnitude and $\omega^{-2}$ scaling of the full $\kappa_{abc}$ integration (see Figure 1).

If the parent is the equilibrium tide,

$$
ar_r \simeq \frac{GM}{g R} \left( \frac{r}{R} \right)^{\ell_b}, \quad a_{h} \simeq \left( \frac{\chi + 2}{\Lambda_a} \right) a_r, \quad (14)
$$

where $g$ is the gravity and $\chi \approx \ell_b - \partial \ln g / \partial \ln r$ (see equations A12 and A13 in WAQB; although we include the gravitational perturbation due to the equilibrium tide in the full numerical calculations, we ignore it in the analytic estimates below because it is a small effect). In the NS core $g \approx 4 \pi G \rho / 3$ and for $\ell_b = 2$ and equal wavelength daughters we find from equations (11) and (12)

$$
\frac{d\kappa_{bc}}{d \ln r} \bigg|_{r_a} \simeq 3 \times 10^4 \left( \frac{\omega_b}{200 \omega_0} \right)^2 \left( \frac{r}{R} \right) \quad (15)
$$

The coupling scales linearly with $r$ in the region where the daughter wavelengths match, in good agreement with the full $\kappa_{bc}$ calculation (see Figure 3).
The coupling strength is near the maximum values given by equations (13) and (15) as long as $|k_b - k_c| \lesssim k_a$. Numerically, we find that high-order $p$- and $g$-modes satisfy the dispersion relations $\omega_b \simeq 2\omega_0 n_b$ and $\omega_c \simeq 0.035\omega_0\Lambda_c/n_c$. It follows that within the NS core, $|k_b - k_c| \lesssim 2\pi/R$ for $|n_b - n_c|$ less than a few; thus, since the lengthscale of the equilibrium tide is $\sim R$, for each $p$-mode, there are a few $g$-modes for which $\kappa_b^{(eq)}$ is close to the maximum value. As we describe in §4 one must account for this effect when determining how many modes are unstable to the PGI.

What is the maximum value of $\omega_b/\omega_c$ for which equations (13) and (15) are valid? In §4 we show that the PGI requires that the $p$-modes (but not the $g$-modes) form standing waves. We therefore argue that $\omega_{b,\text{max}}$ is set by the acoustic cutoff frequency of the NS atmosphere $\omega_{ac} \simeq c_s/2H_\rho$, where $H_\rho$ is the density scale height. For $\omega_b > \omega_{ac}$, acoustic waves do not reflect at the stellar surface and form standing waves. In Appendix C we show that for a cold NS, $\omega_{ac} \simeq 200\rho_4^{-0.3}\omega_0$, where $\rho_4 = \rho/10^4$ g cm$^{-3}$. At temperatures $T \sim 10^8$ K and densities $\rho \lesssim 10^2$ g cm$^{-3}$, ideal gas pressure dominates and $\omega_{ac} \approx 1000\omega_0$. We therefore expect the NS acoustic cutoff frequency to lie somewhere in the range $100 \lesssim \omega_{ac}/\omega_0 \lesssim 1000$.

Linear damping can also potentially limit the maximum value of $\omega_b/\omega_c$. In particular, if the $p$-mode linear damping rate exceeds the reciprocal of its round-trip travel time between turning points, $t_{\text{travel}} \simeq 2\int dr/c_s \approx 2/\omega_0$, it will decay before reflecting and forming a standing wave (see, e.g., Goodman & Dickson 1998). In Appendix C we calculate the linear damping rate of modes and show that for $\omega_b < \omega_{ac}$, the linear damping rate $\gamma_b \ll t_{\text{travel}}^{-1}$. (Although the PGI does not require the $g$-mode to form a standing wave, we note that $\gamma_c < t_{\text{travel}}^{-1}$ for low-degree $g$-modes with frequency $\omega_c \gtrsim 10^7\omega_0$, where here $t_{\text{travel}} \approx 2(\Lambda_c/\omega_b^2)\int N d\ln r$.) Moreover, for low-degree modes that are unstable to the PGI (such as those shown in Figures 3 and 1), we find $\gamma_{b,c} \ll \omega_{b,c}$ and thus the modes are well-described by the adiabatic stellar oscillation equations. We therefore conclude that for a $(p, g)$ daughter pair with nearly equal wavelengths (i.e., satisfying eq. (12)), the maximum value of $\omega_b/\omega_c$ is

$$\max \left( \frac{\omega_b}{\omega_c} \right) \approx 4 \times 10^4 \Lambda_c^{-1} \left( \frac{\omega_{ac}}{200\omega_0} \right)^2. \quad (16)$$

This result motivates taking $\omega_b = 200\omega_0$ as a reference value in equations (13) and (15).

### 3.3. Influence of the equation of state on $\kappa_{abc}$

We base our calculations of $\kappa_{abc}$ on a single type of nuclear equation of state (SLy4). While SLy4 is consistent with all current observational constraints (Steiner et al. 2010), our choice is otherwise arbitrary; ideally we would like to compute $\kappa_{abc}$ for different equations of state. Unfortunately, most microscopic calculations of high-density nuclear matter do not provide sufficient details to enable calculation of the buoyancy $N \propto c_s^2 - c_e^2$ and therefore $\kappa_{abc}$. In particular, they often provide the equilibrium sound speed $c_e$ but not the adiabatic sound speed $c_s$, where adiabatic in this context implies constant composition (Reisenegger & Goldreich 1992; Lai 1994).

Although we do not have a precise estimate of $N$ for other equations of state, we believe that the results for SLy4 are representative. Reisenegger & Goldreich (1992) showed that in a NS core $N \approx (x/2)^{1/2} g/c_s$, where $x$ is the proton fraction. Because $\rho$ is nearly constant over a large fraction of the core, $x^{1/2}$ and $c_e \approx c_s$ change very little with $r$ while $g \propto r$ (between the stellar center and $r \approx R/2$). Therefore, for any equation of state, we expect $N c_s/r$ to be nearly constant over a large portion of the star, i.e., similar to what is shown in Figure 2. This implies that the $p$-mode and $g$-mode wavelengths can be equal over a large region, allowing for a strong nonlinear coupling. Furthermore, based on the discussion in Reisenegger & Goldreich (1992) and the SLy4 results, we expect the overall magnitude of $N c_s/r$ to be within a factor of a few of the SLy4 value for any viable equation of state. Because $N c_s/r$ determines the ratio $\omega_b/\omega_c$ and thus $\kappa_{abc}$ (see eqs. (11) and (12)), we conclude that most equations of state likely yield qualitatively similar $p$-$g$ coupling results.

### 3.4. Higher-order $p$-$g$ coupling

We approximate the fitting function to extract $N$ from the four microscopic equations of state of Wiringa et al. (1988). Figure 3 in Lai (1994) shows that all four yield high-order $g$-mode frequencies that are within a factor of two of each other for a given radial order. Moreover, three of the four have $g$-mode frequencies almost exactly equal to that of the SLy4 model (cf., the $g$-mode dispersion relation given in §5). Since $\omega_c \propto N$, this suggests that $N$ is likely within a factor of $\approx 2$ of the same value in all five equations of state.
As noted in §2 at the PGI threshold the linear terms are comparable in magnitude to the lowest order \( (n = 2) \) nonlinear terms. Since the standard ordering of terms does not apply when going from \( n = 1 \) to \( n = 2 \), one might wonder whether it is valid to neglect \( n > 2 \) terms. By carrying out a rough estimate of the magnitude of the \( n = 3 \) terms, we now show that higher-order terms are unlikely to be important near threshold.

At order \( n = 3 \), the amplitude equation of a daughter mode \( b \) includes four-wave coupling terms of the form \( \kappa_{bde}q^a_iq^d_iq^e_i \), where \( \kappa_{bde} \) is the four-wave coupling coefficient. The amplitude equations of the other modes include analogous four-wave terms. There are four types of four-wave couplings to consider: (i) \( a \notin \{d,e,f\} \), (ii) \( a = d \notin \{e,f\} \), (iii) \( a = d = e \neq f \), (iv) \( a = d = e = f \). The last two cases correspond to a self-coupled parent.

Because we are interested in assessing whether higher-order terms influence the onset of the instability, we assume the parent is at its initial, linear amplitude and the daughter amplitudes are infinitesimal (as in the stability analysis of §2).

In cases (i) and (ii), the \( n = 3 \) term in the amplitude equation contains the product of three daughter amplitudes and two daughter amplitudes, respectively, whereas the \( n = 2 \) term contains only a single daughter amplitude. Since the daughter amplitudes are infinitesimal, the case (i) and (ii) \( n = 3 \) terms will necessarily be negligible compared to the \( n = 2 \) terms at threshold; therefore they cannot prevent the onset of the \( p-g \) instability (they might influence the saturation, however; see §5).

In case (iii), the \( n = 3 \) term contains the product of two parent amplitudes \( q^a_i \), whereas the \( n = 2 \) term contains a single parent amplitude \( q^a_i \). However, the argument used in cases (i) and (ii) does not immediately apply because the parent amplitude is finite at threshold. Instead, to determine whether \( n = 3 \) terms are important near threshold, we need to determine if \( |q_a\kappa_{aabf}| > |\kappa_{abc}| \). Note that the form of \( \kappa_{aabf} \) is similar to that of \( \kappa_{abc} \) (both are derived in Van Hoolst 1994). In particular, the integrand of \( \kappa_{abc} \) contains terms of the form \((\nabla \cdot \xi)^3\), \(\nabla \cdot \xi \xi^i_j \xi^j_k\), and \(\xi^i_j \xi^j_k \xi^k_l\) while the integrand of \( \kappa_{aabf} \) contains terms of the form \((\nabla \cdot \xi)^4\), \((\nabla \cdot \xi)^2\xi^i_j \xi^j_k\), \((\nabla \cdot \xi)^2\xi^i_j \xi^j_k\), and \(\xi^i_j \xi^j_k \xi^k_l \). Here we use \( \xi \) to represent the Lagrangian displacement of each of the modes (e.g., \((\nabla \cdot \xi)^3 \equiv \nabla \cdot a \nabla \cdot b \nabla \cdot c\)), the subscript semi-colon denotes a covariant derivative, and we did not write down the terms involving the gravitational potential and its perturbations because they are negligible for the coupling of high-order modes. Comparing forms, we see that the terms in \( \kappa_{aabf} \) contain an extra factor of the parent’s spatial derivative \( \sim \partial a_i/\partial x^j \) relative to the terms in \( \kappa_{abc} \). Assuming \( k_f \approx k_b \) (otherwise \( \kappa_{aabf} \) is negligible for the reasons given in §4), then since \( k_b \approx k_c \) we see that the \( n = 3 \) terms are important near threshold if \( |q_a\partial a_i/\partial x^j| > 1 \) (note that this statement is independent of our choice of normalization).

For a parent that is a low-order mode or the equilibrium tide, \( \partial a_i/\partial x^j \ll 1 \). Since we are interested in cases where \( |q_a| \ll 1 \) (e.g., for the equilibrium tide \( |q_a| \sim \left(M'/M\right)(R/a)^3 \ll 1 \)), we have \( |q_a\partial a_i/\partial x^j| \ll 1 \) and thus the \( n = 3 \) term is negligible compared to the \( n = 2 \) term near threshold.

For a parent that is a high-order \( g \)-mode (e.g., a dynamical tide mode), \( \partial a_i/\partial x^j \sim k_a \omega \gg 1 \), where \( k_a \) is the radial wavenumber of the parent. Thus, \( n = 3 \) terms are comparable to \( n = 2 \) terms if \( |q_a k_a \omega a_r| \gg 1 \). This is just the usual nonlinearity parameter that determines the critical threshold above which a \( g \)-mode overturns the local stratification and breaks (Goodman & Dickson 1998; Barker & Ogilvie 2010). If \( \kappa_{abc} > \max(|\kappa_{abc}|) \), there is a range of \( |q_a| \) where \( p-g \) coupling is unstable. However, the \( \kappa_{abc} \) form cannot be used when going from \( n = 2 \) to \( n = 3 \); instead, to determine whether \( n = 3 \) terms are negligible near threshold if \( |q_a\partial a_i/\partial x^j| \ll 1 \) in analyzing case (iii), the \( n = 3 \) terms of case (iv) are also negligible near threshold.

Similar arguments apply to yet higher-order terms. We therefore conclude that even though the magnitude of the \( n = 1 \) and \( n = 2 \) terms are similar at the \( p-g \) instability threshold, the \( n > 2 \) terms are not necessarily significant and a perturbative approach remains valid.

4. Instability in Coalescing Neutron Star Binaries

In this section we consider the stability of the tide in coalescing NS-NS and NS-BH binaries. In §§4.1 and 4.2 we determine when the equilibrium tide and dynamical tide are unstable to the PGI, respectively. We then compute the nonlinear growth rates of the unstable daughters. For comparison with the PGI, we also consider the stability of the tide to the resonant parametric instability. In §4.3 we consider the implications if the parent is well-above the PGI threshold. In §4.4 we show that the PGI growth rates are so large that the \( g \)-modes (but not the \( p \)-modes) grow significantly in less than their group travel time across the star, implying that the \( g \)-mode driving is local.

4.1. Stability of the equilibrium tide

We derive the equilibrium tide \( p-g \) stability criterion in Appendix A. For a circular orbit, the dominant \( \ell = 2 \) equilibrium tide is unstable to the PGI if \( \varepsilon \gtrsim \left|\kappa_{bc}\right|^{-1} \) (cf. eq. 5), where the tidal amplitude factor

\[
\varepsilon \approx 9 \times 10^{-4} \left(\frac{M'}{M}\right) \left(\frac{f_{gw}}{100 \text{ Hz}}\right)^2.
\]

Here \( M' \) is the companion mass, \( M = M + M' \) is the total mass of the binary, and \( f_{gw} \) is the gravitational wave frequency (which equals twice the orbital frequency). From equation 15, we thus find that the equilibrium
tide is unstable to the PGI when
\[ f_{gw} \gtrsim 25 \left( \frac{M'}{M} \right)^{-1/2} \left( \frac{\omega_b}{200\omega_0} \right)^{-1} \text{Hz}. \]

When unstable, the equilibrium tide excites daughter pairs that grow exponentially at a rate
\[ \Gamma_{bc}^{(eq)} \simeq \omega_c |\kappa_{bc}^{(eq)}| \]
\[ \simeq 75 \left( \frac{M'}{M} \right) \left( \frac{\omega_b}{200\omega_0} \right) \left( \frac{f_{gw}}{100\text{Hz}} \right)^2 \text{Hz}. \]

This is much larger than the linear damping rate of \( \ell = 2 \) modes in the frequency range of interest (see Appendix C). Moreover, it is much larger than the inverse of the gravitational wave inspiral timescale
\[ t_{gw} = \frac{f_{gw}}{f_{gw}^s} = 5.9 \left( \frac{M}{1.2M_\odot} \right)^{-5/3} \left( \frac{f_{gw}}{100\text{Hz}} \right)^{-8/3} \text{ s} \]
\[ (\text{Peters & Mathews 1963}, \text{where the chirp mass } M = [(M'M')^{3/5}/M]^{1/5} \text{ (for } M = M' = 1.4M_\odot, M \approx 1.2M_\odot). \]

The number of \( e \)-foldings that the daughters can grow before the binary merges is
\[ \int \Gamma_{bc}^{(eq)} dt \approx 10^3 \left( \frac{M^{3/5}M'^{2/5}}{2.0M_\odot^{8/5}} \right)^{-5/3} \left( \frac{f_i}{25\text{Hz}} \right)^{-2/3} \text{,} \]
where \( f_i \) is the value of \( f_{gw} \) when the daughters first become unstable as given by equation (18). Since the instability does not rely on resonant interactions, the daughters are continuously driven as the binary inspirals. The scaling \( f^{-2/3} \) implies that most of the growth occurs at low frequencies, where the orbital decay is slowest. Because the number of \( e \)-foldings is large, even daughters with very small initial amplitude can reach a significant amplitude well before the binary merges; the maximum amplitudes are therefore set by the nonlinear saturation of the instability rather than the time until merger.

The preceding calculation is for a single daughter pair. However, since \( n_b \approx 100 \) for \( \omega_b \approx 200\omega_0 \) (see the \( p \)-mode dispersion relation given in § 4.2), there are \( \approx 10 \) distinct \( p \)-modes that couple to the equilibrium tide with near equal effectiveness. Furthermore, as noted in § 4.2 for each \( p \)-mode there are a few \( g \)-modes for which \( \kappa_{bc}^{(eq)} \) is near the maximum value. This suggests that for a given \( \{\ell_b, \ell_c\} \), there are \( \approx 10 - 100 \) daughter pairs that have similarly large values of \( \kappa_{bc}^{(eq)} \). And since the magnitude of \( \kappa_{bc}^{(eq)} \) is a weak function of the daughters’ angular degree (it decreases only slightly with \( \ell_b, \ell_c \)), the total number can be greater still. The number of daughters pairs that are \( p-g \) unstable to the equilibrium tide can thus be \( N_{eq} \gtrsim 100 \). Moreover, the number increases as the orbit shrinks and pairs with ever smaller \( \kappa_{bc}^{(eq)} \) become unstable. The net rate at which the PGI dissipates the equilibrium tide’s energy might therefore be considerably larger than the rate due to a single daughter pair (see § 5.2).

We apply a similar analysis to evaluate the stability of the equilibrium tide to parametric resonance. This involves the coupling of the equilibrium tide to a pair of \( g \)-mode daughters with small detuning relative to the tidal frequency, \( |\Delta| = |\omega_b + \omega_c - \omega_{tidal}| \ll \omega_{tidal} \) (for a circular orbit \( \omega_{tidal} \) equals twice the orbital frequency). Such daughters are unstable if their nonlinear growth rate \( \Gamma_{bc} \gtrsim \sqrt{\Delta^2 + \gamma_t^2} \), where \( \Gamma_{bc} \simeq \omega_{tidal}|\kappa_{bc}^{(eq)}| \) (see WAQB). We find that for self-coupled \( g \)-mode daughters \( \kappa_{bc}^{(eq)} \approx 0.3 \), nearly independent of mode frequency and angular degree.\(^6\) The parametric growth rate is therefore \( \Gamma_{bc} \approx 10^{-3}(f_{gw}/10\text{Hz})^8 \) Hz for an equal mass binary. While this is larger than \( \gamma_t \) for resonant low \( \ell \) modes with frequencies \( \gtrsim 10 \) Hz (see Appendix C), it is smaller than their average detuning.\(^7\) We therefore conclude that the equilibrium tide is stable to parametric resonance.

4.2. Stability of the dynamical tide

The dynamical tide is unstable to the PGI if \( |\kappa_{abc}| > |\gamma_{abc,dyn}|^{-1} \) (cf. eq. [3]), where \( |\gamma_{abc,dyn}| \) is the amplitude of the dynamical tide mode after it has undergone linear resonant driving. Following the calculation by Lai (1994; see also Reisenegger & Goldreich 1994), we find
\[ |\gamma_{abc,dyn}| \approx 3 \times 10^{-5} h \left( \frac{f_d}{100\text{Hz}} \right)^{19/6}, \]
where \( h = (M'/M)^{1/2}(2M/M_d)^{5/6} \) and we made use of the expression for the linear overlap integral given in Appendix C (note that our eigenfunction normalization is different than that of Lai 1994). The mode frequency \( f_d = \omega_d/2\pi \) equals the gravitational wave frequency \( f_{gw} \) when the resonance occurs. We verified this estimate of \( |\gamma_{abc,dyn}| \) by numerically integrating the linear amplitude equations for an orbit decaying due to gravitational radiation.

Since the dynamical tide mode \( \alpha \) is a \( g \)-mode, it couples to a \( (b, c) = (p, g) \) daughter pair with a strength \( \kappa_{abc} \) given approximately by equation (13). We thus find that the dynamical tide is unstable to the PGI if
\[ f_d \gtrsim 12 h^{-6/7} \left( \frac{\omega_b}{200\omega_0} \right)^{-12/7} \text{Hz}, \]
where \( h = (M'/M)^{1/2}(2M/M_d)^{5/6} \) and we made use of the full numerical calculation shown in Figure 4. The result depends only weakly on the mass ratio \( M'/M \); e.g., for a NS-BH system with \( M = 1.4M_\odot \) and \( M' = 10M_\odot \), the dynamical tide is unstable for \( f_d \gtrsim 14 \) Hz.

When unstable, the dynamical tide mode excites daughter pairs that grow exponentially at a rate \( \Gamma_{bc}^{(dyn)} \gtrsim \omega_c |\kappa_{abc,\gamma_{abc,dyn}}| \), where the superscript \( (\text{a, dyn}) \)

---

\(^6\) The arguments given in section 5.3 of WAQB explain why \( \kappa_{bc}^{(eq)} \approx 0.3 \). The coupling is weaker than that of \( (p, g) \) daughter pairs by the factor \( \max(|\omega_b/\omega_0|) \approx 10^7 \) (see eq. [10]). Note that we focus on self-coupled pairs because, as WAQB showed, the coupling strength peaks strongly for self-coupling.

\(^7\) The \( g \)-mode dispersion relation given in § 3.2 determines the frequency spacing of the modes and implies that for self-coupling, \( |\Delta| \approx (10/\Delta_0)(f_{gw}/10\text{Hz})^2 \) rad s\(^{-1}\). This is always greater than the resonant parametric growth rate \( \Gamma_{bc} \) for low \( \ell_b \) modes. As the binary inspirals and \( \omega_{tidal} \) increases, \( |\Delta| \) will be smaller than average for brief intervals. However, because \( \Gamma_{bc} \) is so small, the daughters will not have a chance to grow significantly during these intervals.
indicates that mode $a$ is a dynamical tide mode that was, at some earlier time, resonantly excited by the tide (see eq. [9]). From equations (13) and (22), we find

$$\Gamma_{\text{bc}}^{(a, \text{dyn})} \approx 72h \left( \frac{\omega_b}{200\omega_0} \right) \left( \frac{f_a}{100 \text{ Hz}} \right)^{7/6} \text{ Hz.} \quad (24)$$

Like $\Gamma_{\text{bc}}^{(\text{eq})}$, the daughter growth rate $\Gamma_{\text{bc}}^{(a, \text{dyn})}$ is much larger than $t_{gw}^{-1}$ and the linear damping rate of relevant $\ell = 2$ modes. The number of $e$-foldings that the daughters can grow between the time when they first become unstable at $f_{gw} = f_i$ and the binary merges is

$$\int \Gamma_{\text{bc}}^{(\text{dyn})} dt \approx 10^3 h \left( \frac{M}{1.2M_\odot} \right)^{-5/3} \left( \frac{f_i}{20 \text{ Hz}} \right)^{-3/2}, \quad (25)$$

where we used a value for $f_i$ motivated by equation (23). This estimate assumes that nonlinear interactions do not prevent the parent from reaching the amplitude $|q_{a,(\text{dyn})}|$ in the first place. Whether this is true depends on the initial amplitude of the daughters and the duration of the parent’s linear excitation; if it is not true, the growth rate and the number of $e$-foldings will be smaller.

As in the case of the equilibrium tide, there is enough time for many $e$-foldings of growth before the binary merges, with most of the growth occurring at low frequencies. And like the equilibrium tide, there can be many daughter pairs that are unstable to the dynamical tide, i.e., $N_{\text{dyn}} \gg 1$. A key difference, however, is that the equilibrium tide is continuously driven as the binary inspirals whereas the dynamical tide modes are only driven significantly for a brief interval near their linear resonance. We discuss the consequences of this in § 5.

We now evaluate the stability of the dynamical tide to parametric resonance. The maximum growth rate of parametrically unstable daughters is $\Gamma_{\text{bc}} = \omega_a |\kappa_{abc}q_{a,(\text{dyn})}|$, where $\kappa_{abc}$ is the coupling coefficient for the dynamical tide mode $a$ coupled to a pair of $g$-mode daughters $(b, c)$ with frequencies $\omega_b + \omega_c \approx \omega_a$. The relevant parent frequency is $\omega_r$ rather than $\omega_{\text{tide}}$ because post-resonance, the dynamical tide mode oscillates at its natural frequency $\omega_a$ [Lai 1994]. For $f_a \gtrsim 10 \text{ Hz}$, we find $\kappa_{abc} \approx 100$ nearly independent of $f_a$. The growth rate is thus $\Gamma_{\text{bc}} \approx 5h(f_a/100 \text{ Hz})^{25/6} \text{ Hz}$, which is larger than the linear damping rate of $\ell = 2$ daughters with frequency $\gtrsim 10 \text{ Hz}$ (see Appendix C) and their minimum $|\Delta|$ (because the dynamical tide $\kappa_{abc}$ is large as long as $|n_b - n_c| \lesssim n_a$, $|\Delta|$ can be much smaller than the self-coupled $|\Delta|$ used in § 1.2 to determine the stability of the equilibrium tide to parametric resonance). We therefore conclude that the dynamical tide is unstable to parametric resonance for $f_a \gtrsim 10 \text{ Hz}$.

Near the PGI threshold, the linear forces that act on a perturbation are comparable in magnitude to the $n = 2$ forces (and much larger than the $n > 2$ forces; see § 3 and § 3.4). However, well-above threshold the $n = 2$ forces dominate and it is not clear if the linear relations that we use to analyze the $p$-$g$ coupling remain valid. In particular, if the restoring force acting on a perturbation is significantly affected by nonlinear interactions, is it valid to use, e.g., the linear eigenfunctions and dispersion relation, to evaluate quantities like $\kappa_{abc}$ and the wavelength matching criterion $\kappa_{0} \approx \kappa_{c}$? Mathematically, one is always free to choose the linear basis in order to expand the perturbations, so perhaps this is not a concern (at least during the early stages of the PGI when the $n > 2$ forces remain smaller than the $n = 2$ forces and the perturbation series converges). On the other hand, it is not clear what it means to label a perturbation a $p$-mode or a $g$-mode when the linear restoring forces that give these modes their properties are overwhelmed by nonlinear forces.

Although this is an important concern for the PGI in general, it is unlikely to significantly impact our main conclusions regarding the influence of the PGI on coalescing NS binaries. As we describe in § 3 the orbital phase error and tidal heating due to the PGI occur primarily near the equilibrium tide instability threshold (i.e., near $f_i$). The linear relations that we use to analyze the PGI should therefore be approximately correct during this most important phase of the PGI.

4.4. Local driving

The PGI growth rates (eqs. 19 and 24) assume that the daughters are global standing waves. If, however, a daughter’s growth rate within some region is much larger than its inverse group travel time across that region, the daughter undergoes runaway local growth. It is then more proper to treat the daughter as a traveling wave rather than a standing wave. Although this does not affect the stability criterion (near threshold the growth rates are necessarily small), as we describe in § 5 it influences the saturation of the instability.

In Appendix D we show that the local growth rate of the PGI is

$$\tilde{\Gamma}_{bc}(r) \approx \omega_r \left( \frac{q_a}{q_{(a,\infty)}} \right)^{-1/2} \left| \frac{d\theta_{abc}}{dr} \right| \quad (26)$$

$$\approx \omega_b \left( \frac{q_a(a_r - a_b)}{\Lambda_c} \right), \quad (27)$$

where we use the symbol $\tilde{\Gamma}$ to indicate a local growth rate and the second line follows from equation (11). Based on the results of § 3.2 we see that for the equilibrium tide the local growth rate is larger than the global growth rate by a factor of about $(R_\ast \sqrt{\alpha_0 \alpha_\infty})^{-1} \approx 2$, nearly independent of radius (recall that for the equilibrium tide $q_a \rightarrow \varepsilon$). The local and global growth rates are similar because the coupling is approximately constant throughout the core, which extends out to $r \approx R/2$. For the dynamical tide, the local rate is larger than the global rate by $\approx (r/R)^{-1}$ because the coupling is strongest at small radii where the dynamical tide peaks; the maximum occurs at the tide’s inner turning point $r_a/R \approx 0.1(f_a/10 \text{ Hz})$. 

8 For $f_a \lesssim 10 \text{ Hz}$ we find $\kappa_{abc} \approx 100(f_a/10 \text{ Hz})^{-2}$ (it increases as $f_a^{-2}$ because at low frequencies $q_r \propto r_a^{-2} \propto f_a^{-2}$, where $r_a$ is the inner turning point). Nonetheless, the dynamical tide is stable for $f_a \lesssim 10 \text{ Hz}$ due to the strong frequency dependence of $|q_{a,(\text{dyn})}|$ and the linear damping rate $\gamma$. 

4.3. Validity of the PAGI analysis well above threshold
For a $p$-mode, the radial group travel time in the core is $t_b = r/c_s \approx 60(r/R)\mu s$ and we find

$$\hat{\Gamma}_{bc}^{(eq)} t_b \approx 0.03 \left( \frac{\varepsilon}{10^{-3}} \right) \left( \frac{\omega_b}{200\omega_0} \right) \frac{r}{R}$$ (28)

$$\hat{\Gamma}_{bc}^{(a,dyn)} t_b \approx 0.01 h \left( \frac{f_a}{100 \text{ Hz}} \right)^{7/6}$$ (29)

where for the dynamical tide we evaluated the result at $r_a$. Since $\hat{\Gamma}_{bc} t_b \ll 1$ for both the equilibrium and dynamical tides, the $p$-mode driving is in the standing wave limit. By contrast, for a $g$-mode with wavelength equal to that of a $p$-mode, $t_c \approx t_b (\omega_b/\omega_c) \gg t_b$ (see §5.1) and we find

$$\hat{\Gamma}_{bc}^{(eq)} t_c \approx 3 \times 10^3 \left( \frac{\varepsilon}{10^{-3}} \right) \left( \frac{\omega_b}{200\omega_0} \right)^3 \frac{r}{R}$$ (30)

$$\hat{\Gamma}_{bc}^{(a,dyn)} t_c \approx 10^3 h \left( \frac{\omega_b}{200\omega_0} \right)^2 \left( \frac{f_a}{100 \text{ Hz}} \right)^{7/6}.$$ (31)

The $g$-mode driving is therefore well into the traveling wave limit for typical parameter values. This means that the $g$-mode grows significantly in the time it takes to propagate across a small fraction of the star (unlike the $p$-mode, which undergoes many reflections in that same time).

5. SATURATION OF THE $p$-$g$ INSTABILITY

Having evaluated the stability of daughters to the PGI in the previous sections, we now consider their saturation. As we discuss in §5.1, determining precisely how, and at what energy, the daughters saturate is a challenging calculation that is beyond the scope of this paper. Instead, we leave the saturation energy as a free parameter whose magnitude we attempt to constrain based on a few informed assumptions.

We then use this result to determine how the PGI might influence the orbital evolution and heating rate of coalescing NS binaries. Because tidal interactions transfer energy and angular momentum from the binary orbit to the NS, they modify the rate of inspiral. This induces an orbital phase error $\Delta \phi$ relative to that of two point masses that accumulates over the course of the inspiral. Furthermore, the waves excited by the tide heat the NS interior and deposit angular momentum that can spin-up the star. In linear tidal theory, these effects are determined by the amplitude and linear damping rate of the parents, i.e., of the equilibrium and dynamical tides (see, e.g., Lai 1994). In nonlinear tidal theory, however, the daughters provide the parents with an additional, amplitude dependent, source of dissipation. In §5.1 we evaluate the nonlinear energy dissipation rate due to the PGI and from that result, estimate $\Delta \phi$ in §5.3 and the tidal heating and spin-up of the NS in §5.4.

5.1. Daughter saturation energy

The daughters’ growth saturates when their nonlinear driving rate balances their nonlinear damping rate. The latter depends on whether the saturation occurs in the “discrete” limit or the “continuum” limit (see Arras et al. 2003). In the discrete limit, the daughters saturate by transferring their energy to a set of discrete modes whose linear damping rates are greater than the daughters’ nonlinear driving rate. In the continuum limit, the daughters saturate by exciting a turbulent cascade in which the energy input at the outer scale (that of the parents) cascades down, via nonlinear interactions, to a very short wavelength inner scale where it rapidly thermalizes.

For coalescing NS binaries, the PGI growth rates are much larger than the linear damping rates of even the most highly damped, quasi-adiabatic $g$-modes (§§4.1 and 4.2). Moreover, since the driving of the daughter $g$-modes is local (§4.3), their saturation must also occur locally. Together these suggest that for this problem, the saturation occurs in the continuum limit and involves the development of a turbulent cascade. Because of the rapid local cascades, the cascade might not saturate until the daughters become highly nonlinear and approach their local “wave breaking” amplitude $|q_{\text{break}}(r)|$. The daughter amplitudes probably cannot significantly exceed the linear amplitude of the parent $|q_p(\text{lin})|$, however. These considerations motivate us to parametrize the local saturation energy as

$$E_{\text{sat}}(r) \equiv \beta \min \left( |q_{\text{break}}|^2, |q_p(\text{lin})|^2 \right) E_0,$$ (32)

where the magnitude of the parameter $\beta$ is unknown but may be of order unity according to the above arguments.

Both $g$-modes and $p$-modes break when $|q_{\text{break}}(r)| \sim 1$: at this amplitude, $g$-modes begin to overturn the stratification (see, e.g., Goodman & Dickson 1998; Barker & Ogilvie 2010) and $p$-modes impart order unity density perturbations. From equation (6), we find that $g$-modes whose wavelengths match their $p$-mode pair

9 It is not clear whether $|q_{\text{break}}(r)|$ is a strict upper bound to the daughter amplitudes. Since the daughters oscillate at a frequency well-below their natural frequencies ($\sigma_t \ll \omega_b$ and $\epsilon_c \ll \omega_c$; see Appendix A), they might be able to reach amplitudes in excess of $|q_{\text{break}}(r)|$. 

---

**Fig. 5.** Nonlinearity parameter $|k_b b_r|$ and energy flux $F_b$ for the $p$-mode used in Figure 3 as a function of stellar density. The flux is in units of $10^5 E_0 \omega_0 R^{-2}$. 

---

In the discrete modes whose linear damping rates are greater than...
\( k_c \approx k_b \) break at an amplitude

\[
|q_c,\text{break}(r)| \sim (k_c c_r)^{-1} \sim 10^{-4} \left( \frac{\omega_b}{200 \omega_0} \right)^{-1} \left( \frac{r}{0.5 R} \right)^2.
\]  

(33)

For \( p \)-modes, \( k_b b_c \) peaks near the stellar surface and for \( \omega_b \approx 100 \omega_0 \) we find \( (k_b b_c)^{-1} \sim 10^{-4} - 10^{-5} \) near the outer turning point (see Figure 5). While this suggests that \( |q_{b,\text{break}}| \sim |q_{c,\text{break}}| \). Figure 5 shows that only a very small fraction of the \( p \)-mode energy flux \( F_b = \omega_b^2 \rho r^2 h_c^2 c_r \) reaches the stellar surface (for a standing wave, its more proper to regard \( F_0 \) as a measure of the mode energy density rather than flux). As a result, wave breaking near the surface might not saturate the \( p \)-mode growth occurring deeper within the star. Instead, the \( p \)-mode might saturate only when it breaks in the core, which from equation (43) occurs at an amplitude (see also Figure 5)

\[
|q_{b,\text{break}}(r)| \sim (k_b b_c)^{-1} \sim 0.1 \left( \frac{r}{0.5 R} \right).
\]  

(34)

In that case, since \( |q_{c,\text{break}}| \ll |q_{b,\text{break}}| \) at all radii, the \( g \)-mode always breaks before the \( p \)-mode (recall from §2 that \( |q_b| \approx |q_c| \) during the unstable growth). We will therefore assume that \( |q_{b,\text{break}}| \approx |q_{c,\text{break}}| \).

The amplitude of the equilibrium tide \( \varepsilon > |q_{c,\text{break}}| \) at all radii \( r \ll R/2 \) when \( f_{gw} \gtrsim 30 (M'/M)^{-1/2} \) Hz (see eqs. 2, 17, and 33). There is therefore enough energy in the equilibrium tide at these frequencies that the \( g \)-mode daughters can, in principle, undergo local wave breaking throughout the core (i.e., reach \( \beta \sim 1 \) at all \( r \ll R/2 \); recall that the equilibrium tide driving rate is nearly independent of radius). Since \( |q_{c,\text{break}}| \propto r^2 \), the outer radii \( r \approx R/2 \) would then be the principal seat of energy dissipation. Based on equation (32), we therefore express the volume integrated saturation energy of daughters driven by the equilibrium tide as

\[
E_{\text{sat}}^{(eq)} \equiv \beta_{eq} |q_{c,\text{break}}(R/2)|^2 E_0 \sim 10^{-9} \beta_{eq} \left( \frac{\omega_b}{200 \omega_0} \right)^{-2} E_0,
\]  

(35)

where \( \beta_{eq} \sim 1 \) might be a reasonable estimate.

For the dynamical tide, the driving occurs predominantly at the tide’s inner turning radius \( r_a/R \approx 0.1 (f_a/10 \text{ Hz}) \). Plugging this radius into equation (33) and comparing the result with equation (22), we find \( |q_{a,\text{dyn}}| \approx |q_{c,\text{break}}| \) at all orbital frequencies; therefore, daughters driven by the dynamical tide do not break. Instead, since the instability turns off once \( |q_a| \lesssim |\kappa_{abc}|^{-1} \), the daughters more likely saturate at an amplitude

\[
|q_{a,\text{dyn}}| - |\kappa_{abc}|^{-1} \approx |q_{a,\text{dyn}}|,
\]  

(37)

i.e., after its resonant excitation, the dynamical tide mode \( a \) transfers nearly all of its energy to the daughters. Based on equation (32), we therefore express the volume integrated saturation energy of daughters driven by the dynamical tide as

\[
E_{\text{sat}}^{(a,\text{dyn})} \equiv \beta_{a,\text{dyn}} |q_{a,\text{dyn}}|^2 E_0 \sim 10^{-9} \beta_{a,\text{dyn}} h^2 \left( \frac{f_a}{100 \text{ Hz}} \right)^{19/3} E_0,
\]  

(38)

where \( \beta_{a,\text{dyn}} \sim 1 \) might be a reasonable estimate.

\section{5.2. Nonlinear energy dissipation rate}

The nonlinear energy dissipation rate due to a single, saturated, daughter pair is \( \dot{E}_{bc} \approx 2 \Gamma_{bc} E_{\text{sat}} \) (a factor of two appears because \( \Gamma_{bc} \) is the growth rate of the amplitude not the energy). From equations (32) and (35), the total dissipation rate due to the instability of the equilibrium tide is therefore

\[
\dot{E}_{eq} \sim 10^{48} \beta_{eq} N_{eq} \left( \frac{M'}{M} \right) \left( \frac{\omega_b}{200 \omega_0} \right)^{-1} \times \left( \frac{f_{gw}}{100 \text{ Hz}} \right)^2 \text{ erg s}^{-1},
\]  

(39)

where \( N_{eq} \) is the number of unstable daughters driven by the equilibrium tide (see §4.1) and we took a single value of \( \omega_b \) as representative of all the unstable pairs. Similarly, from equations (24) and (35), the total dissipation rate due to the instability of the dynamical tide is

\[
\dot{E}_{dyn} \sim 10^{47} \beta_{dyn} N_{dyn} h^3 \left( \frac{\omega_b}{200 \omega_0} \right)^{-1} \times \left( \frac{f_a}{100 \text{ Hz}} \right)^{45/6} \text{ erg s}^{-1}.
\]  

(40)

For a NS-NS binary at \( f_{gw} \approx 100 \text{ Hz} \), these dissipation rates are \( \sim 10^7 N_{eq}/\beta_{eq} \) and \( \sim 10^4 N_{dyn}/\beta_{dyn} \) times larger than the linear dissipation rates of the equilibrium and dynamical tides, respectively (see Lai 1994; this assumes a NS core temperature \( T = 10^9 \text{ K} \)). Physically, this is possible because the PGI dissipates the energy in the tide on the rapid nonlinear driving timescale rather than the slow linear damping timescale.

Since each dynamical tide mode is excited for only a brief interval during its linear resonance, the mode ceases to heat the NS (i.e., \( \dot{E}_{eq}^{(a,\text{dyn})} \rightarrow 0 \)) once the nonlinear interactions dissipate all of its energy. By contrast, since the fluid always seeks to follow gravitational equipotentials, there is a continuous flow of energy and angular momentum from the orbit into the equilibrium tide. Unstable daughters driven by the equilibrium tide therefore continuously dissipate energy at some finite rate \( \dot{E}_{bc}^{(eq)} \).

\section{5.3. Phase error \( \Delta \phi \)}

We now calculate the orbital phase error \( \Delta \phi \) due to nonlinear tidal interactions. The total energy of the binary system is \( E_{tot} = E_{orb} + E \), where \( E_{orb} \) is the orbital energy and \( E \) is the energy in the modes and the tidal interaction. Following a similar calculation by Lai (1994), the total power is

\[
\dot{E}_{tot} = \frac{dE_{tot}}{df} \dot{j} = \left( \frac{dE_{orb}}{df} + \frac{dE}{df} \right) \dot{j}
\]  

(42)

and the change in phase over a time \( dt \) is

\[
d\phi = 2 \pi f dt = 2 \pi f \left( \frac{dE_{orb}}{E_{tot} \dot{E}_{tot}} + \frac{dE}{E_{tot} \dot{E}_{tot}} \right). \]  

(43)

The first term in equation (43) is the point-mass result. The second terms represents the phase error due to the
tidally induced change in stellar energy

\[ d(\Delta \phi) = 2\pi f \frac{df}{E_{\text{tot}}} \frac{dE}{df} \simeq 2\pi f \frac{df}{E_{\text{gw}}} \frac{dE}{df} = 2\pi t_{gw} \frac{\dot{E}}{E_{\text{gw}}} df, \]

where the gravitational wave luminosity

\[ \dot{E}_{\text{gw}} = 1.8 \times 10^{51} \left( \frac{M}{1.2 M_\odot} \right)^{10/3} \left( \frac{f_{\text{gw}}}{100 \text{ Hz}} \right)^{10/3} \text{ erg s}^{-1} \]

and the second expression in equation (44) follows because \( \dot{E}_{\text{tot}} \simeq \dot{E}_{\text{gw}} \gg \dot{E} \), i.e., gravitational wave emission is the dominant source of orbital decay.

For the equilibrium tide, \( \dot{E} \) is given by equation (40) and we find upon integrating equation (43)

\[ \Delta \phi_{\text{eq}} \sim \beta_{\text{eq}} N_{\text{eq}} \left( \frac{M}{1.2 M_\odot} \right)^{-5} \left( \frac{M'}{M_t} \right)^{5/2} \left( \frac{\omega_b}{200 \omega_0} \right)^2, \]

(47)

where in the second expression we used equation (13) to determine \( f_t \), the value of \( f_{\text{gw}} \) at which daughters first become unstable. In § 4.1 we argued that \( N_{\text{eq}} \gg 100 \) and possibly significantly larger. Thus, even if \( \beta_{\text{eq}} \sim 10^{-3} - 10^{-2} \) (i.e. considerably smaller than the upper bound set by energetic arguments), the instability of the equilibrium tide can induce a phase error \( \Delta \phi_{\text{eq}} \gg 1 \). Moreover, since \( \Delta \phi_{\text{eq}} \propto f_{\text{gw}}^{-3} \), the phase error accumulates primarily at large orbital separations.

As noted in § 5.2, nonlinear interactions do not affect the amount of orbital energy put into the dynamical tide mode, they only alter the rate at which the dynamical mode energy is thermalized (assuming again that the interactions do not influence the resonant excitation itself; see § 7.2). As a result, even if the dynamical tide is unstable to the PGI, its phase error is the same as that of linear theory, i.e., \( \Delta \phi_{\text{dyn}} \ll 1 \) [Lai 1994].

5.4. Tidal heating and spin-up of the neutron star

The nonlinear dissipation rates \( \dot{E}_{\text{eq}} \) and \( \dot{E}_{\text{dyn}} \) (eqs. 40 and 41) describe how quickly orbital energy is converted to mode energy at saturation. Assuming that the saturation is steady (at least in a time-averaged sense), the modes deposit their energy into the star at a rate \( \dot{E} = \dot{E}_{\text{eq}} + \dot{E}_{\text{dyn}} \). Some of this energy will heat the NS and some of it will go into rotational energy. Bildsten & Cutler [1992] showed that the equilibrium tide cannot synchronize the spin of a standard NS. Although their calculation accounted only for the linear terms in the interaction Hamiltonian (for the nonlinear terms, see, e.g., WAQB), it is very unlikely that the PG1 will synchronize the spin. This is because for spin frequencies \( f_{\text{spin}} \gtrsim 20 \text{ Hz} \) the rotational energy \( E_{\text{rot}} \simeq 10^{51} (f_{\text{spin}}/100 \text{ Hz})^2 \text{ erg} \) is larger than the total energy removed from the orbit \( \Delta E \simeq \int \dot{E}_{\text{eq}} dt \sim 10^{49} (f_t/100 \text{ Hz})^{-2/3} \text{ erg} \), where we assumed uniform rotation and used equation (40).

From equation (18), \( f_t \gtrsim 20 \text{ Hz} \) and thus there is at most a small interval near the onset of the instability when the star can, in principle, briefly synchronize.

While we conclude that synchronization is unlikely, without a detailed understanding of the saturation we do not know what fraction of \( \dot{E} \) goes into heating the NS as opposed to spinning it up. For simplicity, assume that all of \( \dot{E} \) goes into heating the NS. The thermal evolution of the NS heat content \( \dot{U} \) is then

\[ \frac{dU}{dt} = \dot{E}_{\text{eq}} + \dot{E}_{\text{dyn}} + \dot{E}_{\text{cool}} \]

(48)

where

\[ U \simeq 4.5 \times 10^{49} \left( \frac{T}{10^8 \text{ K}} \right)^2 \text{ erg} \]

[1994] and we neglect the cooling term \( \dot{E}_{\text{cool}} \) due to neutrino emission and surface photon emission which are small at temperatures \( T \lesssim 10^{10} \text{ K} \) (Meszaros & Rees 1992). Upon integrating equation (48), we find that the equilibrium tide contribution alone yields a core temperature

\[ T_{\text{eq}} \sim 10^{10} \beta_{\text{eq}}^{1/2} N_{\text{eq}}^{1/2} \left( \frac{M}{1.2 M_\odot} \right)^{-5/6} \left( \frac{M'}{M_t} \right)^{1/2} \left( \frac{f_t}{100 \text{ Hz}} \right)^{-1/3} \text{ K.} \]

(50)

For comparison, linear dissipation of the equilibrium tide in a NS-NS binary only heats the NS core to \( T \approx 10^7 (f_{\text{gw}}/100 \text{ Hz})^{5/6} \text{ K} \) [Lai 1994].

The energy in the dynamical tide mode is rapidly thermalized due to nonlinear interactions. Its contribution to the core temperature is therefore found by solving \( \dot{U}(T_{\text{dyn}}) = \dot{E}_{\text{dyn}}^2 T_{\text{dyn}} \), which yields \( T_{\text{dyn}} \sim 10^7 h(f_a/100 \text{ Hz})^{19/6} \text{ K} \). This is comparable to the linear result of [Lai 1994] because at frequencies \( f_a \lesssim 100 \text{ Hz} \), there is enough time for even linear damping to thermalize all the mode energy before the NS merges. We therefore conclude that \( T_{\text{eq}} \gg T_{\text{dyn}} \).

6. SUMMARY AND CONCLUSIONS

To summarize, we considered the nonresonant interaction between a parent mode and a pair of \( (p, q) \) daughter modes. We first showed that if the parent mode amplitude \( |q_a| > |\kappa_{abc}|^{-1} \), the system is unstable and the daughters grow at a rate \( \Gamma_{bc} \approx \omega_c |\kappa_{abc} q_a| \). We then evaluated the \( p-q \) coupling coefficient \( \kappa_{abc} \) and showed that it can be very large when the radial wavelength of the \( p \)-mode nearly equals that of the \( q \)-mode.

After calculating \( \kappa_{abc} \) for a NS model, we evaluated the stability of the tide in coalescing NS binaries to the PGI and the resonant parametric instability. We found that the equilibrium and dynamical tides are both unstable to the PGI at frequencies \( f_{\text{gw}} \gtrsim 20 \text{ Hz} \) and excite daughter modes that grow \( \sim 10^4 \) times faster than the orbital inspiral rate \( t_{\text{gw}} \). By contrast, resonant parametric coupling is either stable (in the case of the equilibrium tide) or excites daughters at a rate that is much smaller than the PGI growth rate (in the case of the dynamical tide).
We then considered the saturation of the PGI in order to determine how it might influence a coalescing NS binary. Rather than attempt to solve for the saturation, which is a difficult problem, we left the saturation energy as a free parameter. We showed that if a daughter that is driven by the equilibrium tide saturates near its wave breaking amplitude, it induces an orbital phase error $\Delta \phi_{eq} \gtrsim 1$. Since there are $N_{eq} > 100$ unstable daughter modes, $\Delta \phi_{eq} \gg 1$ is a possibility. And because $\Delta \phi_{eq} \propto f_{gw}^{-3/2}$, most of the contribution to the phase error comes at large orbital separations ($f_{gw} \lesssim 50$ Hz). This may have important implications for ground based gravitational wave detections because the early inspiral contains an important portion of the signal (Cutler et al. 1993). We also found that tidal heating due to the equilibrium tide PGI can raise the temperature of the NS core to $\sim 10^{10}$ K by $f_{gw} \approx 100$ Hz. Such early heating of the NS might influence the electromagnetic and gravitational wave signature of the inspiral and merger. Finally, we found that the dynamical tide PGI does not significantly alter the linear theory estimates of $\Delta \phi_{dyn}$ or dynamical tide heating found by Lid (1994).

The saturation of the PGI is a significant source of uncertainty and if, instead, the daughters saturate at an amplitude well below their wave breaking amplitude, the instability will have only a small effect on the orbit and NS. Another important source of uncertainty that we briefly discussed is the influence of a superfluid core. Even though the core of a cold NS is expected to be superfluid, for simplicity we treated it as a normal fluid. Recently, Gusakov & Kantor (2012) showed that a superfluid core supports a larger $\kappa$ than a superfluid core. Since the PGI growth rate is independent of $\kappa_c$ and therefore $N$; see eq. (27). Even so, the properties of g-modes in a superfluid core are sensitive to the core temperature and equation of state and it is not clear to what extent $\kappa_{abc}$ changes in a superfluid. While a realistic treatment of the saturation and superfluidity present significant challenges, they are needed in order to accurately assess the importance of the PGI in coalescing NS binaries.

The PGI may be important in systems other than coalescing NS binaries. Two examples that we briefly mention are carbon/oxygen white dwarf binaries and binaries involving solar-type stars. Using a model of a $M = 0.6M_\odot$ white dwarf, we find that a pair of $(p, g)$ daughter modes can couple to the equilibrium tide with a coupling strength $\kappa_{bc}^{\text{eq}} \approx 10^{-3} \sim 10^{-4}$. This suggests that in equal mass carbon/oxygen white dwarf binaries, the equilibrium tide might be unstable to the PGI out to orbital periods $P \approx 15$ min. In solar type stars, $(N/\omega)_{2}$ is much larger than in NSs and white dwarfs. As a result, a p-mode equals the wavelength of a g-mode (see eq. [4]) only for p-mode frequencies well above the solar acoustic cutoff frequency ($\approx 60\omega_0$). Since the PGI requires p-modes that form standing waves, this suggests that solar-type stars are stable to this form of p-g coupling.

Although we focused on the coupling of $(p, g)$ daughter pairs in a stellar core (where $N_{eq}/r$ is nearly constant), there are other potentially interesting forms of p-g coupling. For example, we showed that a high-order p-mode parent can couple strongly to $(g, g)$ daughter pairs. Such coupling, which does not require the p-mode wavelength to match the g-mode wavelength, might be important in systems where p-modes are driven to large amplitudes, e.g., by turbulent convection. Another example is the coupling of p-modes to g-modes in the region near a radiative-convective boundary. Because a g-mode wavelength increases as it approaches a convection zone, at some point near the radiative-convective boundary the g-mode wavelength becomes long enough that it can equal the wavelength of a lower-order p-mode. While we find that such coupling is fairly weak near the base of the convective envelope of solar-type stars, it may be more significant in other types of stars, such as those that possess convective cores.
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APPENDIX

A. STABILITY ANALYSIS OF p-g MODE COUPLING

In order to derive the p-g instability criterion (eq. [4]) and growth rate (eq. [3]), assume that the daughters are initially at infinitesimal amplitude and the parent is oscillating harmonically at a finite amplitude $q_a = |q_a e^{-i\omega t}|$. Neglecting linear damping for the moment, the daughter amplitude equations become

\begin{align}
q_b + \omega_b^2 q_b &= \omega_b^2 K_{bc} q_c^* \\
q_c + \omega_c^2 q_c &= \omega_c^2 K_{bc} q_b^* \tag{A1}
\end{align}

where $K_{bc} \equiv Ke^{-i\omega t}$ and $K = \kappa_{abc}|q_a|$. To evaluate the stability of the daughters, let $q_{b,c} = Q_{b,c} \exp(i\theta_{b,c,t})$, where $Q_{b,c}$ is a constant complex amplitude and $\theta_{b,c} = s+i\sigma_{b,c}$ with $s$ and $\sigma_{b,c}$ complex and real constants, respectively. If we set $\sigma_b + \sigma_c = \omega$, the harmonic time dependence cancels and we find

\begin{align}
[\theta_b^* + \omega_b^2] (\theta_b^* + \omega_c^2) = \omega_b^2 \omega_c^2 |K|^2. \tag{A3}
\end{align}

The real part of this equation gives

\begin{align}
s^4 + s^2 [2\sigma_b \sigma_c - (\sigma_b - \sigma_c)^2 + \omega_b^2 + \omega_c^2] + \sigma_b^2 \sigma_c^2 - \omega_b^2 \sigma_c^2 - \omega_c^2 \sigma_b^2 + 2\omega_b^2 \omega_c^2 (1 - |K|^2) = 0 \tag{A4}
\end{align}
and the imaginary part gives

\[ s^2 = \frac{\omega^2 c - \omega^2 b}{\sigma_b - \sigma_c} - \sigma_b \sigma_c. \]  

(A5)

These can be combined to give the following more revealing pair of equations

\[ s^2 = \frac{1}{2} \left[ - (2\sigma_b \sigma_c + \omega^2 b + \omega^2 c) \pm \sqrt{(\omega^2 b - \omega^2 c)^2 + 8\sigma_b \sigma_c (\omega^2 b + \omega^2 c) - 4\sigma_b \sigma_c (\sigma_b - \sigma_c)^2 + 4\omega^2 b \omega^2 c |K|^2} \right], \]  

(A6)

\[ \sigma_b \sigma_c \left[ (\omega^2 b - \omega^2 c)^2 + 2(\sigma_b - \sigma_c)^2 (\omega^2 b + \omega^2 c) + (\sigma_b - \sigma_c)^4 \right] - \omega^2 b \omega^2 c |K|^2 (\sigma_b - \sigma_c)^2 = 0. \]  

(A7)

We can use these two equations and the condition \( \sigma_b + \sigma_c = \omega \) to solve for the three unknowns \( (s, \sigma_b, \sigma_c) \).

For resonant, self-coupled modes we have \( \omega_b = \omega_c = \omega/2 + \Delta \) and \( \sigma_b = \sigma_c = \omega/2 \), where the detuning \( \Delta \ll \omega \). It is straightforward to show that equation \( (A10) \) then yields the usual resonant parametric instability criterion (in the absence of linear damping); namely, \( Re(s) > 0 \) if \( |K| > 4\Delta/\omega \) (cf. eq. \( [7] \)).

For \( p-g \) coupling with \( \omega_b > \omega_c, \omega \) and \( |K| \sim 1 \), equation \( (A7) \) implies \( (\sigma_b - \sigma_c)^2 \sim \omega^2 \) and \( \sigma_b \sigma_c \sim \omega^2 (\omega_c/\omega_b)^2 |K|^2 \ll \omega^2 \). Equation \( (A6) \) then reduces to

\[ s^2 \approx \frac{1}{2} \left[ - (\omega^2 b + \omega^2 c) \right] \pm \sqrt{(\omega^2 b - \omega^2 c)^2 + 4\omega^2 b \omega^2 c |K|^2} \]  

(A8)

and \( Re(s) > 0 \) if \( |K| > 1 \); i.e., if \( |\kappa_{abc}| > |g_b|^{-1} \) the daughters are unstable and grow at a rate \( \Gamma_{bc} = Re(s) \approx \omega_c |K| = \omega_c |\kappa_{abc} g_b| \). Furthermore, \( \sigma_b \sim \omega^2 \) and \( \sigma_c \sim \omega^2 (\omega_c/\omega_b)^4 \), and thus during the exponential growth the \( p \)-mode oscillates at nearly the forcing frequency \( \omega_c \) while the \( g \)-mode oscillates at a frequency \( \ll \omega, \omega_c \).

When linear damping is included, the equations that determine \( s, \sigma_b, \) and \( \sigma_c \), are \( \sigma_b = \sigma_c = \omega \) and

\[ \left[ \theta_b^2 + \gamma_b \theta_b + \omega_b^2 \right] \left( \theta_c^2 + \gamma_c \theta_c + \omega_c^2 \right) = \omega_b^2 \omega_c^2 |K|^2. \]  

(A9)

The real (imaginary) part of this expression is a polynomial equation of order \( s^4 \) (\( s^3 \)). Rather than explicitly solve these equations, we use the Routh-Hurwitz theorem to determine an approximate instability criterion. The theorem states that there exists a solution with \( Re(s) > 0 \) if the order-zero term in the polynomial equation is negative. Applied to the order-zero term of the real part of equation \( (A10) \), we find that a sufficient condition for instability is

\[ |K|^2 - 1 > \frac{\sigma_b \sigma_c (\sigma_b \sigma_c + \gamma_b \gamma_c)}{\omega_b^2 \omega_c^2}. \]  

(A10)

For quasi-adiabatic modes \( \omega_b, c > \gamma_b, c \), and since \( \sigma_b + \sigma_c = \omega \ll \omega_b \) for \( p-g \) coupling, we expect the right hand side of equation \( (A10) \) to be less than one (and typically, much less than one). The instability criterion with damping is then approximately \( |K| > 1 \), which is the same as that without damping. We have confirmed this result with numerical experiments over a range of parameters.

When the parent is the equilibrium tide, we can still express the stability criterion as \( |K| > 1 \), where now (see WAQB)

\[ K = \frac{M'}{M} \sum_{\ell m} W_{\ell m} X_{k \ell m}^{\epsilon \kappa_{bc}} \left( \frac{R}{a} \right)^{\ell + 1}. \]  

(A11)

Here \( W_{\ell m} = 4\pi (2\ell + 1)^{-1} Y_{\ell m}(\pi/2, 0) \) and \( X_{k \ell m}^{\epsilon \kappa_{bc}} \) is the Hansen coefficient for the \( k \)-th harmonic of the orbit, i.e., \( \omega = k \Omega \).

For a circular orbit and \( \ell = 2, |K| \approx \varepsilon |\kappa_{bc} \epsilon| \), where the tidal amplitude factor \( \varepsilon = (M'/M)(R/a)^3 \).

B. ALTERNATIVE DERIVATION OF THE EQUILIBRIUM TIDE \( p-g \) COUPLING COEFFICIENT

In § 3A1 we stated that for \( p-g \) coupling it is straightforward to derive equation \( (11) \) starting from the original, compact form for \( \kappa_{abc} \). Here we do so for the particular case of an equilibrium tide parent (mode \( a \)) coupled to a \( p-g \) daughter pair (\( b, c \)). In original, compact form (see, e.g., eq. \( [A24] \) in WAQB),

\[ \kappa_{abc} = \frac{1}{L_0} \int d^3x \left\{ \left( \Gamma_1 - 1 \right)^2 + \frac{\partial \Gamma_1}{\partial \ln \rho_{j1}} \right\} \nabla \cdot a v \cdot b v \cdot c + a_i^j b_{ik}^j c_{ki}^j + a_i^j c_{ik}^j b_{ki}^j \]

\[ + \left( \Gamma_1 - 1 \right) \left( a_i^j b_{ik}^j \nabla \cdot c + b_{ij}^k c_{ki}^j \nabla \cdot a + c_{ij}^k a_{ki}^j \nabla \cdot b \right) - \Gamma_1 c_{ik}^j a_{ki}^j b_{ki}^j c_{ki}^j \Phi_{ij3}, \]  

(B1)

where the subscript semicolon denotes covariant derivative, \( \Gamma_1 \) is the adiabatic index, and \( \Phi \) is the background gravitational potential. Because we are primarily interested in short wavelength perturbations or the equilibrium tide, this expression does not include the terms arising from perturbed gravity (i.e., unlike the full numerical calculation described in the main text, here we make the Cowling approximation). In cartesian coordinates with \( z \) pointing in the vertical direction, we have \( \nabla \cdot a = 0 \) for the equilibrium tide, \( \nabla \cdot b \simeq \partial b_z / \partial z \) for the \( p \)-mode, and \( \nabla \cdot c \simeq c_z / H \ll \partial c_z / \partial z \ll \partial c_x / \partial z \).
for the $g$-mode (we assume, for simplicity, that the $p$- and $g$-modes do not vary in the $y$ direction). The dominant terms in equation (131) are therefore

$$
\kappa_{abc} \simeq \frac{1}{E_0} \int d^3 x \ p \left[ a'_j c'_k b'_i + (\Gamma_1 - 1) c'_i \nabla \cdot b \right]
$$

$$
\simeq \frac{1}{E_0} \int d^3 x \ \frac{\partial a_z \partial b_z \partial c_x}{\partial x \partial z \partial z} + (\Gamma_1 - 1) \frac{\partial a_z \partial b_z \partial c_x}{\partial x \partial z \partial z}
$$

$$
\simeq \frac{1}{E_0} \int d^3 x \ \Gamma_1 p \frac{\partial a_z \partial b_z \partial c_x}{\partial x \partial z \partial z}
$$

(B2)

Since $\delta p_b / \rho \simeq -\partial b_z / \partial z$, the coupling depends on the compression due to the $p$-mode times the radial shear $\partial c_z / \partial z$ of the $g$-mode. The expressions for $b_z$ and $c_z$ are essentially the same as those given by $b_t$ and $c_t$ in equations (33) and (2), respectively, as long as the daughters’ vertical wavelengths are much shorter than their horizontal wavelengths and the scale over which background quantities vary. Specifically, $b_z = A_b \cos \phi_b / \omega_b$, where $A_b = [E_0 \alpha \rho / \rho S_{xy}]^{1/2}$, $\alpha_b = c_s^{-1} (\int c_s^{-1} dz)^{-1}$, and $S_{xy} \equiv \int dx dy$ is a constant horizontal area factor that cancels upon integration. Similarly, $c_z = A_c \cos \phi_c / \omega_c$, where $A_c = [E_0 \alpha_c / \rho S_{xy}]^{1/2}$, and $\alpha_c = (N / z) (\int N d \ln z)^{-1}$. For daughters with nearly equal vertical wavelengths, $k_c \simeq b_t \simeq \omega_b / c_s$, and

$$
\kappa_{abc} \simeq \frac{1}{E_0} \int d^3 x \ \Gamma_1 p \frac{\partial a_z \partial b_z \partial c_x}{\partial x \partial z \partial z} \sin \phi_b \sin \phi_c
$$

$$
\simeq \frac{1}{E_0} \int d^3 x \ \Gamma_1 p \frac{E_b}{\rho c_s^2 A_{xy}^{1/2}} \frac{\partial a_z \partial \omega_b}{\partial x \partial \omega_c} \sin \phi_b \sin \phi_c
$$

$$
\simeq \int dz \left[ \alpha_a c_s^{1/2} \frac{\partial a_z \partial \omega_b}{\partial x \partial \omega_c} \right] \sin \phi_b \sin \phi_c.
$$

(B3)

For the equilibrium tide $\partial a_z / \partial x \sim a_z / R$ and we see that this expression for the equilibrium tide $p-g$ coupling coefficient (i.e., $\kappa_{abc}^{eq}$) agrees with equation (11) modulo the order unity constants of angular integration.

C. ACOUSTIC CUTOFF FREQUENCY, MODE DAMPING RATE, AND OVERLAP INTEGRAL

To estimate the NS acoustic cutoff frequency $\omega_{ac} \simeq c_s / 2H_\rho$, we use the [Read et al. 2009] parametrization of the low density EOS of cold matter (valid for the density range $\rho = [10^3, 10^{14}]$ g cm$^{-3}$; see their Appendix C):

$$
p(\rho) = K_i \rho^{\Gamma_i}, \quad \epsilon(\rho) = \rho c_s^2 + \frac{p}{\Gamma_i - 1}, \quad v_{eq}^2(\rho) = \frac{\Gamma_i p c_s^2}{\epsilon + p}.
$$

(C1)

where $\epsilon$ is the energy density, $v_{eq} = \sqrt{dp / d\epsilon} \simeq c_s$ is the equilibrium sound speed, and the parameters $K_i$ and $\Gamma_i$ are step-functions of $\rho$ given in Table II of Read et al. For $\rho < 2 \times 10^7$ g cm$^{-3}$, have $c_s \simeq 4.6 \times 10^7 \rho_4^{0.29}$ cm s$^{-1}$ and

$$
\omega_{ac} \simeq 210 \left( \frac{g_{14}}{2} \right) \rho_4^{-0.29} \omega_0
$$

(C2)

where $\rho_4 = \rho / 10^4$ g cm$^{-3}$ and $g_{14} = g / 10^{14}$ cm s$^{-2}$. For $\rho_2 \lesssim \left[ (T/\mu) / 10^6 \right]^{1.71}$, ideal gas pressure dominates and

$$
\omega_{ac} \simeq 1400 \left( \frac{g_{14}}{2} \right) \left( \frac{T/\mu}{10^6 K} \right)^{-1/2} \omega_0
$$

(C3)

where $\mu$ is the mean molecular weight. For simplicity, our calculation ignores the finite shear modulus of the NS crust and the density discontinuities therein. Since the energy density of the $p$-modes with frequency near $\omega_{ac}$ is much larger in the core than in the crust (see Figure 6), we do not expect these properties of the crust to significantly affect the value of $\omega_{ac}$.

The linear damping rate, $\gamma_a$, of a mode in a cold NS is dominated by viscous dissipation (see, e.g., Reisenegger & Goldreich 1992). In order to calculate $\gamma_a$, we use the method described in Lai (1994) and assume that the viscosity is dominated by electron-electron scattering as given by Lai’s equation (8.23) For high-order modes, we find that for the $M = 1.4M_\odot$ SLy4 NS model, the damping rates are well fit by the formula

$$
\gamma_a \simeq \gamma_0 T_8^{-2} A_n^2 \left( \frac{\omega_a}{\omega_0} \right)^\alpha,
$$

(C4)

multiplying the damping rates for modes with $m \neq 0$. As a result, his expression 8.25 overestimates the damping rate of $\ell = 2, m = \pm 2$ modes by a factor of 24.
where \( T_k = T / 10^8 \text{ K} \) is the core temperature. For \( p \)-modes \((\gamma_0, \alpha) = (2 \times 10^{-8} \text{ s}^{-1}, 2) \) and for \( g \)-modes \((\gamma_0, \alpha) = (3 \times 10^{-9} \text{ s}^{-1}, -2) \).

In §4.2 we use the linear overlap integral \( I_{a \ell m} \equiv (MR^6)^{-1} \int d^3x \rho \alpha \cdot \nabla (r^\ell Y_{\ell m}) \) (see WAQB) to calculate the dynamical tide amplitude \(|q_a^{(\text{dyn})}|\). For high-order \( \ell = 2 \) modes, we find \( I_{a \ell m} \simeq I_0 (\omega_\alpha / \omega_0)^\beta \), where for \( p \)-modes \((I_0, \beta) = (10, -3) \) and for \( g \)-modes \((I_0, \beta) = (0.3, 2) \).

### D. LOCAL GROWTH RATE OF THE \( p-g \) INSTABILITY

In order to derive the local growth rate of the PGI, we write the total Lagrangian displacement as a sum of the linear and nonlinear displacement \( \xi = \xi_{\text{lin}} + \xi_{\text{nl}} \). We can then obtain the equations of motion for \( \xi_{\text{nl}} \) (see WAQB):

\[
\rho \ddot{\xi}_{\text{nl}} = f_1[\xi_{\text{nl}}] + 2f_2[\xi_{\text{lin}}, \xi_{\text{nl}}] = f_1[\xi_{\text{lin}}] + 2f_2[\xi_{\text{lin}}, \xi_{n}^*],
\]

where \( f_1[\xi] \) is the linear force and \( f_2[\xi, \xi] \) is the leading-order nonlinear force, including the nonlinear tide term \( \rho \langle \xi_{\text{nl}} \cdot \nabla \nabla U \rangle \). The second equality, which follows because \( \xi \) is real, allows us to use WAQB’s definition for \( \kappa_{abc} \); namely, \( \kappa_{abc} = 2E_0^{-1} \int d^3x \vec{\xi} \cdot f_2[\xi_b, \xi_c] \) (we absorb the factor of 2 multiplying \( f_2 \) into our definition of the \( p-g \) coupling coefficient).

Since we are interested in the growth rate of the PGI, we neglect the nonlinear inhomogeneous term \( f_2[\xi_{\text{lin}}, \xi_{\text{lin}}] \) (see WAQB for a discussion of this term) and the saturation term \( f_2[\xi_{\text{lin}}, \xi_{\text{nl}}] \) (which is negligible when the daughter amplitudes are small). At small daughter amplitudes, the parent determines the linear displacement \( \xi_{\text{lin}} = q_a \xi_a \) and the \((b, c) = (p, g)\) daughter pair determine the nonlinear displacement \( \xi_{\text{nl}} = q_b \xi_b + q_c \xi_c \).

Therefore

\[
\rho \frac{\ddot{b}_b \xi_b + \ddot{c}_c \xi_c}{b_c} = q_b f_1[\xi_b] + q_c f_1[\xi_c] + 2q_a q_b f_2[\xi_a^*, \xi_b] + 2q_a q_c f_2[\xi_a^*, \xi_c]
\]

\[
= -2\omega_c^2 q_c \xi_c - 2\omega_b^2 q_b \xi_b + 2q_a q_b f_2[\xi_a^*, \xi_b] + 2q_a q_c f_2[\xi_a^*, \xi_c],
\]

where we used the eigenvalue equation \( f_1[\xi_b] = -\omega_c^2 \xi_b \).

Defining the radially-local inner product

\[
\langle \xi_b, \xi_c \rangle = \int_0^{\Delta r} \int_\Omega d^3x \rho \xi_b^* \cdot \xi_c,
\]

where \( \Delta r \) is many wavelengths long but \( \ll r \), we find from equations [3] and [9] that for short wavelength daughters \( \omega_b^2 \langle \xi_b, \xi_c \rangle \simeq E_0 \alpha_\gamma \Delta r, \omega_c^2 \langle \xi_b, \xi_c \rangle \simeq E_0 \alpha_\gamma \Delta r, \) and \( \langle \xi_b, \xi_c \rangle = 0 \) (the \( p \)-mode and \( g \)-mode are locally orthogonal even if their wavelengths match since, e.g., \( C_b \propto \cos \phi_b \) and \( C_c \propto \sin \phi_c \)).

Taking the local inner product of the equation of motion, we obtain the local amplitude equations for the daughters

\[
\ddot{b}_b + \omega_b^2 b_b = \omega_b^2 - \frac{d\kappa_{abc}}{dr} q_a q_c
\]

\[
\ddot{c}_c + \omega_c^2 c_c = \omega_c^2 - \frac{d\kappa_{abc}}{dr} q_a q_b,
\]

where we neglected the self-coupling terms because they are small relative to the \( p-g \) coupling terms and, since \( \kappa_{abc} \) is a slowly varying function of \( r \) in the coupling region, we took

\[
\frac{1}{\Delta r} \int_r^{r+\Delta r} \int_\Omega d^3x \frac{d\kappa_{abc}}{dr} \simeq \frac{d\kappa_{abc}}{dr}.
\]

From the stability analysis of Appendix A we infer that when unstable, the local amplitude equations (D4) and (D5) yield a local daughter driving rate

\[
\tilde{\Gamma}_{bc} \simeq \omega_c \left| \alpha_\gamma \right|^{-1/2} \left| q_a \right| \frac{d\kappa_{abc}}{dr}.
\]

The global driving rate is related to the local driving rate by

\[
\Gamma_{bc} \simeq \omega_c |q_a \kappa_{abc}| \simeq \int dr \left| \alpha_\gamma \right|^{-1/2} \tilde{\Gamma}_{bc}.
\]

Since \( \alpha_{bc} = v_{b,c}^{-1} / \int v_{b,c}^{-1} dr \), where \( v_b = c_s \) and \( v_c = \omega_c^2 r / \Lambda_c N \) are the radial group velocities of the modes, this states that the global driving rate is the average of the local driving rate weighted by the geometric mean of the time the daughters spend at each radius.
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