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Abstract

One possible mechanism linking inflammation with cancer involves the generation of reactive oxygen, nitrogen and halogen species by activated macrophages and neutrophils infiltrating sites of infection or tissue damage, with these chemical mediators causing damage that ultimately leads to cell death and mutation. To determine the most biologically deleterious chemistries of inflammation, we previously assessed products across the spectrum of DNA damage arising in inflamed tissues in the SJL mouse model nitric oxide over-production (Pang et al., Carcinogenesis 28: 1807–1813, 2007). Among the anticipated DNA damage chemistries, we observed significant changes only in lipid peroxidation-derived etheno adducts. We have now developed an isotope-dilution, liquid chromatography-coupled, tandem quadrupole mass spectrometric method to quantify representative species across the spectrum of RNA damage products predicted to arise at sites of inflammation, including nucleobase deamination (xanthosine, inosine), oxidation (8-oxoguanosine), and alkylation (1,N6-etheno-adenosine). Application of the method to liver, spleen, and kidney from the SJL mouse model revealed generally higher levels of oxidative background RNA damage than was observed in DNA in control mice. However, compared to control mice, RcsX treatment to induce nitric oxide overproduction resulted in significant increases only in inosine and only in the spleen. Further, the nitric oxide synthase inhibitor, N-methylarginine, did not significantly affect the levels of inosine in control and RcsX-treated mice. The differences between DNA and RNA damage in the same animal model of inflammation point to possible influences from DNA repair, RcsX-induced alterations in adenosine deaminase activity, and differential accessibility of DNA and RNA to reactive oxygen and nitrogen species as determinants of nucleic acid damage during inflammation.
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INTRODUCTION

Chronic inflammation is now recognized as a cause of human disease. Current evidence points to a persistent local inflammatory state in organ-specific carcinogenesis, with >16% of all cancers caused by chronic infection or other types of chronic inflammation. This is illustrated by the causal relationship of Helicobacter pylori infection and gastric cancer, viral hepatitis and liver cancer, and Schistosoma haematobium infection and bladder cancer. Despite this evidence, the mechanisms underlying the link between chronic inflammation and cancer have not been clearly defined. In addition to cytokine-mediated changes in host cell cycle and apoptosis, the infiltration of macrophages and neutrophils at sites of inflammation leads to the generation of a variety of reactive oxygen and nitrogen species that cause damage to all types of biological molecules. Activated macrophages produce nitric oxide (NO) that acts is a signaling molecule and regulator of the cardiovascular, nervous, and immune systems at nanomolar concentrations. At higher concentrations approaching 1 µM, NO is considered pathological due to interference with signaling pathways and by reactions with oxygen and superoxide (O$_2^-$) to generate a variety of reactive nitrogen species. Autooxidation of NO generates the nitrosating agent, nitrous anhydride (N$_2$O$_3$), while the reaction of O$_2^-$ and NO at diffusion-controlled rates leads to peroxynitrite (ONOO$^-$), which, in its protonated form, undergoes rapid ($t_{1/2} \approx 1$ s) homolysis to yield hydroxyl radical (•OH) and the weak oxidant, nitrogen dioxide radical (NO$_2^•$). Further reaction of ONOO$^-$ with carbon dioxide forms nitrosoperoxycarbonate (ONOOCO$_2^-$) that also undergoes homolytic scission to form carbonate radical anion (CO$_3^{2−}$) and NO$_2^•$.

With implications for carcinogenesis and the development of biomarkers of inflammation, these reactive oxygen and nitrogen species readily react with nucleic acids, proteins, lipids, and carbohydrates to form nucleic acid damage products covering a range of chemistries; nucleobase damage products studied here are shown in Figure 1. Our previous work demonstrated that nitrosation of DNA nucleobases by N$_2$O$_3$ leads to the conversion of guanine to either xanthine (X; Fig. 1) or oxanine (O), and adenine to hypoxanthine (I; Fig. 1). DNA is also subject to oxidation and nitration by reactive nitrogen species, mainly as a consequence of reactions with ONOO$^-$ and ONOOCO$_2^-$.

We recently reported analyses of nucleic acid damage products in two different mouse models of inflammation. In the Rag2$^{-/-}$ infection-induced colitis model, infected animals exhibited higher levels of chlorinated nucleic acid lesions, and increased hypoxanthine levels in DNA. The current work was inspired by the analysis of DNA lesions in the SJL mouse model of inflammation, which was conducted to define the predominant chemical damage pathway. In this model, injection of superantigen-bearing, reticulum cell sarcoma-derived RcsX cells leads to widespread activation of macrophages with subsequent generation of large quantities of NO, O$_2^•$, and secondary reactive species.
in spleen, lymph nodes, and liver, with a maximal 30- to 40-fold increase in urinary nitrate excretion at 12–14 days.\textsuperscript{24–27} The generation of reactive species is associated with an increased mutation frequency\textsuperscript{24} and protein damage in the form of nitrotyrosine\textsuperscript{24} and lipid peroxide adducts.\textsuperscript{28} Among the variety of potential DNA damage products, we observed significant increases in only the etheno adducts (Figure 1).\textsuperscript{1, 29} The limited changes in other damaged nucleobases could result from (1) interception of reactive oxygen and nitrogen species prior to their entry into the nucleus, for example by reaction with glutathione; (2) efficient DNA repair processes that obviate changes in the steady state levels of the lesions; and (3) protection of duplex DNA from reactions by virtue of the less solvent exposed nature of the nucleobases compared to single-stranded nucleic acids or nucleosides. Because RNA differs from DNA in these aspects, we undertook an analysis of similar damage products in RNA isolated from SJL mouse tissues to test these hypotheses.

RNA represents a significantly different target for damage by the chemical mediators of inflammation. Though RNA is hydrolytically more labile, it is chemically more stable than DNA.\textsuperscript{30} However, there are other characteristics that make it more prone to chemical reactions intracellularly. RNA is largely single stranded, leading to greater solvent accessibility of most nucleobases in RNA. RNA is also more widely distributed in cells, located both in the nucleus and cytoplasm where it can be exposed to exogenous toxicants and possible endogenous reactive oxygen species from mitochondria.\textsuperscript{31} There is also a paucity of repair processes for most RNA damage products, with oxidative dealkylation via AlkB being the only confirmed repair pathway.\textsuperscript{32, 33} Turnover rates differ widely between DNA and RNA, with DNA being relatively stable in non-dividing cells, whereas RNA turnover rates vary between a matter of minutes or hours for mRNA to RNA that persists for several days.\textsuperscript{34} There are also generally larger quantities of RNA relative to DNA in most cell types.\textsuperscript{35} These differences motivated us to measure RNA damage in the SJL mouse model of NO over-production and inflammation.

**MATERIALS AND METHODS**

**Materials**

All chemicals and reagents used were of the highest purity available and were used without further purification unless otherwise noted. Phosphodiesterase I was purchased from US Biologics (Cleveland, OH). Tetrahydrouridine and \textsuperscript{N}G\textsuperscript{methyl-L-arginine were purchased from Calbiochem (San Diego, CA). Benzonase, calf intestine alkaline phosphatase, butylated hydroxytoluene, deferoxamine mesylate, and other buffer salts were purchased from Sigma Chemical Company (St Louis, MO). Coformycin was obtained from the National Cancer Institute Chemical Carcinogen Reference Standards Repository. Omnisolv HPLC-grade acetonitrile was purchased from EMD (Gibbstown, NJ) for LC-MS/MS analyses. Water purified through a Milli-Q system (Millipore Corp., Bedford, MA) was used throughout our studies. RNeasy Midi kits and RNAlater RNA stabilization reagent were purchased from Qiagen (Hilden, Germany). Centrifugal membrane filters were purchased from Pall Corporation (Northborough, MA). Isotopically labeled [\textsuperscript{15}N\textsubscript{5}]-rG and [\textsuperscript{15}N\textsubscript{5}]-rA were purchased from Spectra Stable Isotopes or Cambridge Isotopes (Andover, MA).

**Synthesis of isotopically-labeled internal standards**

Syntheses of [\textsuperscript{15}N\textsubscript{4}]-labeled xanthosine (rX), inosine (rI), [\textsuperscript{15}N\textsubscript{5}]-1,N\textsubscript{6}-etheno-adenosine (εrA), and [\textsuperscript{15}N\textsubscript{5}]-8-oxo-7,8-dihydroguanosine (8-oxo-rG) were performed as described elsewhere.\textsuperscript{36–41} All standards were purified by reversed-phase HPLC, with retention times agreeing with unlabeled standards, characterized by HPLC-coupled electrospray ionization time-of-flight mass spectrometry, and quantitated by UV absorbance using published extinction coefficients.\textsuperscript{36–41}
Experiments with SJL mice

All studies using mice were performed in accordance with protocols approved by the MIT Committee on Animal Care and with the NIH Guide for the Care and Use of Laboratory Animals. RcsX cells (kindly supplied by Dr. N. Ponzio, University of New Jersey Medical Center, Newark, NJ) were passaged through SJL mice (Jackson Laboratory, Bar Harbor, ME) and harvested from lymph nodes 14 days after inoculation, according to published procedures. Cells were manually dissociated from lymph nodes followed by washing in phosphate-buffered saline (PBS; 140 mM NaCl, 2.7 mM KCl, 10 mM Na_2HPO_4, 1.8 mM KH_2PO_4, pH 7.4) and freezing in aliquots of 5 x 10^7 cells in 10% dimethylsulfoxide/fetal bovine serum. To stimulate NO production, groups of 12 SJL mice (5–6 w old) were injected intra-peritoneally with 10^7 RcsX cells in 200 µL of PBS, and control mice were injected with 200 µL PBS. Parallel studies were performed in control and RcsX-treated mice that were also treated with the inducible nitric oxide synthase (iNOS) inhibitor, N^G-monomethyl-L-arginine (NMA), which was administered in drinking water (30 mM) ad libitum during the duration of the study. On day 12 after injection of RcsX cells, treated and control were euthanized (carbon dioxide) and the spleen, liver and kidneys were removed, divided into 30–50 mg pieces, submerged in RNA stabilization reagent (RNAlater), and snap frozen in liquid nitrogen and stored at −80 °C. Analysis of RNA damage products was performed on 6–9 mice in each group, with the remaining tissues used in other studies.

RNA isolation

RNA was isolated from spleen, liver, and kidney tissue using the RNeasy Midi kit following the manufacturer’s instructions with additional steps added in order to reduce adventitious damage during the isolation. Briefly, 100 mg samples of frozen tissue were placed in 2 mL of RLT lysis buffer containing 3.5 µM coformycin (adenine deaminase inhibitor), 2.5 mM deferoxamine mesylate (metal-chelating antioxidant), 0.5 mM butylated hydroxytoluene (antioxidant), and 0.2 mM tetrahydrouridine (cytosine deaminase inhibitor), and homogenized for 1–2 min using a Qiagen Tissue Ruptor on a medium setting. RNA concentration was determined by UV spectroscopy and samples were stored at −80 °C prior to analysis. The quantity of RNA analyzed was corrected for concentration and contaminating DNA by measuring canonical ribonucleosides during the HPLC pretreatment step described shortly and comparing the areas under the curve for each nucleoside with calibration curves obtained with standards.

Quantification of RNA damage products

Nucleoside forms of RNA damage products were quantified using a liquid chromatography-coupled tandem mass spectrometry (LC-MS/MS) method derived from that developed for DNA by Pang et al. RNA (50–100 µg) was digested to nucleoside form by overnight reaction (37 °C) in 200 µL of 10 mM Tris (pH 7.8) with 1 mM MgCl_2, 4 U of Benzonase, 17 U of alkaline phosphatase, 0.2 U of phosphodiesterase I, 3.5 µM coformycin, 2.5 mM deferoxamine mesylate, 0.5 mM butylated hydroxytoluene and 0.2 mM tetrahydouridine, and a mixture of internal standards: 10 pmol ^15N_5-rX and ^15N_4-rI; and 1 pmol of ^15N_8-oxo-rG and ^15N-ε-rA. Enzymes were subsequently removed by microfiltration (10kD, Nanosep Omega) and the filtrate was concentrated under vacuum. Ribonucleosides were resolved by HPLC on an Agilent 1100 HPLC equipped with a Varian microsorb C18 reversed-phase column (250 x 4.6 mm, 5 µm particle size, 100 Å pore size; Palo Alto, CA), a thermostatted column compartment, an diode array detector and a fraction collector. Elution was performed at 9 °C with a gradient of acetonitrile in 8 mM ammonium acetate buffer following the details in Table S1. Individual ribonucleosides were fractionated by HPLC bracketing empirically determined elution times for each damage product shown in Table S2. The ribonucleoside-containing fractions were dried under vacuum, redissolved in...
50 µL of water and analyzed by LC-MS/MS. The fractions containing rX, 8-oxo-rG, and the etheno adducts were injected separately onto a reversed-phase HPLC column (Thermo hypersil gold AQ C18 column; 150 × 2.1 mm, 3 µm particles) eluted isocratically at a flow rate of 200 µL/min with a mobile phase consisting of 0.1% acetic acid with low percentages of acetonitrile, as detailed in Table S2. The fraction containing rI was injected on a YMC-Pack ODS-AQ column (3 µm particles, 12 nm pores) and eluted with a mobile phase of 0.1% acetic acid with a gradient of 0.5–70% acetonitrile over 30 min. In all cases, the HPLC eluent was directed into an AB Sciex API 3000 triple quadrupole mass spectrometer operated in positive ion mode, with the instrument parameters shown in Table S2. Multiple reaction monitoring (MRM) was performed with the first quadrupole (Q1) set to transmit the precursor ions and third quadrupole (Q3) set to monitor the deglycosylated fragment ions shown in Table S2. Quantification of ribonucleosides was accomplished using linear calibration curves ($r^2 > 0.95$, data not shown). To determine LOQ values with appropriate matrix effects, 100 µg of SJL kidney RNA was hydrolyzed without the addition of internal standards and HPLC fractions were collected at the retention times for the desired damaged nucleosides, with internal standards then spiked into the appropriate HPLC fractions for subsequent quantification by LC-MS/MS. To determine whether artifactual deamination occurred, 25 µg of rA was subjected to digestion conditions, HPLC pre-purification, and LC-MS/MS analysis as noted above in the presence or absence of the adenosine deaminase inhibitor, coformycin. The results shown in Table S4 confirm the absence of deamination artifacts, as observed in previous studies.

RESULTS AND DISCUSSION

The present studies were motivated by the observation of limited increases in DNA damage induced by inflammation in the SJL mouse model of NO overproduction. While εdA and 1,N2-εdG were elevated 3–4-fold in spleen, liver, and kidney in the RcsX-treated mice, there were no significant changes in the levels of products arising from nitrosative deamination or direct oxidation. To determine whether the different cellular conditions of RNA would lead to higher levels of inflammation-induced damage and a different spectrum of damage chemistries, we developed an LC-MS/MS method to quantify RNA lesions representative of the deamination, oxidation, and alkylation chemistries of inflammation and applied it to tissues from the SJL mouse model.

Development of a method to quantify RNA damage products

The key feature of these studies was the development of a sensitive, accurate, and precise analytical method to quantify RNA damage products representing several chemistries predicted to occur with the reactive nitrogen species of inflammation. The critical first step in the method involves RNA isolation and manipulation, with careful attention to minimize adventitious damage caused by deaminase enzymes contaminating commercial enzyme preparations and by oxidation of rG and 8-oxo-rG. These artifacts were minimized by the addition of nucleobase deaminase inhibitors (coformycin, tetrahydrouridine), a metal chelator (deferoxamine), and an antioxidant (BHT), to buffers used during RNA isolation and processing.

Another critical facet of the method involved the chromatographic resolution of the ribonucleosides. As shown in Figure 2 for the first dimension pre-purification chromatographic step, damaged ribonucleosides were well resolved from each other and from canonical ribonucleosides. Any co-eluting canonical and damaged ribonucleosides in fractions collected from the first HPLC column were subsequently completely resolved on a second HPLC system for LC-MS/MS analysis. This level of chromatographic resolution was critical for the deaminated nucleobase products rI and rX, which are only one mass unit...
larger than their canonical counterparts, and for 8-oxo-rG that has the potential to arise from oxidation of rG in the electrospray source.

To ensure the highest sensitivity for each damage product, the parameters for MS/MS MRM analysis were optimized using standards for each analyte (Table S2). The recovery of internal standards relative to unprocessed samples was calculated to demonstrate the importance of the addition of internal standard to account for loss and matrix effects (Table S3). While the overall recovery of ribonucleosides was variable (Table S3), the limits of detection (fmol) range from 1–50 fmol (Table S2), which amounts to 0.2–25 lesions per 10^8 nt in 50 µg of RNA.

Quantification of RNA lesions in SJL mouse tissues: predominance of rI

In the SJL mouse model of NO overproduction and systemic inflammation, injection of RcsX tumor cells leads to macrophage activation, with associated increases in NO and O_2^- and maximal phagocyte infiltration occurring in the spleen and to a lesser extent the liver at 12–14 days post-injection. Using the LC-MS/MS method, we quantified a set of ribonucleoside damage products thought to reflect the spectrum of chemistries arising at sites of inflammation. The results of the analyses are shown in Table 1. The first observation was that only rI in the spleen was significantly elevated in the RcsX-treated mice (Figure 3). Further, administration of the iNOS inhibitor, NMA, to inhibit NO production did not affect RNA damage levels in either control or RcsX-treated SJL mice. It is unlikely that the elevated rI levels resulted from adventitious deamination during RNA processing, as observed in previous studies with DNA, since we included an adenosine deaminase inhibitor (coformycin) during RNA processing, with control experiments demonstrating the lack of adventitious deamination under the conditions of our experiments (Table S4).

As illustrated in Figure 4, there are several possible mechanisms that could cause levels of rI to increase in the spleen of SJL mice: nitrosative or enzymatic deamination of rA, nitrosative damage to the nucleotide pool or altered nucleotide metabolism, and RcsX cell-induced shifts in the population of cells comprising the SJL spleen. The first mechanism involves the anticipated nitrosative deamination of nucleic acids by NO-derived N_2O_3. While N_2O_3 causes deamination of DNA in cells exposed to physiologically relevant concentrations of NO, there was no change in the steady-state level of dI, dX, dU, or dO in spleen, liver and kidney from RcsX-treated SJL mice. Nitrosative deamination as the primary cause of rI formation is unlikely given the lack of increase in rX and the absence of an affect of NMA-induced inhibition of iNOS (Table 1).

Enzymatically-mediated RNA deamination is another potential source of endogenous rI formation. Among the possible enzymes are adenosine deaminases acting on double-stranded RNA (ADARs), which act on rA in unspliced transcripts, and a family of ADAR-related adenosine deaminases that act on tRNA (ADAT or Tad). We recently observed that chemical stresses lead to altered levels of the two-dozen enzymatically modified ribonucleosides in tRNA, with modest (7–18%) increases in rI in tRNA caused by exposure of cells to the neutrophil-derived oxidizing and halogenating agent, HOCl. It is likely that enzymatically-mediated alterations of rI in tRNA do not fully account for the observed increase of rI in total RNA, since tRNA accounts for ~10–15% of total cellular RNA, and even less in our samples given that our RNA isolation method favors species >300 nts. Cytidine deaminase is also induced in response to cytokines and has been correlated to chronic inflammation and carcinogenesis, though increased dU levels were not observed in previous studies of the SJL mouse model. We did not quantify cytidine deamination in this study given the abundance of uridine as a canonical ribonucleotide.
This raises the possibility that ADARs may contribute to increased rI in the SJL mouse spleen. ADAR activity varies as a function of tissue type and rI is present in mRNA in tissue-specific levels that correlate with ADAR expression, which may explain the observation of increased rI in spleen but not liver or kidney. With regard to inflammation, ADAR1 was previously found to be upregulated in stimulated macrophages, and rI was found to increase in mRNA from splenic tissue from endotoxin-treated mice. Further, A-to-I editing in mRNA has also been found to increase in other stress conditions such as hypoxia. Given the massive infiltration of activated macrophages observed in the spleen of RcsX-treated SJL mice, it is possible that elevated ADAR activity in stimulated macrophages accounts for the increased rI in spleen (Table 1).

Another possible mechanism for the inflammation-induced increase in rI in RNA involves the nucleotide pool. Purine nucleotide metabolism involves enzymatically-mediated conversion of nucleotides containing I and X, to A and G, respectively. We recently observed that defects in purine nucleotide metabolism lead to large increases in incorporation of I, but not X, into DNA and RNA, presumably as a result of increased levels of dITP/rITP and dXTP/rXTP in the nucleotide pool with selective incorporation of I-containing nucleotides into DNA and RNA by polymerase activity. The increase in rI could be caused by increased levels of rITP in the nucleotide pool, either as a result of altered purine nucleotide metabolism or nitrosative deamination of rATP. Since dI amounts remained constant in the SJL mice, inflammation-induced alteration of purine nucleotide metabolism is unlikely. However, perturbations of nucleotide metabolism appear to affect levels of rI more than dI, so smaller metabolic changes could be observed only in RNA. Nonetheless, the lack of an NMA effect suggests that nitrosative stress is not causing deamination of purines in the nucleotide pool.

The differences in RNA deamination levels could also be due to differences in RNA content of infiltrating immune cells (Fig. 4D,E), with RcsX treatment of the SJL mice leading to increased splenic mass due to infiltration of macrophages and other immune cells. For example, higher levels of circulating nucleic acids, including DNA, mRNA, and miRNA, have been detected in humans and mouse models of cancer and inflammatory conditions. High molecular weight DNA and RNA have also been found to be released from eukaryotic cells in tissue culture. These extracellular nucleic acids can be phagocytized with inosine detected in internalized circulating RNAs possibly as a result of adenosine deamination during circulation or following phagocytosis (Fig. 4D). Thus, higher levels of circulating nucleic acids in macrophages in the RcsX-treated animals could affect the observed levels of rI in the spleen. Another possible mechanism involves differences in RNA content in the spleen as a result of the large shift in cell composition following RcsX treatment (Fig. 4E). RNA synthesis generally increases along with cell volume, resulting in higher ratios of RNA to DNA in liver versus spleen, with the RNA/DNA ratio lower in human lymphocytes than other cells (0.3 versus 4–6) and lower yet in leukemic lymphocytes. These differences in cellular RNA content between the infiltrating and normal cell constituents could also dilute potential differences in the other RNA damaged species in spleen and liver.

In any event, the specific mechanism underlying the increase in rI awaits clarification (Fig. 4). That RNA damage has consequences for cell viability is now widely recognized, beyond the obvious fact that RNA damage can disrupt protein synthesis and cause errors in protein translation. The damaged RNA may also have effects beyond the transcript itself in that proteins termed vigilins bind to promiscuously A-to-I-edited transcripts and target them, or their degradation products, to heterochromatic regions of the nucleus. Further, altered levels of tRNA modifications can cause significant effects on protein translation.
Understanding the mechanisms of RNA editing is essential in the study of inflammation, as inflammatory cytokines and iNOS are regulated post-transcriptionally at the level of nuclear export, localization and decay of mRNA. The 3'-untranslated regions (3'-UTR) of mRNA, which are key to the degradation process by facilitating the binding of regulatory proteins, contain AU-rich elements that are also the targets for ADARs that convert A-to-I. Thus, deamination could alter the inflammatory process by affecting the binding of mRNA stabilizing and destabilizing proteins to cytokine and iNOS transcripts. For example, the fact that rI is commonly misread as rG could affect the binding of AU-recognizing proteins that mark iNOS for exosomal degradation by binding to the 3'-UTR of mRNA. Indeed, the binding of one such protein, KSRP, to iNOS mRNA can be disrupted if the AU binding region is replaced with GC. Consequently, A-to-I editing could interfere with the degradation of cytokine and iNOS transcripts, perpetuating the inflammatory process. This is suggested by the abnormally high levels of ADAR1 in some pediatric leukemias, with conditional deletion of ADAR1 causing regression of established myelogenous leukemia. Thus, it appears that ADAR1 and A-to-I editing could perpetuate chronic inflammation and cancer.

Higher levels of RNA oxidation than DNA oxidation

In agreement with previous observations in other systems, levels of oxidative damage to RNA are higher than in DNA in the SJL mouse model (Table 2). Higher steady-state levels of 8oxorG than 8oxodG in cells and tissues have been observed by several groups, while exposure to endogenous and exogenous electrophiles further demonstrates the susceptibility of RNA to damage in cells and tissues. For example, benzo[a]pyrene, aflatoxin B1, and nitrosopyrrolidine adduct formation in vivo occurs at higher levels in RNA than DNA, and etheno adduct formation is higher in RNA in ethyl carbamate-treated mice. Oxidative stress also appears to affect RNA more than DNA, as suggested by 8-oxoG levels in cells treated with H₂O₂ and in tissues from mice treated with 2-nitropropane, and in a mouse model of aging, with modest increases in RNA oxidation observed in different tissue types. The most likely explanations for the higher steady-state levels of RNA damage is a combination of greater accessibility to toxicants as a result of broader cellular distribution, greater solvent exposure of nucleobases in RNA due to the higher proportion of single-stranded structures, and more limited repair of the various RNA lesions. For DNA, nuclear concentrations of the various chemical mediators of inflammation may not be high enough to achieve significant reactivity with the histone-protected nucleobases, and those lesions that do form may be efficiently removed by robust DNA repair mechanisms. Apart from oxidative dealkylation by AlkB homologs, repair of deamination, oxidation, and chlorination products in RNA has not been described. Furthermore, differences in preventative repair in the form of nucleotide hydrolases such as E. coli MutT and RdgB and mammalian ITPA that remove ribo- and 2-deoxyribonucleotide tri- and diphosphates from the nucleotide pool could conceivably account for the different levels of damage in DNA and RNA, but the enzymes appear to be reactive with both forms of nucleotide triphosphates.

In summary, we have developed an isotope-dilution LC-MS/MS method to quantify RNA damage products across the spectrum of chemistries thought to arise at sites of inflammation, with application of the method to tissues from the SJL mouse model of NO over-production and inflammation. The results revealed that steady-state levels of RNA oxidation occurred at higher levels than were observed with DNA lesions from the same...
mouse model, and that inflammation caused significant increases only in rI in spleen, possibly due to enzymatic deamination.
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**ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SJL</td>
<td>Swiss Jim Lambert mouse</td>
</tr>
<tr>
<td>RcsX</td>
<td>superantigen bearing pre-B cell lymphoma cells</td>
</tr>
<tr>
<td>NO</td>
<td>Nitric oxide</td>
</tr>
<tr>
<td>O$_2^{•−}$</td>
<td>superoxide</td>
</tr>
<tr>
<td>N$_2$O$_3$</td>
<td>nitrous anhydride</td>
</tr>
<tr>
<td>ONOO$^{−}$</td>
<td>peroxynitrite</td>
</tr>
<tr>
<td>‘OH</td>
<td>hydroxyl radical</td>
</tr>
<tr>
<td>NO$_2^{•}$</td>
<td>nitrogen dioxide radical</td>
</tr>
<tr>
<td>ONOOOCO$_2^{−}$</td>
<td>nitrosperoxycarbonate</td>
</tr>
<tr>
<td>CO$_3^{•−}$</td>
<td>carbonate radical anion</td>
</tr>
<tr>
<td>X</td>
<td>xanthine</td>
</tr>
<tr>
<td>rX</td>
<td>xanthosine</td>
</tr>
<tr>
<td>dX</td>
<td>2’deoxyxanthosine</td>
</tr>
<tr>
<td>O</td>
<td>oxanine</td>
</tr>
<tr>
<td>dO</td>
<td>2’deoxyoxanine</td>
</tr>
<tr>
<td>I</td>
<td>hypxanthine</td>
</tr>
<tr>
<td>rI</td>
<td>inosine</td>
</tr>
<tr>
<td>dI</td>
<td>2’deoxyinosine</td>
</tr>
<tr>
<td>8-oxo-G</td>
<td>8-oxo-7,8-dihydroguanine</td>
</tr>
<tr>
<td>8-oxo-rG</td>
<td>8-oxo-7,8-dihydroguanosine</td>
</tr>
<tr>
<td>8-oxo-dG</td>
<td>8-oxo-7,8-dihydro-2’deoxyguanosine</td>
</tr>
<tr>
<td>εA</td>
<td>1,N$^6$-ethenoadenine</td>
</tr>
<tr>
<td>εrA</td>
<td>1,N$^6$-ethenoadenosine</td>
</tr>
<tr>
<td>NMA</td>
<td>N$^G$-monomethyl-L-arginine</td>
</tr>
</tbody>
</table>
rG        guanosine
rA        adenosine
iNOS      inducible nitric oxide synthase
LC–MS/MS  liquid chromatography-coupled tandem mass spectrometry
rATP      adenosine triphosphate
rITP      inosine triphosphate
dITP      2’deoxyinosine triphosphate
dXTP      2’deoxyxanthosine triphosphate
XTP       xanthosine triphosphate
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Figure 1.
Inflammation-induced nucleobase damage products.
Figure 2.
HPLC chromatogram demonstrating the separation of ribonucleoside forms of RNA damage products.
Figure 3.
Comparisons of rl levels in spleen. Asterisks indicate statistically significant differences by the Mann-Whitney t-test (p < 0.05).
Figure 4. Potential Mechanisms for increased rI in inflamed SJL mouse spleen. (A) Chemical deamination by nitrous anhydride (N\textsubscript{2}O\textsubscript{3}) reaction with RNA. (B) Enzymatic deamination by adenosine deaminase or other deaminases. (C) Chemical deamination by nitrous anhydride (N\textsubscript{2}O\textsubscript{3}) reaction with components of the nucleotide pool or altered nucleotide metabolism. (D) Uptake of circulating tumor cell RNA by phagocytes that accumulate in the spleen. (E) Changes in cellular composition of the spleen as a result of ResX cell treatment in the SJL mouse.
Table 1  

Levels of RNA damage products in spleen, liver, and kidney tissue<sup>a</sup>

<table>
<thead>
<tr>
<th>Organ</th>
<th>Treatment</th>
<th>( r_{\text{X}} ) per 10&lt;sup&gt;7&lt;/sup&gt; (n)</th>
<th>( r_{\text{I}} ) per 10&lt;sup&gt;6&lt;/sup&gt; (n)</th>
<th>( r_{\text{A}} ) per 10&lt;sup&gt;6&lt;/sup&gt; (n)</th>
<th>8-oxo-( r_{\text{G}} ) per 10&lt;sup&gt;5&lt;/sup&gt; (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spleen</td>
<td>Control</td>
<td>2.0 ± 0.3 (9)</td>
<td>4.0 ± 0.6 (6)</td>
<td>2.4 ± 0.4 (9)</td>
<td>1.2 ± 0.5 (9)</td>
</tr>
<tr>
<td></td>
<td>Control + NMA</td>
<td>1.9 ± 0.3 (9)</td>
<td>5.9 ± 1.1 (7)</td>
<td>2.4 ± 0.2 (9)</td>
<td>1.5 ± 0.8 (8)</td>
</tr>
<tr>
<td></td>
<td>RcsX</td>
<td>1.8 ± 0.1 (8)</td>
<td>9.2 ± 3.7&lt;sup&gt;b&lt;/sup&gt; (7)</td>
<td>2.5 ± 0.4 (9)</td>
<td>1.5 ± 1.0 (9)</td>
</tr>
<tr>
<td></td>
<td>RcsX + NMA</td>
<td>1.8 ± 0.1 (8)</td>
<td>7.8 ± 1.9 (6)</td>
<td>2.2 ± 0.15 (8)</td>
<td>1.3 ± 0.3 (9)</td>
</tr>
<tr>
<td>Liver</td>
<td>Control</td>
<td>2.8 ± 0.1 (9)</td>
<td>1.9 ± 0.6 (9)</td>
<td>4.7 ± 1.9 (7)</td>
<td>1.4 ± 0.4 (8)</td>
</tr>
<tr>
<td></td>
<td>Control + NMA</td>
<td>1.8 ± 0.2 (8)</td>
<td>2.1 ± 0.7 (9)</td>
<td>4.7 ± 1.7 (8)</td>
<td>1.5 ± 0.4 (9)</td>
</tr>
<tr>
<td></td>
<td>RcsX</td>
<td>2.0 ± 0.5 (8)</td>
<td>2.0 ± 0.9 (8)</td>
<td>3.8 ± 0.5 (7)</td>
<td>1.1 ± 0.2 (9)</td>
</tr>
<tr>
<td></td>
<td>RcsX + NMA</td>
<td>3.8 ± 1.8 (9)</td>
<td>5.5 ± 5.7 (9)</td>
<td>4.3 ± 3.4 (6)</td>
<td>1.2 ± 0.3 (9)</td>
</tr>
<tr>
<td>Kidney</td>
<td>Control</td>
<td>2.0 ± 0.2 (9)</td>
<td>6.5 ± 0.5 (6)</td>
<td>4.1 ± 0.9 (9)</td>
<td>1.7 ± 1.4 (9)</td>
</tr>
<tr>
<td></td>
<td>Control + NMA</td>
<td>2.0 ± 0.2 (8)</td>
<td>5.7 ± 1.6 (5)</td>
<td>3.5 ± 0.9 (9)</td>
<td>1.3 ± 1.2 (9)</td>
</tr>
<tr>
<td></td>
<td>RcsX</td>
<td>2.0 ± 0.1 (8)</td>
<td>7.2 ± 0.8 (5)</td>
<td>4.3 ± 1.5 (8)</td>
<td>0.9 ± 1.2 (9)</td>
</tr>
<tr>
<td></td>
<td>RcsX + NMA</td>
<td>2.4 ± 2.0 (9)</td>
<td>7.3 ± 0.5 (6)</td>
<td>3.4 ± 0.6 (9)</td>
<td>0.6 ± 1.0 (9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Values represent the mean ± SD, N as marked. Outliers were determined and removed using the Grubbs test.

<sup>b</sup>RcsX-treated sample significantly different from control by Student’s and Mann-Whitney t-tests (p < 0.05).
### Table 2

Ratio of RNA damage to DNA damage in SJL mouse tissues

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Etheno-A per 10⁸ nt</th>
<th>8-oxo-G per 10⁶ nt</th>
<th>Xanthine per 10⁷ nt</th>
<th>Hypoxanthine per 10⁶ nt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>ResX</td>
<td>Control</td>
<td>ResX</td>
</tr>
<tr>
<td>Spleen</td>
<td>2.1</td>
<td>0.56</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Liver</td>
<td>2.4</td>
<td>1.2</td>
<td>11</td>
<td>9.2</td>
</tr>
<tr>
<td>Kidney</td>
<td>2.7</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

RNA data from Table 1, DNA data from Pang et al. Values represent ratio of RNA to DNA.