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Motivated by a search for experimental probes to access the physics of fractionalized excitations called spinons in spin liquids, we study the interaction of spinons with lattice vibrations. We consider the case of algebraic spin liquid, when spinons have fermionic statistics and a Dirac-like dispersion. We establish the general procedure for deriving spinon-phonon interactions, which is based on symmetry considerations. The procedure is illustrated for four different algebraic spin liquids: $\pi$-flux and staggered-flux phases on a square lattice, $\pi$-flux phase on a kagome lattice, and zero-flux phase on a honeycomb lattice. Although the low-energy description is similar for all these phases, different underlying symmetry groups lead to a distinct form of spinon-phonon interaction Hamiltonian. The explicit form of the spinon-phonon interaction is used to estimate the attenuation of ultrasound in an algebraic spin liquid. The prospects of the sound attenuation as a probe of spinons are discussed.
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I. INTRODUCTION

Unambiguous experimental identification of a spin liquid,\(^1\) an exotic ground state of a spin system in a dimension larger than one without a magnetic order, remains an open question.\(^2\) A number of theoretical scenarios lead to a ground state with charge-neutral excitations, which carry spin-$\frac{1}{2}$ quantum number and have fermionic statistics. These excitations, called spinons, may have a Fermi surface or a Dirac spectrum,\(^2,3\) and are usually strongly coupled to a gauge field. The latter case, so-called Dirac spin liquid phase, will be the primary subject of attention in the present paper.

Naively, one would expect that the presence of fermionic excitations in the system could be easily tested experimentally. However, measurements of different thermodynamic quantities, such as spin susceptibility or specific heat, often require subtraction and extrapolation to zero temperature, which can be ambiguous. Transport measurements are limited to a heat conductivity due to the neutral character of spinons. The heat transport measurements are difficult to perform at low temperature. Finally, neutron scattering, potentially a direct probe of spinons,\(^4,5\) requires large single crystals which are not always available. The difficulties with experimental detection of spin liquid phases has led to a number of theoretical proposals. These include, but are not limited to, Raman scattering,\(^6\) inelastic x-ray scattering,\(^7\) Friedel oscillations,\(^8\) electron spin resonance,\(^9\) impurity physics,\(^10-12\) and optical conductivity.\(^13,14\)

Coupling between spinons and phonons can open additional channel of decay for phonons and change the attenuation of ultrasound. Thus, sound attenuation is another potential probe of spinons.\(^15\) The case of spin liquid with spinon Fermi surface has been recently considered by Zhou and one of us in Ref. 16. The spinon-phonon interaction in the long wavelength limit was deduced from hydrodynamical arguments.\(^16-18\) Assuming that electrons stay in equilibrium with lattice (due to the presence of impurities) and making canonical transformation to the moving frame, one can easily derive interaction Hamiltonian. The same interaction Hamiltonian can be reproduced from microscopic considerations using the so-called deformed ions model.\(^19,20\)

However, as was pointed out in Ref. 16, spinons with a Dirac spectrum require a different treatment. Here we address this problem and consider the contribution of spinons to the attenuation of ultrasound in a Dirac spin liquid. Contrary to the case of electrons\(^18-20\) or spinons with Fermi surface,\(^16\) it appears that there is no universal form for the interaction of spinons with acoustic phonons in Dirac spin liquid. This is related to the spinor nature of spinons with Dirac dispersion. Similarly to graphene, spinor structure describes the character of wave function on different sublattices, i.e., on the microscopic scale. Consequently, one possible route of deducing the form of spinon-phonon interaction would be to find the change of the Hamiltonian of the spinons induced by the long wave modulation of the lattice parameters, starting from a microscopic Hamiltonian. This procedure, although giving explicit values of coupling constants, is not universal. It depends on the microscopic implementation of a different spin liquid phase. Moreover, it is difficult to guarantee that one finds all possible terms in the interaction Hamiltonian.

We adopt a different approach and use symmetry considerations to find a spinon-phonon interaction Hamiltonian. A similar route has been recently used to deduce electron-phonon interaction in graphene.\(^21,22\) There, representations of the lattice symmetry group of the honeycomb lattice on continuous Dirac fields were used to find all possible symmetry-allowed electron-phonon couplings.\(^22\) However, in a Dirac spin liquid, also referred to as an algebraic spin liquid, the notion of symmetry group has to be extended to the projective symmetry group.\(^23,24\)

In this paper we generalize the derivation of spinon-phonon interaction Hamiltonian to the case of projective representation of lattice symmetry group. The procedure is straightforward, and it requires studying the representation of symmetry group on spin-singlet fermionic bilinears. We consider four different realizations of the Dirac spin liquid: $\pi$-flux\(^25\) and staggered-flux\(^26\) phases on a square lattice, as well as $\pi$-flux phase on a kagome lattice\(^27\) and a Dirac spin liquid phase on a honeycomb lattice. Within low-energy effective field theory, all these phases can be described in terms of Dirac excitations, coupled to a gauge field.\(^25-31\) Nevertheless, these phases retain the information about their microscopic origin. This information
is encoded in the projective representation of spinon operators under the action of the corresponding symmetry group.

As we see below, the projective character of the representation of symmetry group has a profound consequences on a spinon-phonon interaction. For all algebraic spin liquid phases considered here except for the Dirac spin liquid on a honeycomb lattice, only the coupling to the density of spinons is allowed by symmetry at the leading order. However, we find that this coupling is screened due to the gauge field. The sound attenuation coming from the next order terms is suppressed by an extra factor and behaves as \( T^3 \) at low temperatures. In contrast, the Dirac spin liquid on a honeycomb lattice has a sound attenuation \( \propto T \). Although the sound attenuation in all cases is suppressed compared to the case of a spin liquid with a Fermi surface, the spinon contribution is still the dominant process at low temperature and experimental observation of the attenuation of ultrasound due to spinons may be possible.

The paper is organized as follows. Section II introduces the low-energy description of Dirac spin liquid and projective symmetry group. We use the \( \pi \)-flux phase on a square lattice as an example. Next, we discuss interaction of spinons with phonons in Sec. III. We describe the general procedure of obtaining a spinon-phonon interaction Hamiltonian from symmetry considerations. It is later illustrated in more detail for the \( \pi \)-flux phase on a square lattice. Having found the interaction Hamiltonian, in Sec. IV we study the sound attenuation, concentrating on attenuation of longitudinal sound. Finally, in Sec. V we summarize and discuss our results. Basic facts from the representation theory of finite groups and details on the calculation of sound attenuation are given in Appendices.

II. LOW-ENERGY DESCRIPTION OF ALGEBRAIC SPIN LIQUIDS

We review the description of algebraic spin liquid fixed point using the language of low-energy effective field theory.\textsuperscript{25,31} This description suits our purposes since we are interested in coupling between acoustic phonons in the low energy limit. In addition, it provides a universal framework applicable to a variety of different algebraic spin liquid phases. In short, three ingredients are needed in order to specify a low-energy Hamiltonian, in Sec. IV we study the sound attenuation, concentrating on attenuation of longitudinal sound. Finally, in Sec. V we summarize and discuss our results. Basic facts from the representation theory of finite groups and details on the calculation of sound attenuation are given in Appendices.

A. Effective field theory, gauge group, and projective symmetry group

The starting point is the spin \( S = 1/2 \) model on some (not necessarily Bravais) two-dimensional lattice. The symmetries of spin Hamiltonian are assumed to include SU(2) spin rotations, time reversal, and the full lattice group of a given lattice. We write the Hamiltonian as

\[
H = \sum_{(ij)} J_{ij} S_i \cdot S_j + \cdots,
\]

where bold indices \( i, j \) denote lattice sites and the sum goes over nearest-neighbor pairs of sites. The ellipsis denotes other short-range interaction terms required to stabilize the required spin liquid phase.

In order to get access to phases with no spin order, we use slave-fermion mean-field theory. We represent spin operators using spinon operators \( f_{ia} \), \( f_i \uparrow = f_{i\uparrow} \), and \( f_i \downarrow = f_{i\downarrow} \). The mapping between Hilbert spaces is exact, provided one imposes a constraint of no double occupancy, \( f_{ia}^\dagger f_{ia} = 1 \), where summation over repeating indices is implied. Such representation of spin has SU(2) gauge redundancy. Therefore, mean-field decoupling of spin interaction has to include a SU(2) gauge field on the links of the lattice. Saddle points of the mean-field theory, depending on their structure,\textsuperscript{25,24} may break this SU(2) symmetry down to U(1) or Z\(_2\).

We are mostly interested in phases with U(1) gauge symmetry [the only SU(2)-symmetric algebraic spin liquid phase considered here is the \( \pi \)FL phase\textsuperscript{24}]. General lattice gauge theory Hamiltonian at the saddle point is

\[
H_{\text{U}(1)} = \frac{\hbar}{2} \sum_{(ij)} \epsilon_{ij}^2 - K \sum_{\text{plaq}} \cos(\phi_{ij}) + \sum_{(ij)} [\chi_{ij} e^{-i\sigma_{ij}} f_{ia}^\dagger f_{ja} + \text{H.c.}],
\]

where we assume that the choice of \( \chi_{ij} \) leads to a Dirac spectrum. The gauge redundancy leads to the appearance of \( a_{ij} \), a compact U(1) vector potential living on the bonds of the lattice, and \( e_{ij} \), which is canonically conjugate electric field taking integer values. We also defined \( \phi_{ij} \), living on the dual lattice, as the lattice version of the curl of gauge field \( a_{ij} \). The gauge constraint is \((\text{div} e) + f_{ia}^\dagger f_{ia} = 1 \). Although initially the vector potential does not have any kinetic terms, these will be generated due to coupling with fermions and are written in Eq. (3) with coefficient \( K \). For \( K = 0 \), \( \hbar \gg |\chi_{ij}| \), one recovers the spin model from Eq. (3). Mean field is a good approximation when \( K \gg |\chi_{ij}| \). The algebraic spin liquid phase has been argued that this phase is stable to \( 25,26 \) Monopoles are irrelevant, leading to the gauge group becoming noncompact in the low-energy limit. Therefore, it should be accessible starting from the spin Hamiltonian in Eq. (1) for some range of initial parameters. More detailed discussions of stability of algebraic spin liquid phase are presented in Refs. 25 and 26.

Provided that the choice of \( \chi_{ij} \) leads to a Dirac spectrum, we use continuous fermionic fields to write the low-energy Hamiltonian. In the momentum space it reads

\[
H = v_F \int \frac{d^2 k}{(2\pi)^2} \psi_{\sigma a}^\dagger((k - a) \cdot \sigma_{\alpha \beta}) \psi_{\sigma a \beta},
\]

The indices \( \sigma, a, \) and \( \alpha \) in a continuous eight-component fermion field \( \psi_{\sigma a} \) label spin, Dirac valley, and sublattice, respectively. In what follows, we use three different sets of
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Let us illustrate the derivation of the action of reflection generator on the continuous fields. The action of $R_x$ on the unit cell may be symbolically shown as

$$
\begin{array}{c}
1 & 2 & 3 & 4 \\
\hline
1 & 2 & 3 & 4 \\
\end{array}

\Rightarrow
\begin{array}{c}
1 & 2 & 3 & 4 \\
\hline
4 & 3 & 2 & 1 \\
\end{array}

(13)

From here we can understand the action of $R_x$ on the lattice fermion fields as exchanging fermionic operators with indices $1 \leftrightarrow 2$ and $3 \leftrightarrow 4$. However, in order to leave Hamiltonian (7) invariant, this has to be supplemented by gauge transformation that changes the sign of all hoppings [thus reversing the direction of all arrows in the right-hand side of Eq. (13)]. One can easily check that transformation

$$
\begin{align}
fr_1 & \rightarrow fr_2, \quad fr_2 \rightarrow -fr_1, \\
fr_3 & \rightarrow fr_4, \quad fr_4 \rightarrow -fr_3,
\end{align}

(14a)

$$

leaves Hamiltonian (7) invariant. The action of $R_x$ on operators $frn$ is easy to translate into the representation of $R_x$ on the continuous fermionic fields using their definition (11). In terms of different sets of Pauli matrices introduced above, it can be written as

$$
\psi \rightarrow R_x \psi \quad \text{with} \quad R_x = i\mu^x \tau^y.

(15)

Using an analogous procedure we get the representation of the remaining generators to be

$$
R_{\pi/2} = \frac{1}{2} (\mu^x + \mu^y) (1 + i \tau^z),

(16)

$$

where $\pi$-flux phase there exist two additional SU(2) transformations not related to lattice symmetry group. These are time reversal, $T$, defined as an antiunitary operator which flips the direction of spin operator (2), and charge conjugation, $C$. The latter operation may be viewed as a SU(2) rotation in the spin space by $\pi$ around y axis,23 supplemented by the particle-hole transformation. On the lattice level (in momentum space) these can be conveniently represented by

$$
T : f_{k\sigma 1,3} \leftrightarrow f_{k\sigma 1,3}, \quad f_{k\sigma 2,4} \leftrightarrow -f_{k\sigma 2,4},

(18a)

$$

$$
C : f_{k\uparrow n} \rightarrow f_{k\downarrow n}, \quad f_{k\downarrow n} \rightarrow -f_{k\uparrow n},

(18b)

$$

where $T$ reversal also includes complex conjugation operation, and spin indices were restored. Although these definitions may look counterintuitive, one can check that the charge conjugation (18b) indeed leaves the spin operator invariant, whereas the time-reversal symmetry, defined as in Eq. (18a), flips the direction of the spin operator in Eq. (2). Mapping this action to continuous fermionic fields, we have

$$
T : \psi \rightarrow \mu^x \tau^y (\psi^T),

(19a)

$$

$$
C : \psi \rightarrow (i\sigma^y) (i\mu^x \tau^y) (\psi^T).

(19b)

$$

As we pointed out earlier, the representation of the lattice symmetry group on fermions is projective. This can be easily seen from the action of generators, Eqs. (15)–(17), if one tries to test some group identities. For example, $(R_{\pi/2})^4$ is a trivial transformation. However, using the explicit form of the representation of $R_{\pi/2}$ for continuous fermionic fields, Eq. (16), we find

$$
(R_{\pi/2})^4 = -1.

(20)

$$

Thus, all group identities hold only up to some gauge transformation, which leaves the Hamiltonian invariant.

III. SPINON-PHONON INTERACTION

Having a low-energy description of Dirac spin liquid phases at our disposal, in this section we consider the spinon-phonon interaction.

As we explained in the Introduction, the hydrodynamic approach,16–18 applicable for the case of spin liquid with the Fermi surface, is not straightforward to use in our case. It is the presence of spinor structure, inherently related to the microscopic details such as two inequivalent sublattices, that prevents application of hydrodynamical arguments. Of course, one can always resort to the microscopic derivation of spinon-phonon interaction. Despite the advantage of giving specific values of coupling constants, this route is highly nonuniversal and is not guaranteed to yield all possible couplings.

We present a universal procedure for finding all possible terms in a spinon-phonon interaction Hamiltonian allowed by symmetry. First, we introduce phonons and the general form of the spinon-phonon interaction Hamiltonian. After this the general idea behind the procedure is described. Implementation of this procedure for the $\pi$-flux phase serves as an example. Finally, we present results for other Dirac spin liquid phases and discuss the underlying physics. The derivation of these results relies extensively on a representation theory for finite groups. Necessary concepts, as well as basic facts about point groups of square, kagome, and honeycomb lattices, are listed in Appendix A.

A. Spinon-phonon interaction Hamiltonian from symmetry considerations

We start with specifying conventions for the spinon-phonon interaction Hamiltonian. It is written using the operator $\hat{H}_{s-ph}(k, q)$ as

$$
\mathcal{H}_{s-ph} = \sum_{k, q} \psi^\dagger (k + q) \hat{H}_{s-ph}(k, q) \psi(k).

(21)

$$

In what follows we refer to the operator $\hat{H}_{s-ph}(k, q)$ itself as a spinon-phonon interaction Hamiltonian. Normally, the operator $\hat{H}_{s-ph}(k, q)$ obtained from the procedure described above, would contain only zeroth-order terms in the distance from the Dirac point, $k$, $\hat{H}_{s-ph}(k, q) = \hat{H}_{s-ph}(0)(q)$. As we shall see, in some cases, all such terms vanish. Then, to find a nonzero interaction Hamiltonian, we allow the presence of terms, linear in $k$, $\hat{H}_{s-ph}(1)(k, q)$ and the total Hamiltonian will be written as a sum:

$$
\hat{H}_{s-ph}(k, q) = \hat{H}_{s-ph}(0)(q) + \hat{H}_{s-ph}(1)(k, q).

(22)

$$

In what follows, we restrict ourselves to the first nonvanishing term in this expansion. Phonons enter $\hat{H}_{s-ph}(k, q)$ via the $q$ Fourier component of displacement field, $u(t, r)$. In the second
quantized language the displacement field is written as
\[ u(t, r) = \sum_{\mathbf{q}, \mu} \frac{\hbar}{2S\rho_0 q} e_{\mathbf{q}\mu}(a_{\mathbf{q}\mu} e^{-i\omega_{\mathbf{q}} t + i\mathbf{q} \cdot \mathbf{r}} + a_{\mathbf{q}\mu}^\dagger e^{+i\omega_{\mathbf{q}} t - i\mathbf{q} \cdot \mathbf{r}}), \]
(23)
where index \( \mu = L,T \) labels longitudinal and transverse modes of acoustic phonons, and \( e_{\mathbf{q}\mu} \) is the corresponding polarization vector. The dispersion of phonons is assumed in the form \( \omega_{\mathbf{q}} = v_s |\mathbf{q}| \), where \( v_s \) is the sound velocity. The \( \rho \) is defined as a mass density per layer, and \( S \) is the area. For simplicity we consider only in-plane phonon modes.

Although we work in a continuum limit, it is the lattice symmetry group and its representations that determine the properties of low-energy (acoustic) phonons and spinon excitations. Phonons are described using vector \( u(t, r) \), specifying displacement at a given point \( r \) due to deformation. As a uniform displacement of the entire lattice, \( u(t, r) = u_0 \), leaves a system invariant, acoustic phonons can couple to spinons only via spatial derivatives of \( u(t, r) \) (we ignore coupling to the time derivative, as it is suppressed by the ratio of sound to Fermi velocities). The set of all spatial derivatives, \( \partial_t u(r) \) or \(-i q_i u_j(q)\), in the Fourier space transforms as a rank 2 tensor under the lattice symmetry group. Representation of a lattice symmetry group on a rank 2 tensor can be split as a sum of irreducible representations of two vectors (24) and (25). The presence of additional symmetry operations, such as time reversal or charge conjugation, may impose further restrictions on the obtained set.

B. Example: Derivation for the \( \pi \)-flux phase

We use the \( \pi \)F phase as an example for an illustration of the abstract procedure outlined above. For phonons, the underlying symmetry group is \( C_{4v} \) (see Appendix A 2). Using characters Table V, we find explicit form of the decomposition (24) for the present case:
\[ E_1 \times E_1 = A_1 \oplus A_2 \oplus B_1 \oplus B_2. \]
(26)
where we used shorthand notation
\[ u_{ij} \equiv q_i u_j. \]
(28)

While introducing the ansatz for the \( \pi \)F\( \square \) phase in Sec. II B we used a unit cell consisting of four lattice sites. This allowed us to write relations between continuous fields and microscopic spinon operators in a simple form. However, the price to pay is that spinons now transform under the symmetry group \( C_{4v} \) which is larger than point symmetry group of the square lattice. In addition to transformations from the point group of the square \( C_{4h} \), group \( C_{4v} \) includes lattice translations by unit vector in the \( \hat{x} \) and \( \hat{y} \) directions. The details about irreducible representations of group \( C_{4v} \) are worked out in Appendix A 2. It has eight one-dimensional irreducible representations, labeled as \( A_{1,2}, B_{1,2} \) and \( A_{1,2}, B_{1,2}' \) in Table VII, and six two-dimensional representations, denoted as \( E_1, E_1', E_2, ..., 5 \). To find the splitting of representation of \( C_{4v} \) on spinon bilinears into irreducible components we use a natural basis: All spin singlet bilinears can be enumerated using tensor products of Pauli matrices acting in sublattice and valley space,
\[ \psi^\dagger M \psi, \quad M \in \{1, \tau^i, \mu^i, \tau^i \mu^j \}. \]
(29)

The product of two irreducible representations, \( D_i^{\pi F} \times D_j^{\psi \psi} \) contains a trivial representation within itself if only if these representations coincide, \( D_i^{\pi F} \equiv D_j^{\psi \psi} \). As the spinon-phonon interaction Hamiltonian has to be invariant under the action of the symmetry group, we can construct all symmetry-allowed couplings by pairing identical irreducible components between splittings (24) and (25). The presence of additional symmetry operations, such as time reversal or charge conjugation, may impose further restrictions on the obtained set.
Using the explicit basis (29), we can find to what irreducible representation a given matrix belongs. Identity matrix \( \mathbb{I} \) corresponds to the trivial representation, \( A_1 \). Next, one can check that both matrices \( \mu^z, \tau^z \), and their product, \( \mu^z \tau^z \), are invariant (up to a sign) under the action of all generators of \( C_{4v} \) [Eqs. (15)–(17)]. Therefore, the matrices \( \mu^z, \tau^z \), and \( \mu^z \tau^z \) form the basis of one-dimensional representations \( A_2, B_1, \) and \( B_2 \), respectively. Matrices \( (\tau^z, \tau^z), (\mu^z \tau^z, \mu^z \tau^z) \), and \( (\mu^x, \mu^y) \) constitute the basis of two-dimensional irreducible representations \( E_1, E_2, \) and \( E_4 \), respectively. Finally, after some algebra, the remaining six matrices from (29) can be split into pairs that realize the basis for representations \( E_3, \ldots, E_5 \) as shown in Table I. The last two rows in Table I display the symmetry of corresponding matrices under the action of time reversal and charge conjugation operations.

Explicit decompositions, Eqs. (26) and (30), give us allowed couplings between spinons and phonons. Only identical irreducible representations can be coupled between themselves. Comparing Eqs. (26) and (30) we see that only two first terms in both direct sums coincide. Thus, one may expect the allowed couplings to be described by contraction between \( A_1 \) (\( A_2 \)) components in different sums. However, according to Table I, the bilinear \( \psi^\dagger \mathbb{I} \psi \) is odd under both time reversal and charge conjugation, and \( \psi^\dagger \tau^z \psi \) is odd under time reversal. As different components of \( u_{ij} \) are invariant under time-reversal and charge conjugation, we conclude that the leading order no couplings of spinons to phonons are allowed by symmetry, \( \widetilde{H}_{\text{ph}}(\bm{q}) = 0 \).

To find a nonzero coupling of spinons to phonons, we allow for the presence of spinon momentum, \( \bm{k} \) in the coupling Hamiltonian. This corresponds to the next order in the expansion around the Dirac points. The spinon momentum, \( \bm{k} \), transforms under the usual vector representation \( E_1 \) [this can be inferred from the fact that the Dirac Hamiltonian, Eq. (12), is invariant] and is invariant under time reversal, but odd under charge conjugation. The product \( E_1 \times G_{\psi^\dagger \psi}^{S\Phi} \) is reduced as

\[
E_1 \times G_{\psi^\dagger \psi}^{S\Phi} = \begin{array}{c}
A_1 \oplus A_2 \oplus B_1 \oplus B_2 \oplus \mathcal{A}_1 \oplus \mathcal{A}_2 \oplus \mathcal{B}_1 \oplus \mathcal{B}_2 \\
2(E_1 \oplus E'_1 \oplus E_2 \oplus E_3 \oplus E_4 \oplus E_5)
\end{array}
\tag{31}
\]

The first four irreducible representations which are of interest for us [cf. with Eq. (26)] originate from the \( E_1 \) component within \( G_{\psi^\dagger \psi}^{S\Phi} \). Consequently, their basis is analogous to Eq. (27). The first four irreducible representations \( A_1, \ldots, B_2 \) from Eq. (31) can be coupled to corresponding irreducible representations in Eq. (26). For example, coupling representation \( A_1 \) with basis \( k_x \tau^x + k_y \tau^y \) to the \( A_1 \) component with basis \( u_{xx} + u_{yy} \) results in the contribution

\[
\widetilde{H}_{\text{ph}}^{S\Phi}(\bm{q}) = g_A^{(1)}(u_{xx} + u_{yy})[k_x \tau^x + k_y \tau^y], \quad \tag{32}
\]

with a phenomenological coupling constant \( g_A^{(1)} \). Dependence on \( \bm{k}, \bm{q} \) is suppressed for brevity in what follows, \( \widetilde{H}_{\text{ph}}(\bm{q}) \equiv \widetilde{H}_{\text{ph}}(\bm{k}, \bm{q}) \). Collecting all contributions at this order and rearranging phenomenological coupling constants (e.g., \( g_A^{(1)} = g_{A_1}^{(1)} \pm g_{B_1}^{(1)} \)), we get the most general form of the spinon-phonon interaction Hamiltonian in the \( S\Phi \) phase to be

\[
\widetilde{H}_{\text{ph}}^{S\Phi}(\bm{q}) = g_A^{(1)}(u_{yy} k_x \tau^x + u_{xx} k_y \tau^y) + g_A^{(1)}(u_{xx} k_x \tau^x + u_{yy} k_y \tau^y) + g_A^{(1)}(u_{xx} k_y \tau^x + u_{yy} k_x \tau^y). \quad \tag{33}
\]

**C. Results for the sF□, πF□, and 0F□ phases**

After detailed derivation of spinon-phonon interaction for the \( \pi \)-flux phase on a square lattice, we present results for other algebraic spin liquid phases considered in this work.

The staggered-flux phase on a square lattice is similar to the \( \pi \)-flux phase, considered above. However, contrary to the \( \pi \)-flux phase, there is no charge conjugation present among additional symmetries. As we shortly demonstrate, due to reduced symmetry, the number of allowed couplings is going to be larger. Splitting of \( G_{\psi^\dagger \psi}^{S\Phi} \) into irreducible components works as

\[
G_{\psi^\dagger \psi}^{S\Phi} = A_2 \oplus B_1 \oplus B_1' \oplus A_2' \oplus 2E_1' \oplus 2E_3 \oplus E_4 \oplus E_5. \quad \tag{34}
\]

The bases of corresponding components in terms of the tensor product of Pauli matrices are listed in Table II. One can notice that all one-dimensional representations present in the decomposition (34) are odd under time reversal. Just like the case of the \( \pi \)-flux phase, no couplings with phonons are allowed by symmetry at this order. To find nonzero coupling we consider the next order in \( \bm{k} \).

Explicit expression for \( \widetilde{H}_{\text{ph}}(\bm{k}) \) can be found using decomposition of the product \( E_1 \times G_{\psi^\dagger \psi}^{S\Phi} \) (where \( E_1' \) corresponds to spinon momentum) into irreducible representations.

\[
E_1' \times G_{\psi^\dagger \psi}^{S\Phi} = 2(A_1 \oplus A_2 \oplus B_1 \oplus B_2 \\
\oplus E_1' \oplus E_1' \oplus E_2 \oplus E_3 \oplus E_4 \oplus E_5). \quad \tag{35}
\]

The overall factor of two indicates that there are two distinct copies of each irreducible representation in the decomposition. Four one-dimensional irreducible representations in the first line of Eq. (35) coincide with the decomposition of \( E_1 \times E_1 \) into irreducible representations. As all irreducible components are encountered twice in the decomposition (35),

<table>
<thead>
<tr>
<th>Representation</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( B_1' )</th>
<th>( B_2' )</th>
<th>( E_1 )</th>
<th>( E_2 )</th>
<th>( E_1' )</th>
<th>( E_3 )</th>
<th>( E_4 )</th>
<th>( E_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basis</td>
<td>( \mathbb{I} )</td>
<td>( \tau^z )</td>
<td>( \mu^z )</td>
<td>( \mu^z \tau^z )</td>
<td>( \tau^z, \tau^y )</td>
<td>( \mu^x, \mu^y )</td>
<td>( \mu^x \tau^y, \mu^y \tau^y )</td>
<td>( \mu^x \tau^z, \mu^y \tau^z )</td>
<td>( \mu^x \tau^x, \mu^y \tau^y )</td>
<td>( \mu^x \tau^z, \mu^y \tau^z )</td>
</tr>
<tr>
<td>( T)-inv</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( + )</td>
<td>( + )</td>
<td>( + )</td>
<td>( + )</td>
<td>( - )</td>
<td>( - )</td>
</tr>
<tr>
<td>( C)-inv</td>
<td>( - )</td>
<td>( + )</td>
<td>( + )</td>
<td>( + )</td>
<td>( - )</td>
<td>( + )</td>
<td>( + )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
</tr>
</tbody>
</table>
we have eight different couplings between spinons and phonons. The basis for the two copies of one-dimensional representations $A_1, \ldots, B_2$ in Eq. (35) can be deduced using the fact that all these irreducible representations originate from the tensor product $E'_1 \times E'_1$:

$$A_1 : k_x \tau^x + k_y \tau^y, \quad A_2 : k_x \tau^x - k_y \tau^y,$$

$$B_1 : k_x \tau^y + k_y \tau^x, \quad B_2 : k_x \tau^y - k_y \tau^x.$$ (36a) (36b)

The bases for the second copy of irreducible representations in Eq. (35) have the same form as in Eq. (36), but with an extra Pauli matrix $\mu^z$. Physically, this corresponds to the fact that the anisotropy in Fermi velocity is not prohibited by symmetry in the sF phase.24 Time-reversal invariance does not reduce the number of allowed couplings, as all combinations in Eq. (36) are invariant under $T$. The resulting spinon-phonon interaction Hamiltonian has eight terms, four of which coincide with the case of graphene.22 We neglect the optical phonon modes is not Bravais and has a unit cell consisting of two atoms. The point group of hexagon governs the properties of phonons. The generators of $C_{6v}$ are rotations for an angle of $\pi/3$, $R_{2 \pi/3}$, and reflection with respect to the x axis, $R_x$. Using character Table VIII, the tensor product of two vector representations is decomposed as

$$E'_1 \times E'_1 = A_1 \oplus A_2 \oplus E_2.$$ (37)

On the other hand, using the character table for the group $C_{6v}$ from Ref. 27, one can reduce representation on fermion bilinears as

$$G_{\psi^\dagger \psi}^{\pi \Phi} = A_1 \oplus A_2 \oplus E_1 \oplus F_1 \oplus F_2 \oplus F_3 \oplus F_4.$$ (38)

Comparing Eqs. (37) and (38), we see that, in principle, couplings between corresponding $A_1$ and $A_2$ components are possible. However, if we consider properties of representations under time reversal, listed in Table III, we see that the basis of $A_2$ is odd under time reversal and only coupling to density fluctuations remains:

$$\hat{H}_{\psi^\dagger \psi \Phi}^{\pi \Phi} = g_0 \langle \mu_{xx} + \mu_{yz} \rangle \mathbb{I}.$$ (39)

This coupling vanishes for transverse phonon modes, and we consider terms which are next order in $k$. Higher order terms can be found from decomposing of $E'_1 \times G_{\psi^\dagger \psi}^{\pi \Phi}$ into irreducible components,

$$E'_1 \times G_{\psi^\dagger \psi}^{\pi \Phi} = A_1 \oplus A_2 \oplus 2E_1 \oplus E_2 \oplus 2(F_1 \oplus F_2 \oplus F_3 \oplus F_4),$$ (40)

and pairing those with irreducible representations contained within $E'_1 \times G_{\psi^\dagger \psi}^{\pi \Phi}$, Eq. (39). Only irreducible representations $A_1, A_2$, and $E_2$ in Eq. (40) are of interest as the same components are also present in decomposition (37). The basis for these representations can be written in terms of basis of $E'_1$, $(k_x,k_y)$, and the $E_1$ component within $G_{\psi^\dagger \psi}^{\pi \Phi}$, $[\tau = (\tau^x,\tau^y); \text{see Table III}]:$

$$A_1 : k \cdot \tau,$$ (41a)

$$A_2 : k \times \tau,$$ (41b)

$$E_2 : (k_x \tau^x + k_y \tau^y,k_x \tau^x - k_y \tau^y).$$ (41c)

From here we can read off the most general form of the spinon-phonon interaction Hamiltonian to be

$$\hat{H}_{\psi^\dagger \psi \Phi}^{\pi \Phi} = g_1 \langle u_{xx} + u_{yz} \rangle (k \cdot \tau) + g_2 \langle u_{xy} - u_{yx} \rangle (k \times \tau) + g_3 \langle u_{xy} + u_{yx} \rangle (k_x \tau^y + k_y \tau^y) + (u_{xx} - u_{yy}) (k_x \tau^x - k_y \tau^y).$$ (42)

The uniform phase on a honeycomb lattice is also governed by the symmetry group $C_{6v}$. The notable difference compared to the cases considered above is that the honeycomb lattice is not Bravais and has a unit cell consisting of two atoms.

The derivation of spinon-phonon interaction is analogous to the case of graphene.22 We neglect the optical phonon modes related to the presence of two atoms in the unit cell. The tensor product of two vector representations is decomposed as $G_{\psi^\dagger \psi}^{\pi \Phi}$, $[\tau = (\tau^x,\tau^y); \text{see Table III}]:$

$$A_1 : k \cdot \tau,$$ (43a)

$$A_2 : k \times \tau,$$ (43b)

$$E_2 : (k_x \tau^x + k_y \tau^y,k_x \tau^x - k_y \tau^y).$$ (43c)

From here we can read off the most general form of the spinon-phonon interaction Hamiltonian to be

$$\hat{H}_{\psi^\dagger \psi \Phi}^{\pi \Phi} = g_1 \langle u_{xx} + u_{yy} \rangle (k \cdot \tau) + g_2 \langle u_{xy} - u_{yx} \rangle (k \times \tau)
+ g_3 \langle u_{xy} + u_{yx} \rangle (k_x \tau^y + k_y \tau^y)
+ (u_{xx} - u_{yy}) (k_x \tau^x - k_y \tau^y).$$ (44)

The uniform phase on a honeycomb lattice is also governed by the symmetry group $C_{6v}$. The notable difference compared to the cases considered above is that the honeycomb lattice is not Bravais and has a unit cell consisting of two atoms.

The derivation of spinon-phonon interaction is analogous to the case of graphene.22 We neglect the optical phonon modes related to the presence of two atoms in the unit cell. The tensor product of two vector representations is decomposed as $G_{\psi^\dagger \psi}^{\pi \Phi}$, $[\tau = (\tau^x,\tau^y); \text{see Table III}]:$

$$A_1 : k \cdot \tau,$$ (43a)

$$A_2 : k \times \tau,$$ (43b)

$$E_2 : (k_x \tau^x + k_y \tau^y,k_x \tau^x - k_y \tau^y).$$ (43c)

From here we can read off the most general form of the spinon-phonon interaction Hamiltonian to be

$$\hat{H}_{\psi^\dagger \psi \Phi}^{\pi \Phi} = g_1 \langle u_{xx} + u_{yy} \rangle (k \cdot \tau) + g_2 \langle u_{xy} - u_{yx} \rangle (k \times \tau)
+ g_3 \langle u_{xy} + u_{yx} \rangle (k_x \tau^y + k_y \tau^y)
+ (u_{xx} - u_{yy}) (k_x \tau^x - k_y \tau^y).$$ (44)

The derivation of spinon-phonon interaction is analogous to the case of graphene.22 We neglect the optical phonon modes related to the presence of two atoms in the unit cell. The tensor product of two vector representations is decomposed as $G_{\psi^\dagger \psi}^{\pi \Phi}$, $[\tau = (\tau^x,\tau^y); \text{see Table III}]:$

$$A_1 : k \cdot \tau,$$ (43a)

$$A_2 : k \times \tau,$$ (43b)

$$E_2 : (k_x \tau^x + k_y \tau^y,k_x \tau^x - k_y \tau^y).$$ (43c)

From here we can read off the most general form of the spinon-phonon interaction Hamiltonian to be

$$\hat{H}_{\psi^\dagger \psi \Phi}^{\pi \Phi} = g_1 \langle u_{xx} + u_{yy} \rangle (k \cdot \tau) + g_2 \langle u_{xy} - u_{yx} \rangle (k \times \tau)
+ g_3 \langle u_{xy} + u_{yx} \rangle (k_x \tau^y + k_y \tau^y)
+ (u_{xx} - u_{yy}) (k_x \tau^x - k_y \tau^y).$$ (44)
Thus, there is no need to consider the next order in \( k \). Note that as the basis of \( A_2 \) is odd under time reversal, we omit the otherwise possible term \((\partial_x u_y - \partial_y u_x)\tau_z\) from Eq. (44).

D. Comparison between different phases

It is instructive to compare the above results for the spinon-phonon interaction in different realizations of Dirac spin liquid. In all derivations we considered Dirac fermions describing low-energy excitations. The Dirac dispersion arises as an approximation of the band structure in the vicinity of \( K_{\pm} \) points in the Brillouin zone. Consequently, the interaction with acoustic phonons may be understood from the influence of lattice deformations on the low-energy band structure. The coupling of phonons to the density of spinons is very easy to explain from this perspective. The local changes in the volume of the lattice, described exactly by \( \text{div} \, \mathbf{u} = u_{xx} + u_{yy} \), correspond to the density modulations of spinons, yielding the interaction Hamiltonian (39). In the case of the 0F phase, remaining terms given by Eq. (44) can be interpreted as a relative shift of \( K_{\pm} \) points with respect to each other by lattice deformations. In other words, strain is translated into a gauge field, which coupled with opposite sign in different valleys, which is a well-known effect for the case of graphene.22,33

The presence of flucxes and nontrivial action of projective symmetry group prohibits density coupling for \( \pi F \) and \( sF \) phases. In the \( \pi F \) phase, the density coupling is the only allowed coupling at this order. To find nontrivial couplings, we considered next-order expansion in the vicinity of the Dirac points. These couplings may be readily understood as a deformation of the band structure in the vicinity of the \( K_{\pm} \) point, which nevertheless leaves the position of the Dirac point within the Brillouin zone intact. This is exactly what we see in couplings (33) and (42), which can be interpreted as the change in Fermi velocity, \( v_F \). Note, that the position of Dirac points in the Brillouin zone is nonuniversal and depends on the choice of the implementation of the given phase. Therefore, it is natural that the (physical) lattice deformation does not have any impact on the (unphysical) position of the Dirac points.

IV. SOUND ATTENUATION

We continue with a discussion of observable consequences of spinon-phonon interaction. The interaction of acoustic phonons with gapless spinons opens additional channel for the decay of phonons. Thus, it is expected to contribute to the attenuation of ultrasound. To get an estimate of the this effect, we perform a simple calculation in this section. As an example, we consider the algebraic spin liquid phase with staggered flux on a square lattice. We comment on the differences for the \( \pi F \) and 0F phases. To avoid the complications related to the presence of an SU(2) gauge field we do not consider the \( \pi F \) phase.

A. Framework

We start with establishing the framework and introducing the basic elements required to calculate the ultrasound attenuation. These are the gauge field propagator and the phonon self-energy. The gauge field, strongly coupled to the spinon, emerges from a microscopic constraint and fluctuations around the mean-field ansatz. On a microscopic level it originates from constraint and is not dynamical. Nontrivial dynamics of the gauge field is generated due to the coupling to fermions.34,35 First, the Maxwell term will be generated while integrating out high-energy degrees of freedom. Another contribution, which is singular compared to the Maxwell term, comes from the Dirac bands touching and can be written via vacuum polarization operator for massless Dirac fermions. The total action of the gauge field then becomes

\[
S_a = \frac{1}{2} \int \frac{d^3 \mathbf{q}}{(2\pi)^3} a_\mu(q) \left( (D_M^{-1})_{\mu\nu}(\mathbf{q}) - \Pi_{\mu\nu}(\mathbf{q}) \right) a_\nu(-\mathbf{q}),
\]

where we use covariant notations in Euclidean space, \( \mathbf{q} = (i\omega, \mathbf{v}_F \cdot \mathbf{q}) \). \( \Pi_{\mu\nu}(\mathbf{q}) \) is the polarization bubble of Dirac fermions (see Fig. 2), and \((D_M^{-1})_{\mu\nu}\) is the inverse Maxwell propagator of the gauge field (we work in the Lorentz gauge, \( \mathbf{k} \cdot \mathbf{a} = 0 \)),

\[
(D_M^{-1})_{\mu\nu}(\mathbf{q}) = \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \Pi^M(q),
\]

where \( \Pi^M(q) \) corresponds to the inverse propagator without tensor structure:

\[
\Pi^M(q) = \frac{q^2}{e^2}.
\]

The polarization bubble at zero temperature (projector tensor structure is again omitted) is given by36-38

\[
\Pi(q) = -\frac{N}{8} \sqrt{\mathbf{q}^2},
\]

FIG. 2. Double wavy line shows the gauge field propagator in the RPA approximation. The thin wavy line is the bare Maxwell propagator.
where we introduced the integer number of flavors of four-component Dirac fermions, \( N \), in our theory. The physical case corresponds to \( N = 2 \) coming from spin. Action (45) translates into the total propagator for the gauge field, Fig. 2, given by

\[
D(q) = \frac{8}{N} \frac{1}{\sqrt{q^2 + 8q^2/(Ne^2)}}. \tag{49}
\]

In what follows we need the polarization bubble at finite temperature, which may be written as

\[
\Pi_{\mu\nu} = A_{\mu\nu}\Pi^A + B_{\mu\nu}\Pi^B. \tag{50}
\]

The tensors \( A_{\mu\nu} \) and \( B_{\mu\nu} \),

\[
A_{\mu\nu} = \left( \frac{q_{\mu0} - q_{\mu0}q_{\mu0}}{q^2} \right) \frac{q^2}{q^2} \left( \frac{q_{\nu0} - q_{\nu0}q_{\nu0}}{q^2} \right), \tag{51}
\]

\[
B_{\mu\nu} = \delta_{\mu\nu} \left( \frac{q_{\mu0} - q_{\mu0}q_{\mu0}}{q^2} \right) \delta_{\mu\nu}, \tag{52}
\]

are orthogonal to each other and their sum reproduces the original zero-temperature tensor structure, Eq. (46). Explicit expressions for \( \Pi^A,B \) along with detailed calculations are available in the literature.\(^{38}\) We need the asymptotic expression for \( \Pi^A \) in the limit \( T \gg v_F|q| \gg \omega \):

\[
\Pi^A = -\frac{2NT}{\pi} \ln 2 \left( \frac{\omega}{v_F} \right) \left[ 1 + i \frac{\omega}{v_F} \right]. \tag{53}
\]

Sound attenuation, \( \alpha_s \), will be calculated from the self-energy of phonons, \( \Pi_{ph}(\omega, q) \), arising due to interactions with spinons. More precisely, \( \alpha_s \) is given by the imaginary part of the retarded self-energy,\(^{16}\)

\[
\alpha_s = -\frac{2}{v_s} \Im \left[ \Pi_{ph}(\omega, |q|) \right]_{\omega = v_s |q|}, \tag{54}
\]

with frequency and momentum related by the dispersion relation of the acoustic phonons, \( \omega = v_s |q| \), where \( v_s \) is the sound velocity.

Let us discuss the approximations to be used in the calculation of the sound attenuation. For simplicity, we consider the clean case; i.e., we assume that the mean free path of spinons, \( l \), is much larger than the ultrasound wavelength, \( ql \gg 1 \). Also, we assume that the sound velocity is much smaller than the Fermi velocity, \( v_F \gg v_s \). Under this condition, we immediately find that if \( \omega \) and \( q \) are the phonon energy and the wave vector, \( v_F q = (v_F/v_s)\omega \gg \omega \). Finally, contrary to the case of spin liquid with a Fermi surface,\(^{16}\) nonzero temperature is required to get nonvanishing sound attenuation in a Dirac spin liquid. This is a consequence of the energy and momentum conservation in the scattering process. An acoustic phonon cannot excite a particle-hole pair of spinons since the maximum momentum change for such a pair with energy \( \omega \), \( \Delta k = \omega/v_F \), is much smaller than phonon momentum, \( q = \omega/v_s \). Therefore, we assume that the system is at a finite temperature \( T \gg (v_F/v_s)\omega \gg \omega \).

As noted above, there is a gauge field strongly coupled to the spinons. In order to control over its effects we artificially introduced the number of flavors, \( N \), being equal to two in the physical case. Since the gauge field propagator, Eq. (49), is proportional to \( 1/N \), effects of gauge field are suppressed for large \( N \). We perform calculations of sound attenuation to the leading order within \( 1/N \) expansion, commenting on the higher order terms.

**B. Sound attenuation in the sF phase**

Having basic ingredients for the calculation of sound attenuation at our disposal, we consider \( \alpha_s \) for longitudinal phonons in the sF phase. As shown in Sec. III B, there is no allowed coupling at the leading order in \( k \). All possible couplings at the next order are given by Eq. (33). For simplicity, we consider only the first term in Eq. (33) [see Eq. (32)]. Combining Eqs. (23) and (32), the corresponding spinon-phonon interaction vertex reads

\[
M_k^{(1)}(\hat{q}) = \tilde{g}_1^{(1)} q \tilde{M}_k^{(1)}(\hat{q}), \tag{55a}
\]

\[
\tilde{M}_k^{(1)}(\hat{q}) = \tilde{q}_k^0 \sigma^0 + \tilde{q}_k^3 \sigma^3, \tag{55b}
\]

where \( \hat{q} = (\hat{q}_x, \hat{q}_y) \) is the unit vector pointing along \( q \). In what follows, coupling constants with tildes are defined as

\[
\tilde{g} = \sqrt{\frac{1}{2\rho_0|q|}}. \tag{56}
\]

To leading order in \( 1/N \), the polarization operator of phonons due to interaction with spinons is given by the sum of two diagrams in Fig. 3 with the spinon-phonon interaction vertex from Eq. (55). Indeed, the first diagram in Fig. 3 has one fermionic bubble and is proportional to \( N \). An extra fermionic bubble in the diagram Fig. 3(b) is compensated by factor of \( 1/N \) from the gauge field propagator. We have for the first contribution [Fig. 3(a)]:

\[
\alpha_s = \frac{2}{v_s} \tilde{g}_1^{(1)^2} q^2 \Im \Pi^{R(1)}(\omega, q). \tag{57}
\]

The imaginary part of the bubble diagram with spinons is calculated in the Appendix B and behaves as \( \Im \Pi^{R(1)}(\omega, q) \propto N\omega T^3/(v_F^3 q) \) at the leading order. One can show that the contribution from the diagrams with an extra gauge field propagator, Fig. 3(b), has the same order of magnitude as Fig. 3(a). Thus, using a dispersion relation of acoustic phonons, we get the following estimate for the sound attenuation:

\[
\alpha_s \propto N \tilde{g}_1^{(1)^2} \frac{\omega^3 T}{v_s^2 v_F}. \tag{58}
\]

The value of the coupling constant, \( \tilde{g}_1^{(1)} \), may be estimated from the sensitivity of the velocity of Dirac spinons to the changes of the lattice constant, \( a \):

\[
\tilde{g}_1^{(1)} \sim \frac{\partial v_F}{\partial a} \sim v_F. \tag{59}
\]
Using this estimate, we obtain for the sound attenuation
\[ \alpha_s \sim N \left( \frac{T}{\omega_D} \right)^2 \rho_s^{(0)}, \]  
where \( \rho_s^{(0)} \) is defined as
\[ \rho_s^{(0)} = q \frac{k_T}{m_\text{ion} v_s} = \frac{q T}{m_\text{ion} v_s \nu F}. \]  

The Debye frequency has been estimated as \( \omega_D \propto \nu_s/a \), and \( k_T = T/v_F \) is a wave vector of spinons with the energy equal to the temperature. The \( \rho_s^{(0)} \), introduced above, gives the estimate for the sound attenuation coefficient in the case of spinon Fermi surface if one substitute the Fermi momentum for the temperature. The \( \rho_s^{(0)} \), introduced above, gives the estimate for the sound attenuation coefficient in the case of spinon Fermi surface if one substitute the Fermi momentum for the temperature. The second factor \( (T/\omega_D)^2 \), which is also expected to be smaller than one, arises due to peculiar form of spinon-phonon coupling.

Finally, we comment on the next order in \( 1/N \) terms, contributing to the sound attenuation. There is a much larger number of diagrams at the order \( O(1) \). The most obvious are the vertex corrections, where gauge field dresses the interaction vertex of spinons with phonons or gauge field itself. Note that if the spinon-phonon interaction vertex corresponded to some conserved current, it would be protected from logarithmic corrections. However, this seems to be not the case here and in general we expect logarithmic corrections to arise at the order \( O(1) \). There is also another type of contribution \( O(1) \), which is more unusual. Indeed, in order to maintain the gauge invariance, \( k \) in Eq. (55) has to be extended to include the gauge field as well. This leads to the vertex where a phonon can generate a quanta of the gauge field \( \text{in addition} \) to the particle-hole pair of spinons. A similar type of vertex has been considered in Ref. 39.

C. Sound attenuation in \( \pi F \Box \) and \( 0F \Box \) phases

As we have shown above, the peculiar form of the coupling between phonons and spinons in the \( sF \Box \) phase leads to the suppression of the sound attenuation coefficient by additional small factors. One may expect that since in the \( \pi F \Box \) and \( 0F \Box \) phases longitudinal phonons couple to the density of spinons the sound attenuation will be parametrically larger than for the \( sF \Box \) phase. Below we are going to demonstrate that these naive expectations do not hold. Due to the presence of the gauge field, the density coupling gets screened and does not contribute to the sound attenuation leading order in \( 1/N \).

Using an explicit form of the coupling, Eq. (39), we write corresponding spinon-phonon interaction as
\[ M_k^{(0)}(q) = \tilde{g}_0(q \cdot k) \cdot 1. \]  
The identity matrix corresponds to the spinon density, thus justifying the use of the term “density coupling.” The self-energy of phonons, required to find the sound attenuation, can be expressed via the time component of the electron polarization bubble \( \Pi_{00} \). In addition, one has to account for the effect of gauge field, including the scalar potential (unlike the case of spinons with Fermi surface, scalar potential of the gauge field is not screened by Dirac fermions). These two contributions to \( \Pi_{00} \) are shown in Fig. 3, where now black dots correspond to the interaction vertexes (62). Accounting for the both diagrams in Fig. 3, we get
\[ \Pi_{\text{ph}}(q) = \left[ \tilde{g}_0(q)^2 q^2 \left( \Pi_{00}(q) + \Pi_{0\alpha}(q) D_{\mu\nu}(q) \Pi_{1\nu}(q) \right) \right], \]

where propagator and self-energy are taken on a phonon mass shell, \( \omega = \nu_s |q| \). Using the finite-temperature expression for the polarization operator, Eq. (50), we find that only \( \Pi^{\Delta} \) contributes in the present case. Two terms in the sum in Eq. (63) partially cancel each other and we arrive at
\[ \Pi_{\text{ph}}(q) = \tilde{g}_0(q)^2 q^2 \left( \Pi_{M}(q) \frac{\Pi^{\Delta}(q)}{\Pi^{\Delta}(q) - \Pi^{\Delta}(q)} \right). \]

Since \( \Pi^{\Delta}(q) \) is more important than the Maxwell term, at the leading order we can neglect the latter term in the denominator, and get \( \Pi_{\text{ph}}(q) \propto -\Pi^{\Delta}(q) \). Note that this term is of order of \( O(1) \), compared to the naive expectation \( \Pi_{\text{ph}}(q) \sim O(N) \). Moreover, this term does not contribute to the imaginary part of the self-energy: The Maxwell propagator originates from high-energy modes, whereas we are interested in the decay of phonons into low-energy Dirac-like spinons. Omitting the leading order term, and including next order contribution, we get the result
\[ \Pi_{\text{ph}}(q) = -\tilde{g}_0(q)^2 q^2 \frac{\Pi_{M}(q)}{\Pi^{\Delta}(q) \Pi^{\Delta}(q) - \Pi^{\Delta}(q)}, \]

which is proportional to \( 1/N \). Qualitatively, cancellation of two leading terms can be understood as an effect of screening due to gauge field.

Now that we have shown that the contribution of the density coupling to the sound attenuation is proportional to \( 1/N \) and thus negligible, we consider other terms in the coupling Hamiltonian, contributing at the order \( O(N) \). For the \( \pi F \Box \) phase, these terms, listed in Eq. (42), are first order in \( k \). Thus, the sound attenuation is expected to be of the same order as the results for the \( sF \Box \) phase, listed in Eq. (60).

However, for the \( 0F \Box \) phase there are couplings allowed without an extra \( k \); see Eq. (44). Contribution from these couplings is expected to be of order of \( \alpha_s \) [see Eq. (61)]. We note that the contribution of gauge field vanishes in the present case. Indeed, it couples with an opposite sign in different valleys [note the presence of the extra \( \mu^z \) matrix in Eq. (44)]; thus, the diagram in Fig. 3(b) is identical to zero.

V. DISCUSSION AND OUTLOOK

We presented the general procedure for the derivation of the coupling between spinons and acoustic phonons in the Dirac spin liquid. Our procedure is based on the symmetry arguments. Although a general fermionic bilinear transforms under projective representation of the lattice symmetry group, spin singlet bilinears realize conventional (i.e., not projective) representation of the microscopic symmetry group. We found the decomposition of this representation into irreducible representations for \( \pi \)-flux and staggered-flux phases on a square lattice, as well as for \( \pi \)-flux phase on kagome lattice and a Dirac spin liquid phase on a honeycomb lattice. By
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pairing corresponding irreducible representations with those for acoustic phonons, we were able to identify all symmetry-allowed couplings. Note that such decomposition can have other applications. For instance, it can be used to derive symmetry-allowed couplings to optical phonons or some other excitations.

In a continuum limit all considered spin liquid phases have similar low-energy Dirac excitations and hardly can be distinguished. Nevertheless, the allowed interactions with phonons have different form. For the Dirac spin liquid phase on a honeycomb lattice the coupling to acoustic phonons is similar to the case of graphene. The only difference is that the coupling to the density of spinons, naively expected to be the largest, is screened by the gauge field (this is true for all Dirac spin liquid phases). As a result, for spin liquid phases on a square and kagome lattices considered in this work, the leading couplings contains an extra small parameter \((T/\omega_D)^2\), compared to \(U(1)\) Dirac spin liquid on honeycomb lattice. Qualitatively, in these phases, the lattice deformations with small wave vectors couple to the changes or anisotropies in Fermi velocity. Whereas in the case of a zero-flux phase on a honeycomb lattice such lattice deformations shift the position of Dirac points, acting similarly to the gauge field.

The difference between couplings arises naturally from the fact that they are controlled by the representation of the corresponding symmetry group, acting on a lattice level. Thus, the interaction of spinons with phonons retains some information about microscopic structure of the phase. It would be instructive to check if one can distinguish between different projective realizations of the same symmetry group by looking at couplings to spinons. The simplest example of such two phases are two \(Z_2\) spin liquid phases on a square lattice (\(Z2A0013\) and \(Z2Azz13\) in notations of Refs. 23 and 41). This, however, requires generalization of the present approach to the case of \(Z_2\) spin liquid phases, which is an interesting open question. Another open question is to understand the effect of projective realization of spin \(SU(2)\) symmetry, which has been proposed recently. 42

In order to understand the perspectives of spinon-phonon interaction as a probe of fermionic spinons, we carried out a simple calculations within 1/\(N\) expansion. Assuming that our results can be extrapolated to the physical case \(N = 2\), we see that the in a generic Dirac spin liquid exemplified by the zero-flux phase in the honeycomb lattice, sound attenuation is suppressed due to vanishing density of states at zero temperature and \(\alpha_\gamma \propto qT/(m_{\text{spin}}v_Fv_\gamma)\). On the other hand, the peculiar form of spinon-phonon coupling in the \(\pi\)-flux and staggered flux phases contributes an additional suppression of the form \((T/\omega_D)^2\). Nevertheless, the effect from phonons is still potentially observable, as the sound attenuation due to phonon-phonon scattering (caused by nonlinearities) behaves as \(\alpha \sim T^4\) for \(T \ll \omega_D\). 43

We note that our calculations should be viewed as a simple estimate due to the nature of approximations used. Currently, to the best of our knowledge there are no experimental data available on sound attenuation in Dirac spin liquids. Provided such data becomes available, more extensive theoretical work is required in order to construct a realistic description. In particular, for the prospective spin liquid phase on a kagome lattice, the clean limit, assuming mean free path \(l \gg q^{-1}\) does not apply. Also, the estimate for \(v_F\) suggests that \(v_F \sim v_\gamma\), rather than \(v_F \ll v_\gamma\), as was assumed. Another question, which can be relevant for a spin liquid on a kagome lattice is the effect of transition from \(U(1)\) to \(Z_2\) spin liquid and its possible manifestation in the ultrasound attenuation.
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APPENDIX A: ELEMENTS OF REPRESENTATION THEORY FOR RELEVANT GROUPS

This Appendix provides background on the representation theory and gives more details for the symmetry groups used in the main text. It starts with a summary of the basic facts from the representation theory of finite groups, which are extensively used throughout the paper. The reader interested in more details or derivations of particular statements is referred to Refs. 45 and 46. Next, the symmetry group of square and its extension, relevant for the \(\pi\)\(\square\) and \(s\)\(\square\) phases, is considered. Finally, the basic facts about the symmetry group of hexagon and the symmetry group of the \(\pi\)\(\square\) phase are discussed.

1. Basic facts from representation theory

We consider a point group \(G\), which contains \(h_G\) elements. Notion of conjugacy classes will be of great importance for us in what follows. Conjugacy class is defined as a complete set of mutually conjugate group elements, where two group elements \(g_1\) and \(g_2\) are defined to be conjugate if there exists another group element \(g_3\), such that \(g_1 = g_3^{-1} \cdot g_2 \cdot g_3\). In other words, if \(g\) belongs to a given conjugacy class, \(C_i\), then for any group element

\[\forall g_j \in G, \quad g_j^{-1} \cdot g \cdot g_j \in C_i,\]  

\[\text{(A1)}\]

still is an element from the conjugacy class \(C_i\). Let us assume that the group \(G\) has \(n_G\) conjugacy classes, denoted as \(C_1, C_2, \ldots, C_{n_G}\). Each class contains \(N_k\) elements, and, since each group element belongs to only one conjugacy class, we have \(\sum_{k=1}^{n_G} N_k = h_G\). The identity element, which is necessarily present in any group, is a conjugacy class itself, \(C_1 \equiv E = \{1\}\) and \(N_1 = 1\). For an Abelian group, any element belongs to a separate conjugacy class, so that \(n_G = h_G\), and \(N_{1,\ldots,n_G} = 1\).

In what follows, our main interest is in classifying representations of a given group. Representation of the group can be thought of as a mapping from the group elements to operators acting on some linear space, \(g \rightarrow R_g\) which respects the group multiplication, \(R_{g_1} \cdot R_{g_2} = R_{g_1g_2}\). If operators from a given representation cannot be represented as a direct sum of two operators acting on a smaller subspaces, this representation is called irreducible. According to this definition, any representation \(D\) can be expressed as a direct sum of irreducible representations,

\[D = a_1 D^{(1)} \oplus a_2 D^{(2)} \oplus \cdots \oplus a_{n_G} D^{(n_G)},\]  

\[\text{(A2)}\]
where non-negative integers $a_i$ describe how many times a given irreducible representation is encountered in the decomposition. If $D^{(i)}$ is not contained within $D$, the corresponding $a_i$ is zero, $a_i = 0$. In this way the problem of classifying all representations of a given group is reduced to a classification of all irreducible representations.

The number of different irreducible representations for the group $G$ coincides with the number of its conjugacy classes, $n_G$. Each irreducible representation, $D^{(i)}$, is specified by the value of its character for different conjugacy classes, defined as

$$
\chi^{(i)}(C_k) = \text{tr} \, R_{g_C}, \quad \text{where} \quad g_C \in C_k. \quad (A3)
$$

According to the definition of the conjugacy class (A1), the value of $\chi^{(i)}(C_k)$ does not depend on the choice of a particular element $g_C$ from the $C_k$. Operators which act on a linear space can be expressed as matrices, and trace in Eq. (A3) is understood in this sense.

The value of character for the conjugacy class which consists of identity $E = \{I\}$ is special, since it gives us the dimension of the corresponding irreducible representation. To classify all irreducible representations of a given group, it is good to know not only the number of different irreducible representations, but their dimensions as well. In such situation the following relation between the number of elements in the group, $h_G$, and the dimensions of all irreducible representations contained within the group, $\ell_i = \chi^{(i)}(E)$, turns out to be particularly useful:

$$
h_G = \sum_{i=1}^{n_G} \ell_i^2. \quad (A4)
$$

Typically, only a few sets of integers $\{\ell_1, \ldots, \ell_{n_G}\}$ satisfy this relation, and one can usually identify the correct set of dimensions by involving other considerations.

A character table is a compact way of describing all irreducible representations of a given group. It is a square $n_G \times n_G$ table, where columns correspond to different conjugacy classes, and rows are labeled by different irreducible representations. The entry at an intersection of $i$th row and $j$th column is given by the value of the character for the $i$th representation of the group elements from the $j$th conjugacy class.

Using the characters table of a given group, one can easily find multiplicities $a_i$ in the decomposition of a representation $D$ into irreducible representations, Eq. (A2). Provided that characters of the representation $D$, $\chi(C_k)$, are known, we can find $a_i$ as

$$
a_i = \frac{1}{h_G} \sum_{k=1}^{n_G} N_k \, \chi^{(i)\dagger}(C_k) \, \chi(C_k), \quad (A5)
$$

where $h_G$ is the number of elements in $G$, and $N_k$ is the number of elements in the corresponding conjugacy class.

If representation $D$ is obtained as the tensor product of two representations, let us say, $E$ and $F$, $D = E \times F$, the characters of $D$, $\chi(C_k) \equiv \chi^{E \times F}(C_k)$, can be obtained as a product of characters for representations $E$ and $F$,

$$
\chi^{E \times F}(C_k) = \chi^{E}(C_k) \chi^{F}(C_k). \quad (A6)
$$

After this, one can easily apply formula (A5) to find the decomposition of the $E \times F$ into irreducible representations.

### 2. Group of square lattice and its representations

Here we illustrate how the facts summarized above may be used to classify representations of the point symmetry group of square, $C_{4v}$, and its extension, $C_{4v'}$.

#### a. Point group of square $C_{4v}$ and its representations

We start with reviewing properties and representations of the point symmetry group of square, $C_{4v}$. This is the group of all symmetry operations, which leave square invariant. It can be generated by rotations for $\pi/2$ around the center of the square, $R_{\pi/2}$, and a reflection of the $x$ axis, $R_x$. In total, the group $C_{4v}$ has $h_{C_{4v}} = 8$ elements. In addition to rotations for angles multiple of $\pi/2$, these include reflections around $x$ and $y$ axes, as well as $R_{a \perp}$, standing for reflections relative to the planes containing vectors $\hat{x} \pm \hat{y}$, $R_{a \perp} = R_{x,y} R_{\pi/2}$.

These elements can be split into a total of $n_{C_{4v}} = 5$ conjugacy classes. There are two conjugacy classes consisting of only one group element: trivial $E = \{I\}$, and $C_2$ consisting of rotation for $\pi$, $C_2 = \{R_2\}$. Each of the remaining three classes consists of two elements: $C_4 = \{R_{\pi/2}, R_{3\pi/2}\}$, $C_{2v} = \{R_x, R_y\}$, and $C_{4v} = \{R_{a \perp}\}$. Correspondingly, group $C_{4v}$ has five irreducible representations. Using Eq. (A4) we find that four of the irreducible representations are one-dimensional and one is a two-dimensional. Characters of these irreducible representations are listed in Table V. One-dimensional representations are fully specified by their list of characters, whereas the two-dimensional representation $E_1$ corresponds to a transformation of a vector. If we denote the basis of $E_1$ as $(\hat{x}, \hat{y})$, the action of the group generators becomes

$$
\begin{align*}
R_{\pi/2} : \hat{x} &\rightarrow \hat{y}, \quad \hat{y} \rightarrow -\hat{x}, \quad (A7a) \\
R_x : \hat{x} &\rightarrow -\hat{x}, \quad \hat{y} \rightarrow \hat{y}. \quad (A7b)
\end{align*}
$$

Using Table V we can easily find decomposition of the Kronecker product of $E_1 \times E_1$ into irreducible representations. Only two nonzero characters of $E_1 \times E_1$ are $\chi^{E_1 \times E_1}(E) = \chi^{E_1 \times E_1}(C_2) = 4$. Now, using Eq. (A5) we can find that the first four representations in Table V are contained once within $E_1 \times E_1$: Corresponding multiplicities are all equal to one, $a_i = 1/8 \cdot (4 + 4) = 1$. Whereas for $E_1$, we find the corresponding $a$ to be zero. This may be summarized as

$$
E_1 \times E_1 = A_1 \oplus A_2 \oplus B_1 \oplus B_2. \quad (A8)
$$

Although formula (A5) gives us information about representations contained within $E_1 \times E_1$, it does not give explicit expression for the basis of these irreducible representations.

| TABLE V. Irreducible representations of $C_{4v}$ and their characters. |
|-------------------|---|---|---|---|---|
| Representations   | $E$ | $C_2$ | $C_4$ | $C_{2v}$ | $C_{4v}$ |
| $A_1$            | 1  | 1  | 1  | 1  | 1  |
| $A_2$            | 1  | 1  | 1  | −1 | −1 |
| $B_1$            | 1  | 1  | −1 | 1  | −1 |
| $B_2$            | 1  | 1  | −1 | −1 | 1  |
| $E_1$            | 2  | −2 | 0  | 0  | 0  |
In the present case the explicit form of the basis may be easily guessed from physical arguments. Basis of each \( E \) in the product can be written as a two components of a vector, with the action of generators specified in Eq. (A7). Having components of two vectors \((q_x,q_y)\) and \((u_x,u_y)\), one can easily guess that the quantity, invariant under all symmetries, is the scalar product. Thus, \( \mathbf{q} \cdot \mathbf{u} = q_x u_x + q_y u_y \) is a basis of the \( A_1 \) component, contained in Eq. (A8). The basis for \( A_2 \) is also easy to guess, as it has to change sign under any reflection. Thus, it is given by the vector product, \( \mathbf{q} \times \mathbf{u} = q_x u_y - q_y u_x \). Finally, one can check that remaining combinations \( q_x u_x - q_y u_y \) and \( q_x u_y + q_y u_x \) realize the basis for \( B_1 \) and \( B_2 \) irreducible representations. This leads us to Eq. (27) in the main text, which summarizes the above results.

b. Group \( C_{4v} \) and its representations

From the group \( C_{4v} \) we move to the group \( C'_{4v} = G_\square / G_2 \), which is the factor group of the space group of square lattice \( G_\square \) over the group of translations for two unit cell vectors \( G_2 \). In other words, group \( C'_{4v} \) is defined as group \( C_{4v} \) with added translation operations \( t_{a1} \) and \( t_{a2} \). In order to specify this group we use Seitz operators \([R|t] \) defined as

\[ [R|t] \cdot \mathbf{r} = R \cdot \mathbf{r} + \mathbf{t}. \]  

The group

\[ G_i = \{[1|0],[1|a_1],[1|a_2],[1|a_1 + a_2] \} \]  

is the subgroup of \( C'_{4v} \) and it contains \( h_{G_i} \) = 4 elements. The group \( C_{4v} \) has \( h_{G_i} \cdot h_{4v} = 32 \) elements. It has \( n_{C_{4v}} = 14 \) conjugacy classes, which are listed in Table VI.

Representations of \( C_{4v} \) can be worked out using the fact that it has a subgroup \( G_i \). Consequently, we can easily obtain five irreducible representations, one-dimensional \( A_{1,2} \) and \( B_{1,2} \) along with two-dimensional \( E_1 \), from corresponding irreducible representations of \( C_{4v} \). For this we simply assume the action of translations to be trivial. Assuming that translation results in multiplying basis elements by minus one, we find an additional four one-dimensional irreducible representations, denoted as \( A'_{1,2} \) and \( B'_{1,2} \), to emphasize that these are an extension of corresponding representations from \( C_{4v} \). An analogous extension of \( E_1 \) is denoted as \( E'_1 \). The remaining four two-dimensional irreducible representations can be found explicitly using \( SU(4) \) generators given by \( \{\mu^\tau, \mu'^\tau\} \) as a basis. The action of translations for representations \( E_2, \ldots, E_5 \) can be written as

\[ T_{x,y} : \mathbf{x} \rightarrow \pm \mathbf{x}, \mathbf{y} \rightarrow \pm \mathbf{y}, \]  

so that \( T_x T_y = -1 \). However, the transformation of basis under rotation and reflection are realized differently for each of these representations. For representations \( E_2 \) and \( E_3 \) we have

\[ R_{\pi/2} : \mathbf{x} \rightarrow \mathbf{y}, \mathbf{y} \rightarrow \mathbf{x}, \]  

(A12a)

\[ R_\pi : \mathbf{x} \rightarrow -\mathbf{x}, \mathbf{y} \rightarrow -\mathbf{y}, \]  

(A12b)

with the minus (plus) sign corresponding to \( E_2 \) (\( E_3 \)). For \( E_4 \) (\( E_5 \)) we get

\[ R_{\pi/2} : \mathbf{x} \rightarrow -\mathbf{y}, \mathbf{y} \rightarrow \pm \mathbf{x}, \]  

(A13a)

\[ R_\pi : \mathbf{x} \rightarrow -\mathbf{x}, \mathbf{y} \rightarrow -\mathbf{y}. \]  

(A13b)

The character table may be easily calculated from here, and it is summarized in Table VII.

From characters we determine the decomposition of different representations of \( C'_{4v} \) on fermion bilinears into irreducible representations. Indeed, the basis in the space of all possible fermion bilinears that are singlets in spin sector can be constructed using \( SU(4) \) generators \( \{\mu^\tau, \mu'^\tau\} \). Therefore, this problem is equivalent to reducing adjoint representation of \( C_{4v} \) on \( 16 \times 4 \times 4 \) matrices \( \{\mu^\tau, \mu'^\tau\} \). Representation is fully specified by the action of generators. For the cases of the \( \pi \) phase these are given by Eqs. (13)–(19), whereas for the \( s \) phase the reader is referred to Ref. 26. (Note that there \( R_\pi \) is defined as a reflection with respect to the edge of square, whereas in our conventions reflection plane goes through the center of the plaquette. Therefore, \( R_\pi \) from Ref. 26 coincides with \( T_x R_\pi \) in our notations.) Calculating characters and applying Eq. (A5), we find

\[ G_{\psi'\psi} = A_1 \oplus A_2 \oplus B'_1 \oplus B'_2 \oplus E_1 \oplus E'_1 + E_2 \oplus E_3 \oplus E_4 \oplus E_5, \]  

(A14)

for the \( \pi \) phase, where basis in terms of products of Pauli matrices for each irreducible component is listed in Table I in the main text. We also obtained the same expressions for bases of different representations using the notations from Ref. 25. Analogously, for the \( \pi \) phase we have

\[ G_{\psi'\psi} = A_2 \oplus B_1 \oplus B'_1 \oplus A'_2 \oplus 2E'_1 \oplus 2E_3 \oplus E_4 \oplus E_5, \]  

(A15)

details with the basis listed in Table II. From here we immediately recover the result of Refs. 25 and 26 that no invariant fermion bilinear terms exist in \( \pi \) and \( s \) phases.

<table>
<thead>
<tr>
<th>Conjugacy class</th>
<th>( E_1 )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_C )</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Members</td>
<td>1</td>
<td>(1</td>
<td>a_1)</td>
<td>(1</td>
<td>a_2)</td>
</tr>
<tr>
<td>Conjugacy class</td>
<td>( C_{4v} )</td>
<td>( C_{4v} )</td>
<td>( C_{4v} )</td>
<td>( C_{4v} )</td>
<td>( C_{4v} )</td>
</tr>
<tr>
<td>( N_C )</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Members</td>
<td>(R_{1,1}[a_1])</td>
<td>(R_{1,1}[a_2])</td>
<td>(R_{1,1}[a_3])</td>
<td>(R_{1,1}[a_4])</td>
<td>(R_{1,1}[a_5])</td>
</tr>
</tbody>
</table>

TABLE VI. Labeling of conjugacy classes of group \( C_{3v} \). Below each label, the number of group elements, \( N_C \), belonging to a given conjugacy class, as well as explicit form of these elements in Seitz notations, are given. Vector \( a_1 \) is a short-hand notation for the sum of lattice vectors, \( a_1 = a_1 + a_2 \).
Indeed, $G^{d\square}$ does not contain trivial representation $A_1$. Whereas even though $G^{\tau F_0}$ contains $A_1$, as one can see from Table I it is not invariant under time reversal, $T$, nor under charge conjugation, $C$.

3. Group of honeycomb and kagome lattices

Since an extensive details for kagome and honeycomb lattices are available in the literature, we only briefly summarize the basic facts for the symmetry group of the hexagon $C_{6v}$ and its extension for the $\pi F_0$ phase. More details for the honeycomb lattice can be found in Ref. 22.

a. Point group of hexagon

For kagome and honeycomb lattices the relevant point group is that of a hexagon, denoted as $C_{6v}$. It has $h_{C_{6v}}=12$ elements and can be generated by the rotation $R_{\pi/3}$ and the reflection of the $y$ axis, $R_y$. It has six different conjugacy classes and six irreducible representations, of which four are one-dimensional and the remaining ones are two-dimensional. Using characters of $C_{6v}$ shown in Table VIII, we can write the product of $E_1 \times E_1$ as

$$E_1 \times E_1 = A_1 \oplus A_2 \oplus E_2. \quad (A16)$$

b. $C_{6v}$ for kagome lattice

The ansatz for the algebraic spin liquid on Kagome lattice has a larger unit cell than the case without any fluxes. Thus, to classify fermionic bilinears, we again have to consider enlarged group, $C_{6\psi}$, which is the $C_{6v}$ with added translations for primitive lattice vectors $a_1$ and $a_2$.

The group $C_{6\psi}$ (or, $G_{C2}$ in notations of Ref. 27) has been studied extensively and its conjugacy classes along with characters are listed in Tables III and IV in Ref. 27. Using this information, we may find the decomposition of the representation on bilinears as in Eq. (38) with bases of corresponding irreducible components listed in Table III.

In the next order, we have to decompose the $E_1 \times C_{\pi F_0}$ into irreducible representations. This leads us to Eq. (40) in the main text, where components $A_1$, $A_2$, and $E_2$, which are of interest for us originate from the tensor product of $E_1$ with another $E_1$, contained within Eq. (38). This readily allows us to find the basis for these representations.

APPENDIX B: CALCULATION OF THE POLARIZATION OPERATOR

In this Appendix we calculate the imaginary part of the polarization bubble. We work using assumptions, specified in the main text. In particular, we restrict ourselves to the clean limit $ql \gg 1$ and assume the temperature to be the largest energy scale in the problem, $T \gg \omega$. Note that we use the explicit value of $N = 2$ corresponding to spin. Since the polarization operator is proportional to $N$, one can easily restore the answer for the general case.

We write the polarization operator, $\Pi^{(i)}$, corresponding to the interaction vertex $\tilde{M}_i^{(i)}(\tilde{q})$ as

$$\text{Im} \Pi^{(i)}(i \omega_n, \tilde{q}) = 2T \text{Im} \int (dk) \sum_m \text{tr} \left[ \tilde{M}_k^{(i)}(\tilde{q})G_{k+q} \times (i \omega_n + i \omega_m) \tilde{M}_k^{(i)}(\tilde{q}) G_k(\omega_m) \right], \quad (B1)$$

where $(dk) = dk_x dk_y/(2\pi)^2$ is the short-hand notation for the momentum integration measure. The interaction vertex $\tilde{M}_i^{(i)}(\tilde{q})$, as well as the Green’s function, are matrices in spinor space, and the tracing in (B1) goes over matrix indices. After analytical continuation, the imaginary part of the Matsubara

---

**TABLE VII.** Irreducible representations of $C_{6v}$ and their characters. The first eight representations are one-dimensional; the remaining six representations are two-dimensional.

<table>
<thead>
<tr>
<th>Representation</th>
<th>$E$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_6$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_6$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_6$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_6$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_1'$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_2'$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B_1'$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B_2'$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**TABLE VIII.** Irreducible representations of the group $C_{6\psi}$ and their characters.
sum of two Green’s functions is written as

\[
\text{Im} \sum_{m} \{G_{k+q}(i\omega_m + i\omega_n)\}_{\alpha \beta}[G_{k}(i\omega_m)]_{\gamma \delta} = \frac{1}{2\pi i} \int dz \left( \frac{\tan \frac{z}{2} - \tan \frac{z + \omega}{2\pi i}}{2} \right) \times \text{Im} \{G^R_{k+q}(z + \omega)\}_{\alpha \beta} [G^A_{k}(z)]_{\gamma \delta}, \tag{B2}
\]

where we restored internal indices. \(G^R_{k}(z)\) stands for retarded (advanced) Green’s function for real frequencies, \(G^A_{k}(z)\), \(z\) is an additional factor of two in \(B(4)\) from accounting for the (trivial) valley structure, whereas the factor of two originating from spin degrees of freedom is included in \(B(1)\). For the case of density coupling, defined in Eq (62), we have \(\tilde{M}^{(0)}_{k}(\tilde{q}) = 1\), and the trace is evaluated as

\[
T^{(0)}(z, \omega, k, q) = \text{tr}[\mathbb{1} \cdot (z + \omega + v_F \tau \cdot (k + q)) \cdot \mathbb{1} \cdot (z + v_F \tau \cdot k)] = 4\left(\frac{z + \omega + v_F q^2 + v_F^2 k q}{2}\right), \tag{B4}
\]

with \(\theta\) being the angle between vectors \(k\) and \(q\). Note that there is an additional factor of two in \(B(4)\) from accounting for the (trivial) valley structure, whereas the factor of two originating from spin degrees of freedom is included in Eq. (B1). For the case of spinon-phonon coupling, arising in the next order of expansion in \(k\), the \(\tilde{M}^{(1)}_{k}(\tilde{q})\) is given by Eq. (55b) and the trace results in a cumbersome expression for \(T^{(1)}(z, \omega, k, q)\), which will be not listed here. Using the expression for the imaginary part of Green’s functions, we have

\[
\text{Im} \Pi^{(1)}(\omega, q) = \pi \text{Im} \int (dk) \int dz \left( \frac{\tan \frac{z}{2\pi} - \tan \frac{z + \omega}{2\pi}}{2π i} \right) T^{(1)}(z, \omega, k, q) \frac{1}{4v_F k} \left[ \frac{\delta(z + v_F k)\delta(\omega + v_F k' - v_F k)}{v_F k - \omega} + \frac{\delta(z - v_F k)\delta(\omega - v_F k' - v_F k)}{v_F k - \omega} + \frac{\delta(z - v_F k)\delta(\omega + v_F k' + v_F k)}{v_F k + \omega} \right]. \tag{B5}
\]

We drop last two terms in the square brackets since they correspond to interband transitions, and for \(\omega \ll v_F q\) they are not important. Also, we expand the difference between hyperbolic tangents, thus getting the derivative of the Fermi distribution function, denoted as \(n'_F(\zeta)\):

\[
\text{Im} \Pi^{(1)}(\omega, q) = 2\pi \omega \int (dk) \int dz n'_F(\zeta) T^{(1)}(z, \omega, k, q) \frac{1}{4v_F k} \left[ \frac{\delta(z + v_F k)\delta(\omega + v_F k' - v_F k)}{v_F k - \omega} + \frac{\delta(z - v_F k)\delta(\omega - v_F k' - v_F k)}{v_F k - \omega} + \frac{\delta(z - v_F k)\delta(\omega + v_F k' + v_F k)}{v_F k + \omega} \right]. \tag{B6}
\]

Using \(\delta\) functions, we may get rid of the integration over \(z\). An integral over angle between vectors \(k\) and \(q\), denoted as \(\theta\), can be done using the following expression:

\[
\int d\theta \delta(\pm \omega - v_F |k + q| + v_F k) F(\theta) = 2\theta(2k - q) \frac{v_F k \pm \omega}{v_F^2 k q |\sin \theta_0|} F(\theta_0^\pm), \quad \text{where} \quad \cos \theta_0^\pm = \frac{\omega^2}{v_F^2 k q \pm \omega - q^2 2k}. \tag{B7}
\]

This is valid in the limit when \(v_F q \gg \omega\). Note, that we included an extra factor 2 to account for possible values of \(\theta_0^\pm\) (and \(\theta_0^\pm\)), assuming that the \(F(\theta_0^\pm)\) is the same for both solutions. The integration over \(\theta\) in Eq. (B6) yields

\[
\text{Im} \Pi^{(1)}(\omega, q) = \frac{\omega}{4\pi v_F^2} \int_{q/2}^{\infty} dk \left[ n'_F(-v_F k) \frac{T^{(1)}(-v_F k, \omega, k, q)_{\theta = \theta_0^\pm}}{k |\sin \theta_0^\pm|} + n'_F(v_F k) \frac{T^{(1)}(v_F k, \omega, k, q)_{\theta = -\theta_0^\pm}}{k |\sin \theta_0^\pm|} \right]. \tag{B8}
\]

We notice, that expression in the square brackets in Eq. (B8) does not vanish if we put \(\omega\) to zero within it for the case of density coupling [when \(T(z, k, \theta)\) is given by Eq. (B4)]. In this case, accounting for the fact that \(n'_F(v_F k)\) for the vanishing chemical potential is an even function, we have

\[
\text{Im} \Pi^{(1)}(\omega, q) = \frac{4\omega}{v_F^2} \int_{q/2}^{\infty} dk \left[ n'_F(v_F k) \sqrt{k^2 - (q/2)^2} \right] = \frac{4\omega}{v_F^2} T \ln 2. \tag{B9}
\]

When calculating the integral we used the fact that the main contribution to the integral comes from \(v_F k \sim T\); thus, we may neglect by \(q\) in the square root. This answer reproduces the results, available in the literature.\textsuperscript{36-38,47,48} Recalling that this polarization operator is proportional to \(N\), which was assumed to be \(N = 2\) for this calculation, we reproduce the imaginary part of the result listed in the main text, Eq. (53). The calculation for the case of the next order coupling, \(\tilde{M}^{(1)}_{k}(\tilde{q})\), requires more care. The answer depends on the direction of the phonon momentum, \(q\). We define the \(\phi\) to be an angle of \(q\) relative to the \(x\) axis, so that \(\tilde{q} = (\cos \phi, \sin \phi)\). Lengthy but straightforward calculation gives for the polarization operator in this case:

\[
\text{Im} \Pi^{(1)}(\omega, q) = \frac{\omega \sin^4 2\phi}{\pi q^2} \int_{q/2}^{\infty} dk n'_F(v_F k) \frac{k^4}{\sqrt{k^2 - (q/2)^2}} = -\frac{9\zeta(3)}{2\pi} \frac{\omega}{v_F^2} T^3 \sin^4 2\phi. \tag{B10}
\]
It is noteworthy that the answer is invariant under rotations of $\pi/2$, as one may expect for our case. The angular dependence of (B10) is very anisotropic; in particular, when $\mathbf{q}$ points along $x$ or $y$ axis, the results vanish, indicating that the answer will be of higher order in $\omega$. 

15Also, optical phonons have been suggested as a possible means for detection of VBS order in Ref. 27.
32Naively, the fact that $k$ transforms under $E'_1$ rather than $E_1$ seems to contradict the expectation, that as the staggered flux becomes exactly equal to $\pi$ the $sF$ phase continuously evolves into the $\pi F$ phase. In reality, there is no contradiction: The $sF$ phase at the value of flux of $\pi$ indeed turns into the $\pi F$ phase; however, it is realized with a different ansatz.
40X.-G. Wen (private communication).