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We derive in detail several universal features in the time evolution of entanglement entropy and other nonlocal observables in quenched holographic systems. The quenches are such that a spatially uniform density of energy is injected at an instant in time, exciting a strongly coupled conformal field theory which eventually equilibrates. Such quench processes are described on the gravity side by the gravitational collapse of a thin shell that results in a black hole. Various nonlocal observables have a unified description in terms of the area of extremal surfaces of different dimensions. In the large distance limit, the evolution of an extremal surface, and thus the corresponding boundary observable, is controlled by the geometry around and inside the event horizon of the black hole, allowing us to identify regimes of pre-local-equilibration quadratic growth, post-local-equilibration linear growth, a memory loss regime, and a saturation regime with behavior resembling those in phase transitions. We also discuss possible bounds on the maximal rate of entanglement growth in relativistic systems.
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I. INTRODUCTION

Understanding whether and how quantum matter equilibrates is a question of much importance in many different areas of physics. Yet such nonequilibrium problems are notoriously difficult to deal with; universal characterizations are scarce and far between.

For a nonintegrable system it is expected that a generic (sufficiently excited) nonequilibrium state eventually thermalizes. For strongly coupled systems with a gravity dual this expectation is borne out as holographic duality maps equilibration from such a state to black hole formation from a gravitational collapse, and gravitational collapse of a sufficiently massive body is indeed generic in general relativity.

Questions related to equilibration then become intimately connected to those of black hole physics. This on the one hand brings in powerful gravity techniques for studying thermalization processes, and on the other gives new perspectives on the quantum nature of black holes.

One of the simplest settings for equilibration is the evolution of a system after a global quench, which can be divided into two types. In the first type one changes some parameter(s) of a system at \( t = 0 \) within a short interval \( \delta t \). The previous ground state becomes an excited state with respect to the new Hamiltonian and evolves to equilibrium under the evolution of the new Hamiltonian. In the second type, one turns on a uniform density of sources for a short interval \( \delta t \) at \( t = 0 \) and then turns it off. The work done by the source takes the system to an excited state which subsequently equilibrates (under the evolution of the same Hamiltonian before the quench). In both situations, the interval \( \delta t \) is taken to be much smaller than any other scale in the system. For convenience we will take \( \delta t \) to be zero in subsequent discussions.

In the \((1 + 1)\)-dimension, by tuning a parameter of a gapped system to criticality Calabrese and Cardy found that \([1]\) the entanglement entropy for a segment of size \( 2R \) grows with time linearly as

\[
\Delta S(t, R) = 2t s_{eq} \quad t < R, \tag{1.1}
\]

and saturates at the equilibrium value at a sharp saturation time \( t_s = R \). In the above equation \( \Delta S \) denotes the difference of the entanglement entropy from that at \( t = 0 \), and \( s_{eq} \) is the equilibrium thermal entropy density. Furthermore, they showed that this remarkably simple behavior can be understood from a simple model of entanglement propagation using free-streaming quasiparticles traveling at the speed of light.

Subsequently, the linear behavior (1.1) was found in a holographic context for \((1 + 1)\)-dimensional systems dual to a bulk Vaidya geometry \([2]\) (see also \([3,4]\)). An anti–de Sitter (AdS) Vaidya geometry, as we will review in more detail in Sec. II A, describes the gravitational collapse of a thin shell of matter to form a black hole. It corresponds to a quench process of the second type in a boundary conformal field theory (CFT), where at \( t = 0 \), a uniform density of operators are inserted for a very short time. The entanglement entropy is obtained from the area of an extremal surface in the Vaidya geometry with appropriate boundary conditions \([5–7]\).

The agreement of results between the very different setups of \([1] \) and \([2]\) is in some sense not surprising. Both setups involve a homogeneous excited initial state evolving under a gapless Hamiltonian, and the powerful boundary CFT techniques of \([1]\) should apply in both contexts.
Behavior similar to that of entanglement entropy has also been found in correlation functions in both contexts [3, 4, 8, 9] (see also [5, 10–20] for other studies of two-dimensional systems).

Given the simplicity and elegance of (1.1), it is natural to wonder: (i) whether similar linear growth occurs in higher dimensions; (ii) whether other nonlocal observables such as equal-time correlation functions and Wilson loops share similar behavior; (iii) if such linear growth exists, whether it can still be understood from free-streaming quasiparticles.

For entanglement entropy we recently reported the answers to some of these questions for a class of quenched holographic systems [21]. Interested in long-distance physics, we focused on entangled regions of a large size and found that the time evolution of entanglement entropy is characterized by four different scaling regimes:

1. Pre-local-equilibration quadratic growth in time.
2. Post-local-equilibration linear growth in time.
3. A saturation regime in which the entanglement entropy saturates its equilibrium value. The saturation can be either continuous or discontinuous depending on whether the time derivative of the entanglement entropy is continuous at saturation. In the continuous case saturation is characterized by a “critical” exponent.
4. When the entangled region is a sphere, there is an additional scaling regime between linear growth and saturation, which we dub “late time memory loss,” and in which the entanglement entropy depends only on the time remaining till saturation, and not on the size of the region and time separately.

These results are generic in the sense that they are insensitive to the specific details of the system as well as those of the quench.

The above scaling regimes were obtained by identifying various geometric regimes for the bulk extremal surface. An important observation was the existence of a family of “critical extremal surfaces” which lie behind the horizon and separate extremal surfaces that reach the boundary from those which fall into the black hole singularity. In the large size limit, one finds that the time evolution of entanglement entropy is controlled by these critical extremal surfaces. In this paper we give a detailed derivation of these results and provide generalizations to other nonlocal observables such as equal-time correlation functions and Wilson loops.

Also, with Mezei [22], we generalized the free-streaming model of [1] to higher dimensions. It turns out that such a model also exhibits post-local-equilibration linear growth of entanglement entropy, but that intriguingly, the rate of growth of entanglement entropy resulting from free-streaming particles moving at the speed of light is less than what we find here for strongly coupled holographic systems.

In [21], we argued that the evolution of entanglement entropy can be captured by the picture of an entanglement wave propagating inward from the boundary of the entangled region, which we called an “entanglement tsunami” (see also [20]). There we also suggested a possible upper bound on the rate of entanglement growth in relativistic systems. The results of [21] and the current paper also have potential applications for various issues associated with black hole physics. The fact that the growth of entanglement is controlled by some critical extremal surfaces inside the horizon of a collapsing black hole also suggests new avenues for probing physics beyond horizons in holography. Similar processes as those we consider here were also considered in [23] to obtain insights into the “scrambling time” of a black hole. We will elaborate more on these issues in the discussion section.

To conclude this Introduction, we note that earlier work on quenches in higher dimensional holographic systems include [3, 4, 24, 25] (see also [12–14, 17, 26–28]). In particular, for $d = 3$, a linear growth toward saturation was mentioned in [24], although it appears that the linear regime mentioned in [24] is different from that of [21] and the current paper. Reference [24] was also the first to observe discontinuous saturation in various examples. In [3, 4] nonanalyticity near saturation was emphasized. In a different gravity setup, the linear growth of entanglement entropy was also observed [25], whose connection to that in [21] will be discussed in detail in the main text. In [13] it was pointed out that the presence of a nonzero chemical potential in the final equilibrium state tends to slow the growth of entanglement.

II. GENERAL SETUP

In this paper we consider the evolution of various nonlocal observables, including entanglement entropy, equal-time correlation functions, and Wilson loops, after a sharp quench of a strongly coupled gapless system with a gravity dual. More explicitly, at $t = 0$ in the boundary system we turn on a spatially uniform density of external sources for an interval $\delta t$, creating a spatially homogeneous and isotropic excited state with nonzero energy density, which subsequently equilibrates. The precise manner (e.g. what kind of sources are turned on and how) through which the excited state is generated and its microscopic details will not concern us. We are interested in the macroscopic behavior of the system at large distances and in extracting “universal” behavior in the evolution of these observables that are insensitive to the specific nature of final equilibrium states.

On the gravity side such a quench process is described by a thin shell of matter starting from the boundary and collapsing to form a black hole, which can in turn be described by a Vaidya metric; see Fig. 1. The matter fields making up the shell and their configuration are determined by the sourcing process in the boundary theory and are again not important for our purposes. See e.g. [29–35] for more explicit discussions. In the classical gravity regime we are working with, which translates to the large $N$ and
strongly coupled limit of the boundary theory, all of our observables are only sensitive to the metric of the collapsing geometry.

In this section we give a detailed description of our setup and review the vacuum and equilibrium properties of the class of systems under consideration.

A. Vaidya metric

We consider a metric of the form

\[ ds^2 = \frac{L^2}{z^2} \left( -f(v,z)dv^2 - 2dvdz + d\xi^2 \right). \]  

(2.1)

In the limit the sourcing interval \( \delta t \) goes to zero, the width of the collapsing shell goes to zero, and \( f(v,z) \) can be expressed in terms of a step function

\[ f(v,z) = 1 - \theta(v)g(z). \]  

(2.2)

For \( v < 0 \), the metric is given by that of pure AdS,

\[ ds^2 = \frac{L^2}{z^2} (-dt^2 + dz^2 + d\xi^2), \]  

(2.3)

where

\[ v = t - z, \quad t = v + z. \]  

(2.4)

For \( v > 0 \), (2.1) is given by that of a black hole in Eddington-Finkelstein coordinates,

\[ ds^2 = \frac{L^2}{z^2} (-dt^2 - 2dvdz + d\xi^2), \]  

(2.5)

which in terms of the usual Schwarzschild time \( t \) can be written as

\[ ds^2 = \frac{L^2}{z^2} \left( -h(z)dt^2 + \frac{1}{h(z)}dz^2 + d\xi^2 \right) \]  

(2.6)

with

\[ h(z) = 1 - g(z), \quad v = t - \sigma(z), \quad \sigma(z) = \int_0^z \frac{dz'}{h(z')} . \]  

(2.7)

The functions \( h(z) \) in the black hole metric (2.5) and (2.6) may be interpreted as “parametrizing” different types of equilibration processes with different final equilibrium states. We assume that (2.1) with some \( g(z) \) can always be achieved by choosing an appropriate configuration of matter fields. In the following discussions we will not need the explicit form of \( h(z) \), and only that it gives rise to a black hole metric. We will work with a general boundary spacetime dimension \( d \).

More explicitly, we assume \( h(z) \) has a simple zero at the horizon \( z = z_h \), and that for \( z < z_h \) it is positive and monotonically decreasing as a function of \( z \) as required by the IR/UV connection. As we approach the boundary, i.e. as \( z \to 0 \), \( h(z) \) approaches zero with the leading behavior

\[ h(z) = 1 - Mz^d + \cdots, \]  

(2.8)

where \( M \) is some constant. From (2.8), one obtains that the energy density of the equilibrium state is

\[ \mathcal{E} = \frac{L^{d+1}d - 1}{8\pi G_N} \frac{1}{2} M, \]  

(2.9)

while its temperature and entropy density are given by

\[ T = \frac{|h'(z_h)|}{4\pi}, \quad s_{eq} = \frac{L^{d+1}}{z_h^{d+1}} \frac{1}{4G_N}. \]  

(2.10)

Representative examples of (2.5) include the AdS Schwarzschild black hole with

\[ h(z) = 1 - \frac{z^d}{z_h^d}, \]  

(2.11)

which describes a neutral final equilibrium state, and the AdS Reissner-Nordstrom (RN) black hole with

\[ h(z) = 1 - Mz^d + Q^2 z^{2d-2}, \]  

(2.12)

which describes a final equilibrium state with a nonzero chemical potential for some conserved charge.

A characteristic scale of the black hole geometry (2.5) and (2.6) is the horizon size \( z_h \) which from (2.10) can be expressed in terms of the entropy density \( s_{eq} \) as

\[ z_h = \frac{L^{d+1}}{G_N s_{eq}}. \]  

(2.13)

Note that while the horizon location is a coordinate dependent quantity, in the particular radial coordinate used in (2.5) and (2.6) \( z_h \) corresponds to a meaningful boundary scale as for example indicated by (2.13).
\[ z_h = \left( \frac{L^d}{4G_N \rho_{\text{eq}}} \right)^{1/2} \tag{2.13} \]

Were we considering a gas of quasiparticles, the prefactor \( \frac{L^d}{4G_N} \) in (2.13) could be interpreted as the number of internal degrees of freedom of a quasiparticle, and \( z_h \) would then be the average distance between quasiparticles, or the mean free path. Here of course we are considering strongly coupled systems which do not have a quasiparticle description. Nevertheless, \( z_h \) provides a characteristic scale of the equilibrium state. For example, as we will see below it controls the correlation length of equal-time correlation functions and Wilson loops in equilibrium.

For the collapsing process described by (2.1) we can also identify \( z_h \) as a “local equilibrium scale” \( \ell_{\text{eq}} \), which can be defined as the time scale when the system has ceased production of thermodynamic entropy, or in other words, has achieved local equilibrium at distance scales of order the “mean free path” of the equilibrium state. We will discuss further support for this identification at the end of Sec. IV.

We note that in the AdS Schwarzschild case (2.11), the temperature \( T \) is the only scale and controls both the local equilibrium scale \( z_h \) and energy density \( \mathcal{E} \) [given by (2.9)],

\[ T = \frac{d}{4\pi z_h}, \quad M = \frac{1}{z_h} = \left( \frac{4\pi T}{d} \right)^{1/d}, \tag{2.14} \]

but that in a system with more than one scale as in the Reissner-Nordström case, \( z_h \) and \( \mathcal{E} \) (or \( M \)) do not depend only on \( T \). In the Reissner-Nordström case, it is convenient to introduce a quantity

\[ u = \frac{4\pi z_h T}{d}, \tag{2.15} \]

which decreases monotonically from its Schwarzschild value of unity to 0, as the chemical potential is increased from zero to infinity at fixed \( T \). Thus with a large chemical potential (compared to temperature), the local equilibrium scale \( \ell_{\text{eq}} \sim z_h \) can be much smaller than the thermal wave length \( 1/T \). In this regime, the system is controlled by finite density physics which gives rise to the scale \( z_h \). For recent related discussions, see [36].

Finally, we note that the metric (2.1) is not of the most general form describing a spatially homogenous and isotropic equilibration process. If the equilibrium state has a nontrivial expectation value for (or sourced by) some scalar operators, the metric has the form

\[ ds^2 = \frac{L^2}{z^2} (-f(v,z) dv^2 - 2q(v,z) dv dz + d\vec{x}^2) \tag{2.16} \]

with \( f(v,z) = 1 - \theta(v) g(z) \) and \( q(v,z) = 1 - \theta(v) m(z) \). The black hole part of the spacetime now has a metric of the form

\[ ds^2 = \frac{L^2}{z^2} (-h(z) dv^2 - 2k(z) dv dz + d\vec{x}^2) \tag{2.17} \]

with \( h(z) \equiv 1 - g(z) \) and \( k(z) \equiv 1 - m(z) \), and can also be written as

\[ ds^2 = \frac{L^2}{z^2} \left( -h(z) dv^2 + \frac{dz^2}{l(z)} + d\vec{x}^2 \right), \quad k^2(z) = \frac{h(z)}{l(z)}. \tag{2.18} \]

We will restrict our discussion mostly to (2.1), but it is straightforward to generalize our results to (2.16) as will be done in various places below.

### B. Extremal surfaces and physical observables

We are interested in finding the area \( A_{\Sigma} \) of an \( n \)-dimensional extremal surface \( \Gamma_{\Sigma} \) in the Vaidya geometry (2.1) which ends at an \((n-1)\)-dimensional spatial surface \( \Sigma \) lying at some time \( t \) in the boundary theory. We will use \( \mathcal{A}_g \) to denote the area of \( \Sigma \). Since (2.1) is not invariant under time translation, \( \Gamma_{\Sigma} \) and therefore \( \mathcal{A}_g \) will depend on \( t \). \( \mathcal{A}_g \) can be used to compute various observables in the boundary theory:

1. For \( n = 1 \), we take \( \Sigma \) to be two points separated by some distance \( 2R \). \( \Gamma_{\Sigma} \) is then the geodesic connecting the two points, and its length \( A(R, t) \) gives the equal-time two-point correlation function of an operator with a large dimension,

\[ G(2R, t) \propto e^{-m A(R, t)}, \tag{2.19} \]

where \( m \) is the mass of the bulk field dual to the operator.

2. For \( n = 2 \), we take \( \Sigma \) to be a closed line, which defines the contour of a spacelike Wilson loop. The area \( \mathcal{A}_g(t) \) then gives the expectation value of the Wilson loop operator [37,38],

\[ \langle W_{\Sigma}(t) \rangle \propto e^{-A_{\Sigma}(t)/2\pi \alpha'}, \tag{2.20} \]

where \((2\pi\alpha')^{-1}\) is the bulk string tension.

3. For \( n = d - 1 \), we take \( \Sigma \) to be a closed surface which separates space into two regions. The area \( \mathcal{A}_g(t) \) then gives the entanglement entropy associated with the region bounded by \( \Sigma \) [5,7],

\[ S_{\Sigma}(t) = \frac{\mathcal{A}_g(t)}{4G_N}, \tag{2.21} \]

where \( G_N \) is Newton’s constant in the bulk.

When there are multiple extremal surfaces corresponding to the same boundary data, we will choose the surface with the smallest area. For entanglement entropy, this allows the holographic prescription to satisfy strong subadditivity conditions [39,40], while for correlation functions and
Wilson loops, the smallest area gives the most dominant saddle point.

We will often consider as examples the following two shapes for \( \Sigma \), which are the most symmetric representatives of two types of topologies for the boundary surface:

(i) a sphere of radius \( R \): with \( d\xi^2 \) in (2.1) written in polar coordinates for the first \( n \) directions,

\[
d\xi^2 = d\rho^2 + \rho^2 d\Omega_{n-1}^2 + dx_n^2 + \cdots + dx_{d-1}^2,
\]

(2.22)

\( \Sigma \) is specified by

\[
\rho = R, \quad x_a = 0, \quad a = n+1, \ldots, d-1.
\]

(2.23)

(ii) boundary of a strip of half-width \( R \): \( \Sigma \) consists of two \( (n-1) \)-dimensional hyperplanes located at

\[
x_1 = \pm R, \quad x_a = 0, \quad a = n+1, \ldots, d-1,
\]

(2.24)

and extended in spatial directions \( x_2, \ldots, x_n \). For \( n = 1 \), \( \Sigma \) consists of two points separated by \( 2R \). For \( n = 2 \), it defines a rectangular loop, and for \( n = d-1 \), it encloses the strip region \( x_1 \in (-R, R) \). For brevity, we will refer to a \( \Sigma \) with this second shape as a “strip.”

### C. Vacuum and thermal equilibrium properties of extremal surfaces

#### 1. Vacuum properties

Before the quench, our system is in the vacuum state of a strongly coupled CFT with a gravity dual. Consider an extremal surface \( \Gamma_\Sigma \) (with boundary \( \Sigma \)) in pure AdS, whose area gives the vacuum value of the corresponding physical observable. When \( \Sigma \) is a sphere,\(^2\)

\[
A_{\text{sphere}} = \text{local divergences} + \left \{ \begin{array}{ll} L^n \omega_{n-1} \{ (-1)^n b_n & n \text{ even} \\ (-1)^{n+1} b_n \log R & n \text{ odd} \end{array} \right \},
\]

(2.25)

where \( \omega_{n-1} \) is the area of unit \( (n-1) \)-dimensional sphere and

\[
b_n = \frac{(n-2)!}{(n-1)!}.
\]

(2.26)

When \( \Sigma \) is a strip,

\[
A_{\text{strip}} = \text{local divergences} + \left \{ \begin{array}{ll} 2L \log R & n = 1 \\ -L^n(a_s)^n A_{\text{strip}} & n > 1 \end{array} \right \},
\]

(2.27)

where \( A_{\text{strip}} \) is the area of the strip \( \Sigma \) with both sides included. The local divergences in (2.25) and (2.27) can be interpreted as coming from short-range correlations near \( \Sigma \), and its leading contributions are proportional to \( A_\Sigma \).

The number of degrees of freedom in a CFT can be characterized by a central charge \( s_d \), defined in all dimensions in terms of the universal part of the entanglement entropy of a spherical region in the vacuum [41],

\[
S_{\text{sphere}}^{(\text{vac})} = \text{local divergences} + \left \{ \begin{array}{ll} (-1)^d s_d & d \text{ odd} \\ (-1)^{d-2} s_d \log R & d \text{ even} \end{array} \right \},
\]

(2.28)

where from (2.25),

\[
s_d = L^{d-1} \frac{1}{4G_N} \omega_{d-2} b_{d-1} = \frac{\pi^d}{\Gamma(d/2)} \frac{L^{d-1}}{4G_N} \times \left \{ \begin{array}{ll} 1 & d \text{ odd} \\ \frac{2}{\pi} & d \text{ even} \end{array} \right \}.
\]

(2.29)

Note that for \( d = 2 \) the above central charge is related to the standard central charge \( c \) as

\[
s_2 = \frac{c}{3}.
\]

(2.30)

From the standard AdS/CFT dictionary, \( s_d \propto N^2 \) where \( N \) is the rank of the gauge group(s) of the boundary theory. If we put such a holographic CFT on a lattice, \( s_d \) is heuristically the number of degrees of freedom on a single lattice site.

From (2.20) and (2.25)–(2.27), a Wilson loop of circular and rectangular shapes, respectively, have the vacuum behavior

\[
W_\Sigma \sim \left \{ \begin{array}{ll} e^{-\pi \sqrt{\lambda}} & \text{circle} \\ e^{-\pi \sqrt{\frac{\lambda}{\ell'}}} & \text{rectangle} \end{array} \right \}, \quad \sqrt{\lambda} = \frac{L^2}{\ell'},
\]

(2.31)

where \( \ell' \) denotes the length of the long side of a rectangular Wilson loop. Similarly one finds that the two-point correlation function of an operator with large dimension \( \Delta \approx mL \gg 1 \) is given by

\[
G(2L) \sim \frac{1}{R^{2\Delta}}.
\]

(2.32)

#### 2. Equilibrium properties

After the quench, our system eventually evolves to a final equilibrium state dual to a black hole in the bulk. Here we
briefly review properties of an extremal surface $\Gamma_\Sigma$ (with boundary $\Sigma$) in the black hole geometry (2.6), whose area gives the equilibrium value of the corresponding physical observable.

To leading order in the large size limit, one can show that for $\Sigma$ of any shape [42] (see also Appendix A)

$$A^{(eq)}_\Sigma = \frac{L^n V_\Sigma}{z_h^n} = a_{eq} V_\Sigma, \quad a_{eq} = \frac{L^n}{z_h^n},$$ (2.33)

where $V_\Sigma$ denotes the volume of the boundary region bounded by surface $\Sigma$, and $a_{eq}$ can be interpreted as an equilibrium “density.” This result has a simple geometric interpretation in the bulk—in the large size limit, most of the extremal surface simply runs along the horizon. In particular, for entanglement entropy,

$$S^{(eq)}_\Sigma = \frac{L^{d-1} V_\Sigma}{4G_N z_h^{d-1}} = s_{eq} V_\Sigma,$$ (2.34)

where we have used the entropy density $s_{eq}$ from (2.10). For a Wilson loop we have

$$W_{eq} \approx e^{-s_{eq}/z_h},$$ (2.35)

where $V_\Sigma$ is now the area of the region enclosed by the loop. The two-point correlation function of an operator with dimension $\Delta \approx mL \gg 1$ is given by

$$G_{eq}(2R) \sim e^{-\Delta z_\Sigma/z_h}.$$ (2.36)

D. Further comments on the Vaidya setup

To conclude this section we make some further comments on the Vaidya setup:

1. It should be kept in mind that while the final equilibrium state has a temperature and coarse grained thermal entropy density, the Vaidya geometry describes the evolution of a pure state. As a consistency check, one can show that for such a process the entanglement entropy for region $A$ is the same as that of its complement [2,10,24]. Thus the equilibrium entanglement entropy (2.34), despite having a thermal form, reflects genuine long-range quantum entanglement. The reason (2.34) has exactly the form of a thermal entropy is as follows. We are considering a finite region in a system of infinite size. Thus the number of degrees of freedom outside the region is always infinitely larger than that inside. As a result in a typical excited pure state the reduced density matrix for the finite region appears thermal [43].

2. Before the quench, our system is in a vacuum state of a CFT and thus already has long-range correlations, whereas the initial state of [1] only has short-range correlations. However, this difference is likely not important for the questions we are interested in, which concern the buildup of the finite density of entanglement entropy in (2.34). The long-range entanglement in the vacuum, quantified by the universal part in (2.28), is measure zero compared to (2.34). Heuristically, for odd $d$, the long-range entanglement entropy in the vacuum, being an $R$-independent constant, amounts to that of a few sites inside the region that are fully entangled with the outside, while in equilibrium, almost all points inside the region become entangled. For even $d$, there is a logarithmic enhancement of the long-range entanglement in the vacuum, but it is still measure zero compared to the final entanglement in the large region limit.

3. From the perspective of entanglement entropy, the equilibration process triggered by the quench builds up long-range entanglement, as can be seen by comparing (2.34) and (2.28), whereas from the perspective of correlation functions (2.19) and Wilson loops (2.20) in which $A$ appears in the exponential with a minus sign, the same process corresponds to the destruction of correlations [compare (2.35) and (2.36) with (2.31) and (2.32)]. More specifically, long-range correlations in the latter observables which were present in the vacuum are replaced by short-range correlations with correlation length controlled by $z_h$. However, there is no contradiction, as the process of building up entanglement also involves redistribution of those in the vacuum—preexisting correlations between local operators and over the Wilson loop get diluted by the redistribution process.

III. EQUATIONS OF MOTION FOR EXTREMAL SURFACES

Here we describe equations of motion for $\Gamma_\Sigma$ and its general characteristics when $\Sigma$ is a strip or a sphere. In such cases $\Gamma_\Sigma$ can be described by two functions, $z(\rho)$, $v(\rho)$ for a sphere or $z(x_1)$, $v(x_1)$ for a strip. For both shapes the functions satisfy the following boundary conditions at the boundary as well as regularity conditions at the tip of the surface:

$$z(R) = 0, \quad v(R) = 1, \quad z'(0) = v'(0) = 0.$$ (3.1)

For a strip we will write $x_1$ simply as $x$. It is convenient to introduce the location $(z_t, v_t)$ of the tip of $\Gamma_\Sigma$,

$$z(0) = z_t, \quad v(0) = v_t.$$ (3.2)

The sphere and strip being highly symmetric, specifying $(z_t, v_t)$ completely fixes $\Gamma_\Sigma$. The relations between $(R, t)$ and $(z_t, v_t)$ are in general rather complicated and require solving the full equations for $z(\rho)$, $v(\rho)$ or $z(x)$, $v(x)$. Also, it is possible that a given $(R, t)$ corresponds to multiple $(z_t, v_t)$’s; i.e. multiple extremal surfaces have the same
boundary data. Then as mentioned earlier we will choose the extremal surface with smallest area.

For $\Sigma$ as a sphere or strip we will simply denote $A_\Sigma(t)$ as $A(R, t)$.

A. Strip

The area of an $n$-dimensional surface in (2.1) ending on the strip $\Sigma$ given by (2.24) can be written as

$$A = \frac{1}{2} \tilde{K} \int_{-R}^{R} dx \sqrt{Q}, \quad Q \equiv 1 - 2v'z' - f(z, v)v'^2,$$

(3.3)

where

$$\tilde{K} = L^n A_{\text{strip}},$$

(3.4)

with $A_{\text{strip}}$ being the area of $\Sigma$ [both sides of $\Sigma$ are included which gives the $\frac{1}{2}$ factor in (3.3)]. $z(x), v(x)$ then satisfy the equations of motion

$$z^n \sqrt{Q} \partial_z \left( \frac{z'^2 + f(v)}{z^n \sqrt{Q}} \right) = \frac{1}{2} \frac{\partial f}{\partial v} v'^2,$$

(3.5)

$$z^n \sqrt{Q} \partial_z \left( \frac{v'}{z^n \sqrt{Q}} \right) = n \frac{Q}{z} + \frac{1}{2} \frac{\partial f}{\partial z} v'^2.$$

(3.6)

Since the integrand of $A$ does not depend explicitly on $x$, there is a first integral

$$z^n \sqrt{Q} = J = \text{const.}$$

(3.7)

Furthermore, when $\partial_z f = 0$, Eq. (3.5) can be integrated to give another first integral,

$$z' + f v' = E = \text{const.}$$

(3.8)

We are mainly interested in $\Gamma_\Sigma$ which go through both AdS and black hole regions. With reflection symmetry about $x = 0$, we only need to consider only the $x > 0$ half of such a $\Gamma_\Sigma$. We now discuss equations in each region separately:

1. AdS region: From (3.1) and (3.8) we have

$$E = z' + v' = 0$$

(3.9)

and from (3.7)

$$z' = -\frac{1}{z^n} \sqrt{J^2 - z^{2n}}, \quad J = z^n,$$

(3.10)

which give

$$x(z) = \int_{\tilde{z}}^{z} \frac{dy}{\sqrt{y^n - \tilde{z}^{2n}}}, \quad v(z) = v_t + z_t - z.$$

(3.11)

(2) Matching conditions at the shell: Denoting the values of $z$ and $x$ at the intersection of $\Gamma_\Sigma$ and the null shell $v = 0$ as $z_c$ and $x_c$, respectively, we have

$$z_c = z_t + v_t,$$

(3.12)

and derivatives on the AdS side of the null shell are

$$z_c' = -v_c', \quad Q_+ = Q_-.$$

To find derivatives on the other side, we integrate the equations of motion (3.5) and (3.6) across the null shell to find the matching conditions

$$v' + v'_- = v'_+,$$

(3.13)

$$z_c' = z'_- + \frac{1}{2} g(z_c)v' = \left( 1 - \frac{1}{2} g(z_c) \right) z'_-.$$

(3.14)

Note we have used the subscript $-$ ($+$) to refer to quantities on the AdS (black hole) side of the null shell.

3. Black hole region: From matching conditions (3.14), $J$ is the same as in the AdS region, i.e. given by (3.10), while $E$ is given by

$$E = \frac{1}{2} g(z_c) z_c' < 0,$$

(3.15)

implying $t$ is no longer constant. From (3.8),

$$v' = \frac{E - z'}{h},$$

(3.16)

which can be substituted into (3.7) to obtain

$$z'^2 = h(z) \left( \frac{z^{2n}}{z_c^{2n}} - 1 \right) + E^2 \equiv H(z).$$

(3.17)

Substituting (3.17) back in (3.16) we also have

$$\frac{dv}{dz} = -\frac{h}{E \sqrt{H} + 1}.$$  

(3.18)

Collecting equations in the two regions we find from (3.10) and (3.17)

$$R = \int_{z_c}^{\tilde{z}} \frac{dz}{\sqrt{z^{2n} - 1}} + \int_{0}^{\tilde{z}} \frac{dz}{\sqrt{H(z)}},$$

(3.19)

where we have assumed that $z(x)$ monotonically decreases as $x$ increases (recall we let $x > 0$). As we will see later, $z(x)$ can be nonmonotonic in which case the above equation should be suitably modified. Similar caveats should be kept in mind for other equations below. From integrating (3.18),
\[ t = \int_0^{z_e} \frac{dz}{h(z)} \left( \frac{E}{\sqrt{H(z)}} + 1 \right). \quad (3.20) \]

Note that at \( z = z_h \), \( h(z)^{-1} \) has a pole but the integrand in (3.20) remains finite as the second factor vanishes at \( z = z_h \), due to \( H(z_h) = E^2 \) and \( E < 0 \). Finally, from (3.10) and (3.17) we have that the area of \( \Sigma \) and boundary conditions (3.1). When

\[ A = A_{\text{AdS}} + A_{\text{BH}}, \quad (3.21) \]

where

\[ \frac{1}{K} A_{\text{AdS}} = z_t^{l-n} \int_0^1 dy \frac{1}{\sqrt{1 - y^{2n}}} \quad (3.22) \]

and

\[ \frac{1}{K} A_{\text{BH}} = z_t^n \int_0^{z_e} dz \frac{1}{z^{2n} H(z)}. \quad (3.23) \]

For a given \( R \) and \( t \), we can use (3.19) and (3.20) to solve for \( z_t(R, t), z_c(R, t) \) after which (3.21) can be expressed in terms of \( R \) and \( t \).

B. Sphere

The area of an \( n \)-dimensional surface in (2.1) ending on a sphere \( \Sigma \) given by (2.23) can be written as

\[ A = K \int_0^R dp \frac{\rho^{n-1}}{\rho^n} \sqrt{Q} \quad Q = 1 - 2v'z' - f(z, v)v'^2, \quad (3.24) \]

where

\[ K = L^n A_{\text{sphere}} R^{n-1}. \quad (3.25) \]

It follows that \( z(\rho), v(\rho) \) satisfy the equations of motion

\[ \frac{z^n \sqrt{Q}}{\rho^{n-1}} \frac{\partial}{\partial z} \left[ \frac{\rho^{n-1}}{z^n} \sqrt{Q} \frac{v'}{z} \right] = \frac{nQ}{z} + \frac{1}{2} \frac{\partial f}{\partial z} v'^2, \quad (3.26) \]

and boundary conditions (3.1). When \( \partial_z f = 0 \), Eq. (3.1) can be integrated to give

\[ \frac{\rho^{n-1}}{z^n} \left( z' + f v' \right) = E = \text{const.}, \quad (3.28) \]

which can also be expressed as

\[ \frac{\rho^{n-1}}{z^n} f \frac{dt}{\sqrt{Q}} dp = E, \quad (3.29) \]

where \( t \) is the Schwarzschild time.

Again, we are interested in \( \Gamma_\Sigma \) which go through both AdS and black hole regions:

1. AdS region: Given (3.1), we again have \( E = 0 \), which implies that the solution in the AdS region is the same as that in pure AdS, i.e. is given by [6]

\[ z(\rho) = \sqrt{z_i^2 - \rho^2}, \quad v(\rho) = z_i + v_i - z(\rho). \quad (3.30) \]

2. Matching conditions at the shell: Denoting values of \( z \) and \( \rho \) at the intersection of \( \Gamma_\Sigma \) and the null shell \( v = 0 \) as \( z_c \) and \( \rho_c \), respectively, we have

\[ z_c = z_i + v_i, \quad \rho_c = \sqrt{z_i^2 - z_c^2}, \quad (3.31) \]

and derivatives on the AdS side of the null shell are

\[ z'_c = -v'_c = -\frac{\rho_c}{z_c}. \quad (3.32) \]

To find the corresponding derivatives on the other side, we integrate (3.26) and (3.27) across the shell, which again leads to the matching conditions (3.14) but with \( z'_c, v'_c \) now as in (3.32).

3. Black hole region: The matching implies

\[ E = -\frac{1}{2} \left( \frac{\rho_c}{z_c} \right) n \frac{g(z_c)}{z_i} < 0 \quad (3.33) \]

and \( t \) is no longer constant. Solving for \( v' \) and \( Q \) in terms of \( z' \) using (3.28), we obtain

\[ v' = \frac{1}{h(z)} \left( -z' + \frac{EB \sqrt{1 + z_i^2}}{\sqrt{1 + \frac{E^2 B^2}{h}}} \right) \quad B = z^n \frac{\rho}{\rho^n}, \quad (3.34) \]

which, when substituted in (3.26), gives the equation for \( z \),

\[ (h + E^2 B^2) z'' + (h + z^2) \left( \frac{z - \rho h}{\rho} \right)' \frac{\partial h}{2} = 0. \quad (3.35) \]

From integrating (3.34), the boundary time is

\[ t = \int_{\rho_c}^R \frac{dp}{h} \left( -z' + \frac{EB \sqrt{1 + z_i^2}}{\sqrt{1 + \frac{E^2 B^2}{h}}} \right) \]

\[ = \int_{\rho_c}^R \frac{dp}{h + E^2 B^2} \frac{E^2 B^2 - \frac{z^2}{h + E^2 B^2}}{EB} + z', \quad (3.36) \]
where the second expression is manifestly well defined at the horizon, and the integral is evaluated on shell, with \( z(\rho) \) satisfying Eq. (3.35) and boundary conditions (3.14) at \( \rho = \rho_c \) and \( z(R) = 0 \). Finally, from (3.30) and (3.34), the area of \( \Gamma_\Sigma \) can be written as
\[
A = A_{\text{AdS}} + A_{\text{BH}},
\]
(3.37)
where
\[
\frac{1}{K} A_{\text{AdS}} = \int_0^{\rho_c} d\rho \frac{\rho^{n-1}}{z^n} \sqrt{1 + \frac{z^2}{\rho^2}} = \int_0^{\frac{z_c}{\rho_c}} dx \frac{x^{n-1}}{(1 - x^2)^{\frac{n+1}{2}}},
\]
(3.38)
and
\[
\frac{1}{K} A_{\text{BH}} = \int_R^{\rho_c} d\rho \frac{\rho^{n-1}}{z^n} \sqrt{1 + \frac{z^2}{\rho^2}}.
\]
(3.39)

Note the story here is significantly more complicated than for a strip. One needs to first solve the differential equation (3.35) with the initial condition given by the last equation of (3.14). Imposing the boundary condition \( z(R) = 0 \) gives a relation between \( \rho_c \) and \( z_c \). One then needs to evaluate (3.36) to find \( z_c(R, t), \rho_c(R, t) \) and finally use (3.37) to obtain \( A(R, t) \).

**IV. GENERAL GEOMETRIC FEATURES AND STRATEGY**

We now describe the geometric features of \( \Gamma_\Sigma \) during its time evolution, using as examples the case of \( \Sigma \) being a sphere or a strip. For the two shapes the equations of motion (given in Sec. III) can readily be solved numerically. We are interested in long-distance behavior; i.e. we take
\[
R \gg z_h.
\]
(4.1)

At fixed \( R \), as \( t \) is varied, the tip (3.2) of \( \Gamma_\Sigma \) traces out a curve \((z_t(R, t), v_t(R, t))\) in the Penrose diagram. This provides a nice way to visualize the evolution of \( \Gamma_\Sigma \) with \( t \). See Fig. 2.

Instead of \((z_t, v_t)\) it is sometimes convenient to use \((z_t, z_c)\) or \((z_t, \rho_c)\) to specify \( \Gamma_\Sigma \), where \( z_c \) and \( \rho_c \) are the values of \( z \) and \( \rho \) at which the \( \Gamma_\Sigma \) intersects the null shell. For both a sphere and a strip \( z_c = z_t + v_t \). For a sphere \( \rho_c \) is given by (3.31), while for a strip \( x_c \) can be obtained by setting \( z = z_c \) in (3.11).

We now elaborate on various stages of the time evolution of \( \Gamma_\Sigma \), and strategies for obtaining \( A(R, t) \) in each of them.

For \( t < 0 \), \( \Gamma_\Sigma \) lies entirely in AdS, and
\[
z_t(R, t < 0) = \begin{cases} 
R & \text{sphere} \\
R_a & \text{strip} 
\end{cases}, \quad v_t = t - z_t,
\]
(4.2)
where \( a_n \) was introduced in (2.27). \( A(R, t) \) is independent of \( t \) and is given by its vacuum value. In Fig. 2 this corresponds to the part of the curve below point \( A \). Note that as \( R \to \infty \), \( z_t \to \infty \).

At \( t = 0^+ \), or point \( A \), \( \Gamma_\Sigma \) starts intersecting the null shell [see Fig. 2(a)]. For \( t \ll z_h \), the point of intersection is close to the boundary, i.e. \( z_c \ll z_h \). This defines the pre-local-equilibrium stage mentioned in the Introduction. In this regime, one can extract \( A_{\Sigma}(t) \) by expanding both \( t \) and \( A \) in small \( z_c \), which we will do for arbitrary \( \Sigma \) in Sec. VI.

When \( t \) becomes of order \( z_h \), at some point \( \Gamma_\Sigma \) starts intersecting the shell behind the horizon, i.e. \( z_c > z_h \). An example is point \( B \) in Fig. 2, whose corresponding \( \Gamma_\Sigma \) is shown in Fig. 2(b).

There exists a sharp time \( t_s \) after which \( \Gamma_\Sigma \) lies entirely in the black hole region. \( \Gamma_\Sigma \) then reduces to that in a static black hole geometry. It lies on a constant Schwarzschild time \( t = t \) outside the horizon and is time independent. That is, for \( t > t_s \),
\[
z_t(R, t) = z_{h}(R) < z_h, \quad v_t = t - \sigma(z_t),
\]
(4.3)
where \( z_h \) denotes the location of the tip of \( \Gamma_\Sigma \) in the static black hole geometry, and in the second equation we have used (2.7). This corresponds to the part of the curve above point \( C \) in Fig. 2. For \( t > t_s \), \( A(R, t) \) is time independent and given by its equilibrium value.

The saturation at the equilibrium value at \( t_s \) can proceed as a continuous or discontinuous transition, as illustrated in Fig. 2. For a continuous transition, depicted on the left, the entire curve \((z_t, v_t)\) as a function of \( t \) has one-to-one correspondence with \((R, t)\) and saturation happens at point \( C \), with \( t_s \) given by...
There does not exist a general formula for the surface jumps from point \( t \) to \( t \) in Figs. 2 and 3(c). Thus one can expand both \( t - t \) and \( A - A_{eq} \) in small \( z_t - z_c \), as we discuss in detail in Sec. XI.

So far we have based our discussion on generic features of bulk extremal surfaces without referring to explicit solutions. To understand what happens during intermediate stages of time evolution, i.e. between \( B \) and \( C \) in the parts of Fig. 2, it is useful to work out specific examples of the evolution of \( (z_t(R,t), v_t(R,t)) \). In Fig. 4, we give the parametric plots of \( (z_t(R,t), z_c(R,t)) \) for various values of \( R \), for \( \Sigma \) a strip and a sphere, for Schwarzschild \( h(z) \) with \( d = 3 \). From these plots we see a remarkable phenomenon: curves of varying \( R \), after a brief period of order \( O(z_b) \), all collapse into a single curve \( z^*_c(z_t) \) highlighted by the dashed line in each plot.

In Sec. VII, we will show that the universal curve \( z^*_c(z_t) \) corresponds to a critical line in \( (z_t, z_c) \) space: for a given \( z_t \), \( \Gamma_{\Sigma} \) reaches the boundary only for \( z_c < z^*_c \). In particular, for a \( \Gamma_{\Sigma} \) with \( z_c = z^*_c(z_t) \), to which we will refer as a “critical extremal surface,” the surface stretches to \( \rho, v = \infty \). As a consequence, for sufficiently large \( R \) and \( t \), \( (z_t, z_c) \) lies very close to the critical line, and the evolution of \( A(R,t) \) is
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FIG. 3 (color online). Cartoons of extremal surfaces with tips at various points labeled in Fig. 2. Spatial directions are suppressed. (a) At \( t = 0 \), the extremal surface starts intersecting the null shell, with \( z_c \) very small. (b) When \( t \gtrsim z_b \), the extremal surface starts intersecting the null shell behind the horizon. (c) The extremal surface close to continuous saturation for which \( z_t - z_c \) is small.

\[
e_{c}(t) = 0, \quad t_{c}(R) = \sigma(z_b(R)) = \int_{0}^{z_b} \frac{dz}{h(z)}. \tag{4.4}
\]

In contrast, for a discontinuous saturation, depicted on the right plot of Fig. 2, in the dashed portion of the curve, there are multiple \( (z_t, v_t) \) associated with a given \( (R,t) \). As a result, the minimal area condition requires that the extremal surface jumps from point \( C' \) to \( C \) at some \( t_s \). In this case there does not exist a general formula for \( t_s \). For a discontinuous saturation, \( A_{\Sigma}(t) \) is continuous at \( t_s \), but its first time derivative becomes discontinuous.

In the case of a continuous saturation, for which the first time derivative of \( A_{\Sigma}(t) \) is continuous, one can then define a critical exponent \( \gamma \) (by definition \( \gamma > 1 \))

\[
A_{\Sigma}(t) - A_{\Sigma}^{(eq)} \propto -(t_s - t)^\gamma. \tag{4.5}
\]

The “critical” behavior around saturation can be obtained as follows. As \( t \to t_s \), the tip of \( \Gamma_{\Sigma} \) approaches the null shell, i.e. \( z_t - z_c \to 0 \) with \( z_t, z_c \to z_b \) [this is depicted by point \( D \) in Figs. 2 and 3(c)]. Thus one can expand both \( t - t_s \) and \( A - A_{eq} \) in small \( z_t - z_c \), as we discuss in detail in Sec. XI.
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FIG. 4 (color online). Parametric curves \( (z_t(R,t), z_c(R,t)) \) at fixed \( R \) and varying \( t \) for Schwarzschild \( h(z) \) in \( d = 3 \). Different curves correspond to \( R = 2, 3, \ldots, 10 \). In both plots, we choose units so that the horizon is at \( z_b = 1 \). (a) For a strip. Note the saturation is discontinuous with \( z_c \) lying behind the horizon at the saturation point where each curve stops. (b) For a sphere. The saturation is continuous, and \( z_c \) lies outside the horizon at the saturation point (in the plot it is too close to the horizon to be discerned).
largely governed by properties of the critical extremal surfaces. We will show in Secs. IX and XII that this is responsible for the linear growth and memory loss regimes discussed in [21].

To conclude this section we comment on the role of $z_h$ in the evolution. As can be seen from the above discussion, $z_h$ plays the characteristic scale for the evolution of $\Gamma_\Sigma$. There is an important geometric distinction between the time evolution of surfaces with $R \lesssim z_h$ and of those with $R \gg z_h$. In the former case, $\Gamma_\Sigma(t)$ stays outside the horizon during its entire evolution, while in the latter case important parts of its evolution are controlled by the geometry near and behind the horizon. This supports the identification of $z_h$ as a “local equilibrium scale” as only after such a time scale does an extremal surface start probing the geometry around the black hole horizon.

V. EVOLUTION IN (1 + 1) DIMENSIONS

Before going to general dimensions, let us first consider the case where $d = 2$ and the final equilibrium state is given by the Banados-Teitelboim-Zanelli (BTZ) black hole, i.e., $g(z) = z^2/z_h^2$. Then $n = 1$, and $\Gamma_\Sigma$ is a geodesic whose length can be expressed analytically in the closed form [3,4], which enables us to directly extract its scaling behavior in various regimes. Related boundary observables are the entanglement entropy of a segment of length $2R$ and equal-time two-point correlation functions of operators with large dimension, at separation $2R$. For definiteness, we consider the entanglement entropy and show that its evolution exhibits the four regimes discussed in the Introduction.

It is convenient to introduce the dimensionless variables

$$\tau = 2\pi T t, \quad \ell' = 2\pi T R,$$

where $T$ is the equilibrium temperature. First, recall the result for entanglement entropy in a CFT at thermal equilibrium [44,45],

$$S_{\text{eq}}(\ell') = \frac{c}{3} \log \left( \frac{\sinh \ell'}{\ell'} \right) + \frac{c}{3} \log \frac{R}{\delta_0} = \Delta S_{\text{eq}} + S_{\text{vac}}. \quad (5.2)$$

Here, the second term $S_{\text{vac}}$ is the vacuum value (with $\delta_0$ a UV cutoff), $c$ is the central charge, and $\Delta S_{\text{eq}}$ denotes the difference between thermal and vacuum values. Note $\Delta S_{\text{eq}}$ is free of any UV ambiguities, and that for $\ell' \gg 1$, we have

$$S_{\text{eq}} = \frac{c}{3} \ell' - \frac{c}{3} \log(4\pi T \delta_0) + O(e^{-2\ell'}). \quad (5.3)$$

Here we see that the log $R$ piece in $S_{\text{vac}}$ has been replaced by a log $T$ term, signaling a redistribution of long-range entanglement. Also note that the equilibrium entropy and energy densities are given by

$$s_{\text{eq}} = \frac{\pi c T}{3}, \quad \mathcal{E} = \frac{\pi c T^2}{6}. \quad (5.4)$$

Now, the evolution of entanglement entropy in the Vaidya geometry (2.1) with $g(z) = z^2/z_h^2$ is given by

$$S(R, t) = \Delta S(R, t) + S_{\text{vac}}. \quad (5.5)$$

where [the following expressions are obtained from Eqs. (3)–(5) of [3] with a slight rewriting]

$$\Delta S = \frac{c}{3} \log \left( \frac{\sinh \tau}{\ell' s(\ell', \tau)} \right), \quad (5.6)$$

and the function $s(\ell', \tau)$ is given implicitly by

$$\ell' = \frac{1}{\rho} s + \frac{1}{2} \log \left( \frac{2(1 + c)^2 + 2 \rho s - c}{2(1 + c)^2 - 2 \rho s - c} \right). \quad (5.7)$$

with

$$\rho = \frac{1}{2} \coth \tau + \frac{1}{2} \sqrt{\frac{1}{\sinh^2 \tau} + \frac{1-c}{1+c}}, \quad c = \sqrt{1-s^2}. \quad (5.8)$$

At a given $\ell'$, the above expressions only apply for

$$\tau < \tau_s(\ell') \equiv \tau'. \quad (5.9)$$

At $\tau = \tau_s$, one finds that $c = 0$ (i.e. $s = 1$), $\rho = \coth \tau_s$, and

$$\Delta S = \Delta S_{\text{eq}}. \quad (5.10)$$

For $\tau > \tau_s$, $\Delta S$ remains $\Delta S_{\text{eq}}$.

To make connections to the discussion in Sec. IV, note that $\rho$ and $s$ can be related to $z_i$ and $z_c$, locations of the tip of $\Gamma_\Sigma$ and its intersection with the null shell, respectively, as

$$\rho = \frac{z_h}{z_c}, \quad s = \frac{z_c}{z_i}. \quad (5.11)$$

Thus Eqs. (5.7) and (5.8) provide an explicit mapping between boundary data $(\tau, \ell')$ and bulk data $(z_i, z_c)$. In the discussions that follow, it is convenient to introduce an angle $\phi \in [0, \pi/2]$ with

$$c = \cos \phi, \quad s = \sin \phi. \quad (5.12)$$

Then saturation happens at $\phi = \pi/2$, when $z_c = z_i$, while $\phi \to 0$ corresponds to $z_i/z_c \to \infty$. At fixed $\tau$, as we vary $\phi$ from $\pi/2$ to $0$, $\ell'$ increases monotonically from $\tau$ to $\tau + \infty$. At fixed $\ell'$, as we increase $\phi$ from 0 to $\pi/2$, $\tau$ increases monotonically from 0 to $\tau_s$. Note we will mostly consider the limit $\ell' \gg 1$, as we are interested in long-distance physics.

A. Early growth

For any $\ell'$, in the limit $\tau \ll 1$ is large, and for (5.7) to be satisfied we need $s$ to be small (i.e. $\phi$ small). We find that
\[ \rho = \frac{1}{\tau} + \frac{\tau}{12} + \cdots, \quad s = \frac{1}{\tau} \left( \tau - \frac{\tau^3}{12} + \cdots \right). \]  

and

\[ \frac{3}{c} \Delta S = \frac{\tau^2}{4} - \left( \frac{1}{96} + \frac{1}{16\tau^2} \right) \tau^4 + O(\tau^6). \]  

Note that for \( z_t \) and \( z_c \), Eq. (5.13) translates to

\[ z_c = t(1 + O(t^2)), \quad z_t = R(1 + O(1^2)), \]  

which is consistent with the regime of early growth outlined in Sec. IV.

Thus at early times, the entanglement entropy grows quadratically as

\[ \Delta S = \frac{c}{3} \frac{\tau^2}{4} + O(\tau^4) = 2\pi \xi \Delta^2 + O(t^4), \]  

where we have used (5.4). This result was also obtained recently in [46].

**B. Linear growth**

We now consider the regime \( \ell' \gg \tau \gg 1 \), which corresponds in (5.7) and (5.8) to

\[ e^{-\tau} \ll \phi \ll e^{-2\tau/5}, \quad \frac{1}{\tau} \ll 1 \]  

with

\[ \rho = \frac{1}{2} + \frac{\phi}{4} + O \left( \frac{e^{-2\tau}}{\phi} \right), \quad \ell' = \frac{2}{\phi} + \tau + \log \phi + O(1). \]  

Then from (5.6) we find that

\[ \Delta S = \frac{c}{3} \tau - \frac{c}{3} \log 4 + O \left( \frac{\tau}{\ell'}, \frac{\log \ell'}{\ell'}, e^{-2\tau} \right) \]

\[ = 2s_{eq} t - \frac{c}{3} \log 4 + \cdots. \]  

The leading term agrees with (1.1). Also note that the subleading term is *negative* which is important for the maximal rate conjecture of [21], which we will further elaborate in the conclusion section.

Note that for \( z_t \) and \( z_c \), Eqs. (5.17) and (5.18) translate to

\[ z_c = 2z_h + \cdots, \quad \frac{z_t}{z_c} = \frac{1}{\phi} \gg 1. \]  

In Secs. VIII A and IX we will see that the linear growth of entanglement entropy in (5.19) is generic for all dimensions and collapsing geometries, being a consequence of the critical surface referred to at the end of Sec. IV.

**C. Saturation**

Let us now examine the behavior of entanglement entropy as \( \tau \to \tau_s \). For this purpose, consider \( \phi = \frac{\tau}{2} - \varepsilon \) with \( \varepsilon \ll 1 \). Then from (5.6)–(5.8),

\[ \rho = \coth \tau - \frac{1}{2} \tanh \tau e^{-\frac{1}{4}(\tanh \tau(\tanh^2 \tau - 2))} e^2 + O(e^3), \]  

(5.21)

\[ \ell' = \tau + \frac{1}{2} \tanh \tau e^2 + O(e^3), \]  

(5.22)

and

\[ \frac{3}{c} \Delta S = \log \frac{\sinh \tau}{\tau} + \frac{1}{2} \left( 1 - \frac{\tanh \tau}{\tau} \right) e^2 + O(e^3). \]  

(5.23)

Now fix \( \ell' \) and expand \( \tau \) near \( \tau_s \); i.e. let \( \tau = \tau_s - \delta, \delta \ll 1 \). We find

\[ \delta = \frac{1}{2} \tanh \tau_s e^2 + \frac{1}{6} \tanh^3 \tau_s e^3 + (e^4) \]  

(5.24)

and

\[ \frac{3}{c} \delta S = \frac{3}{c} \Delta S_{eq} - \frac{\sqrt{2}}{3} \sqrt{\tanh \tau_s \delta^3} - \frac{1}{6} \tanh^2 \tau_s \delta^2 + O(\delta^{5/2}). \]  

(5.25)

In particular, in the limit \( \ell' \gg 1 \),

\[ \frac{3}{c} \Delta S = \frac{3}{c} \Delta S_{eq} - \frac{\sqrt{2}}{3} \delta^3 - \frac{1}{6} \delta^2 + O(\delta^{5/2}, e^{-2\tau_s} \delta^3). \]  

(5.26)

We see that the approach to saturation has a nontrivial exponent \( \frac{1}{2} \),

\[ \Delta S - \Delta S_{eq} \propto (t_s - t)^{\frac{3}{2}} + \cdots, \quad t \to t_s. \]  

(5.27)

This result was also recently obtained in [46].

To make connections to the discussion in Sec. IV, note that for \( z_t \) and \( z_c \), Eqs. (5.22) and (5.23) translate to

\[ z_c = z_t \left( 1 - \frac{e^2}{2} + \cdots \right), \quad z_c = z_h \tanh \tau_s + \cdots, \]  

(5.28)

which is consistent with the picture of continuous saturation presented there.

**D. Memory loss regime**

We now show that for \( \tau, \ell' \gg 1 \) with \( \tau < \tau_s \), \( S - S_{eq} \) depends on a single combination of \( \tau \) and \( \ell' \) and interpolates
between the linear growth of Sec. V B and the saturation regime of Sec. V C. Thus in this regime the “memory” of the size $\ell'$ of the region is lost.

First notice from (5.7) and (5.8) that for any $\phi$,

$$\rho > \rho_e \equiv \frac{1}{2} \left( 1 + \tan \frac{\phi}{2} \right),$$

and that

$$\tau, \ell' \to \infty \quad \text{as} \quad \rho \to \rho_e. \ (5.30)$$

Thus to explore the regime $\tau, \ell' \gg 1$, take $\rho = \rho_e + \epsilon$ with $\epsilon \ll 1$. Then

$$\tau = -\frac{1}{2} \log \epsilon + \frac{1}{2} \log \left( 1 + \cot \frac{\phi}{2} \right) + O(\epsilon). \quad (5.31)$$

$$\ell' = -\frac{1}{2} \log \epsilon + \left( \cot \frac{\phi}{2} - 1 \right) + \frac{1}{2} \log \left( \frac{1 - \cos \phi + \sin \phi}{1 + \cos \phi} \right) + O(\epsilon), \quad (5.32)$$

and the entropy (5.6) can be written as

$$\frac{3}{c} \Delta S - \frac{3}{c} \Delta S_{\text{eq}} = \tau - \ell' - \log (\sin \phi) + O(e^{-2\tau}, e^{-2\ell'}). \quad (5.33)$$

Equations (5.31) and (5.32) imply that

$$\ell' - \tau = \chi(\phi) + O(\epsilon),$$

$$\chi(\phi) \equiv \left( \cot \frac{\phi}{2} - 1 \right) + \log \tan \frac{\phi}{2}; \quad (5.34)$$

i.e., as $\epsilon \to 0$, $\tau, \ell' \to \infty$ but $\ell' - \tau$ remains finite. Inverting (5.34) to express $\phi$ in terms of $\ell' - \tau$, we can write (5.33) in the scaling form

$$\Delta S - \Delta S_{\text{eq}} = \frac{c}{3} \lambda(\ell' - \tau) + O(e^{-2\tau}), \quad (5.35)$$

where the scaling function $\lambda$ is given by

$$\lambda(y) = -y - \log (\sin h^{-1}(y)). \quad (5.36)$$

Note that $\chi(\phi)$ monotonically decreases from $+\infty$ to 0 as $\phi$ increases from 0 to $\frac{\pi}{2}$. More explicitly, as $\delta \to 0$,

$$\phi = \delta: \chi(\phi) = \frac{2}{\delta} + \log \frac{\delta}{2} - 1 + O(\delta),$$

$$\phi = \frac{\pi}{2} - \delta: \chi(\phi) = \frac{\delta^2}{2} + O(\delta^3), \quad (5.37)$$

from which $\lambda$ has the asymptotic behavior

Then using the expression for large $y$, we find from (5.35) and (5.3) that for $\ell' \gg \tau \gg 1$,

$$\frac{3}{c} \Delta S = \tau - \log 4 + O \left( \frac{e^{-2\tau}}{\tau}, \frac{\log \ell}{\ell} \right), \quad (5.39)$$

which recovers (5.19), and that for $\delta \equiv \ell' - \tau \ll 1$,

$$\frac{3}{c} \Delta S - \frac{3}{c} \Delta S_{\text{eq}} = -\frac{\sqrt{2}}{3} \delta^2 + \frac{\delta^2}{6} + O(\delta^3), \quad (5.40)$$

which recovers (5.26).

In Sec. VII A, we will show that (5.29) is precisely the critical line $z_c^3(z)$ alluded to near the end of Sec. IV, and that the scaling behavior discussed above is controlled by properties of critical extremal surfaces associated with the critical line.

Finally, we remark that in higher dimensions, there does not exist a closed expression like (5.6), and we have to rely on geometric features of bulk extremal surfaces to access the above regimes of evolution, as was outlined in Sec. IV.

VI. PRE-LOCAL-EQUILIBRIUM QUADRATIC GROWTH

In this section, we consider the growth of $A_\Sigma(t)$ relative to the area of a minimal surface in AdS with the same boundary $\Sigma$ for

$$t \ll z_c. \quad (6.1)$$

Recall our earlier discussion in which we identified $z_c$ as a local equilibrium scale—at the stage of (6.1) the system has not yet achieved local equilibrium. Except for the energy density which is conserved in time, equilibrium quantities such as temperature, entropy, or chemical potential are not yet relevant at this stage.

We work in general dimensions and only assume that $g(z)$ has the asymptotic expansion (2.8). We will derive a universal result that applies to $\Sigma$ of an arbitrary shape.

At early times, the null shell lies in the UV part of the geometry, i.e., near the boundary, and the bulk extremal surface crosses the shell near the boundary, i.e., $z_e \to 0$ as $t \to 0_+$ [see Fig. 3(a)]. This implies the following: (i) the part of the surface lying in the black hole region is very small, and (ii) the black hole region can be approximated by perturbing pure AdS. Thus our strategy in finding the small $t$ behavior of $A$ is to expand $t$ and $A$ in small $z_e$.

A general $(n - 1)$-dimensional boundary surface $\Sigma$ can be parametrized by
\[ x_a = x_a(\xi^a), \quad a = 1, 2, \ldots, d - 1, \]
\[ \alpha = 1, 2, \ldots, n - 1, \]  
(6.2)

where \( x_a \) are spatial coordinates along the boundary and \( \xi^a \) are coordinates parametrizing the surface. The area \( A_\Sigma \) of \( \Sigma \) is given by
\[ A_\Sigma = \int d^{n-1}_\xi \sqrt{\det h_{ab}} \quad h_{ab} = \frac{\partial x_a}{\partial \xi^a} \frac{\partial x_b}{\partial \xi^b}. \]  
(6.3)

The \( n \)-dimensional bulk extremal surface \( \Gamma_\Sigma \) ending on \( \Sigma \) can be parametrized by
\[ v(\xi^a, z), \quad x_a = X_a(\xi^a, z), \]  
(6.4)

which satisfy the \( z = 0 \) boundary conditions
\[ v(\xi^a, z = 0) = t, \quad X_a(\xi^a, z = 0) = x_a(\xi^a). \]  
(6.5)

We also require \( \Gamma_\Sigma \) to be smooth at the tip \( z_t \). The area \( A_\Sigma \) of \( \Gamma_\Sigma \) can be written as
\[ A_\Sigma(t) = L^n \int_0^{z_t} dz \int d^{n-1}_\xi \xi^{-n} \sqrt{\det \gamma}, \]  
(6.6)

where \( \frac{1}{\xi} \gamma \) is the induced metric on \( \Gamma_\Sigma \),
\[ \gamma_{ab} = \frac{\partial X_a}{\partial \xi^a} \frac{\partial X_b}{\partial \xi^b} - f(v, z) \frac{\partial v}{\partial \xi^a} \frac{\partial v}{\partial \xi^b}, \]  
(6.7)
\[ \gamma_{az} = \frac{\partial X_a}{\partial \xi^a} \frac{\partial X_z}{\partial z} - f(v, z) \frac{\partial v}{\partial \xi^a} \frac{\partial v}{\partial z} + \frac{\partial v}{\partial z} \]  
(6.8)
\[ \gamma_{zz} = \frac{\partial^2 X_z}{\partial z^2} - f(v, z) \left( \frac{\partial v}{\partial z} \right)^2 - 2 \frac{\partial v}{\partial z}. \]  
(6.9)

Near the boundary of an asymptotic AdS spacetime, i.e. as \( z \to 0 \) (or \( z/z_h \ll 1 \), one can show that
\[ X_a(z, \xi^a) = x_a(\xi^a) + O(z^2), \]  
\[ v(z, \xi^a) = t - z + O(z^2). \]  
(6.10)

Now, we denote the solution in pure AdS (\( f = 1 \)) with the same boundary conditions as \( \Gamma_\Sigma \) by \( X_a^{(0)}, v^{(0)} \), and as having tip \( z_t^{(0)} \) and area \( A_\Sigma^{(0)} \). Recall that our goal is to work out the difference
\[ \Delta A_\Sigma(t) = A_\Sigma(t) - A_\Sigma^{(0)} \]  
(6.11)

to leading order in small \( t \). First, note that the pure AdS solution lies at constant \( t \), i.e. from (2.4)
\[ v^{(0)}(\xi^a, z) = t - z, \]  
(6.12)

and that as discussed earlier, \( X_a(\xi, z), v(\xi, z) \) deviate by a small amount from corresponding quantities in pure AdS, i.e.
\[ X_a(\xi, z) = X_a^{(0)} + \delta X_a, \quad v(\xi, z) = v^{(0)} + \delta v. \]  
(6.13)

where from (6.10), lowest order terms in \( \delta X_a \) and \( \delta v \) in \( z \) should start at \( O(z^2) \). Solving \( v(z_t^0) = 0 \), we then find
\[ t = z_t + O(z_t^2), \]  
(6.14)

which in turn implies that expanding \( \delta X_a \) and \( \delta v \) in small \( t \), the lowest order terms should start at \( O(t^2) \).

Next, to leading order in small \( t \), (6.11) can be found by varying the action (6.6),
\[ \Delta A_\Sigma(t) = \int_0^{z_t} dz d^{n-1}_\xi \frac{\delta \mathcal{L}}{\delta f} \delta f + \int d^{n-1}_\xi \mathcal{L}(X^{(0)}, v^{(0)}; z_t^{(0)}) \delta z_t^{(0)} + \int d^{n-1}_\xi \left( \Pi_A \int_0^{z_t^{(0)}} \delta X_A \right) \]  
(6.15)

where \( \int_0 \) denotes that a quantity should be evaluated on the pure AdS solution, \( X_A = (X_a, v) \), and
\[ \Pi_A = \frac{\partial \mathcal{L}}{\partial \delta X_A}, \quad \delta X_A = X_A - X_A^{(0)}. \]  
(6.16)

In deriving (6.15) we have assumed that the boundary terms associated with integration by the part over \( \xi_a \) vanish. This is true when \( \Sigma \) is compact and there is no boundary in the \( \xi_a \) directions, and also when \( \Sigma \) has no dependence on \( \xi_a \), as in the case when \( \Sigma \) is a strip. We proceed to observe that
\[ \mathcal{L}(X^{(0)}, v^{(0)}; z_t^{(0)}) = 0 \]  
(6.17)

as the area element vanishes at the tip of the bulk surface, and that similarly, regularity conditions at the tip for \( \Gamma_\Sigma^{(0)} \) and boundary conditions at infinity imply that the last term in (6.15) vanishes.\(^3\) Thus only the first term in (6.15) is nonzero. Now note
\[ \frac{\delta \mathcal{L}}{\delta f} = \frac{L^n}{z^n} \sqrt{\det \gamma} \mathrm{tr} \left( \gamma^{-1} \frac{\delta \gamma}{\delta f} \right), \]  
(6.18)

and from (6.12)
\[ \left. \frac{\delta f_{ab}}{\delta f} \right|_0 = 0, \quad \left. \frac{\delta f_{az}}{\delta f} \right|_0 = 0, \quad \left. \frac{\delta f_{zz}}{\delta f} \right|_0 = -1. \]  
(6.19)

Given that for small \( z \),

\[^3\]This term has to vanish to ensure \( X_A^{(0)} \) is a proper solution to equations of motion.
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\[ X_{c}^{(0)}(\varphi, z) = x_{d}(\varphi) + O(z^{2}), \quad (6.20) \]

we find

\[ \gamma_{ab} = h_{ab} + O(z), \quad \gamma_{ac} = O(z), \quad \gamma_{cc} = 1 + O(z). \quad (6.21) \]

Thus to leading order

\[ \frac{\delta L}{\delta f} \bigg|_{0} = -\frac{L^{n}}{2} \frac{1}{z} \sqrt{\text{det} \, h} \quad (6.22) \]

and since

\[ \delta f = -Mz^{d} + \cdots \quad (6.23) \]

is nonvanishing only for \( z \in (0, z_{c}) \), we find [recall (6.14)]

\[ \Delta A_{\Sigma} = L^{n}A_{\Sigma} \frac{M}{2} \int_{0}^{z} z^{d-n} d\bar{z} = \frac{L^{n}A_{\Sigma} M}{2(d-n+1)} t^{d-n+1} + \cdots. \quad (6.24) \]

For entanglement entropy, we have \( n = d - 1 \) and thus

\[ \Delta S = \frac{\Delta A_{\Sigma}}{4G_{N}} = \frac{L^{d-1}M}{16G_{N}} A_{\Sigma} t^{2} + \cdots = \frac{\pi}{d-1} E A_{\Sigma} t^{2} + \cdots, \quad (6.25) \]

where \( E \) given in (2.9) is the energy density of the system. This expression is free of any UV ambiguities and is universal for any \( \Sigma \) and bulk geometry \( g(z) \), depending only on the energy density of the state.

More general metrics (2.16)–(2.18) typically involve scalar fields, and the asymptotic behavior of the metric components \( h(z) \) and \( i(z) \) in the black hole region in general depend on the falloff of the scalar fields. Furthermore the energy density can also receive contributions from scalar fields. Thus it appears likely that (6.25) may not generalize to such a case. It would be interesting to understand this further.

VII. CRITICAL EXTREMAL SURFACES

In this section, using as examples cases of \( \Sigma \) being a strip or a sphere, we show that the universal curve \( z_{c}(zt) \) for different \( R \)'s observed in Fig. 4 corresponds to a critical line in \( (zt, z_{c}) \) space: for a given \( z_{t} \), \( \Gamma_{\Sigma} \) reaches the boundary only if \( z_{c} < z_{c}^{*} \). In particular, when \( \Gamma_{\Sigma} \) lies precisely on the critical line \( z_{c} = z_{c}^{*}(z_{t}) \), in which case we refer to it as a critical extremal surface, it asymptotes to \( \rho, v = \infty \) along some constant \( z = z_{m} \geq z_{h} \).

A. Strip

With \( \Sigma \) a strip, the black hole portion of \( \Gamma_{\Sigma} \) is given by \( z(\rho) \) satisfying the equation of motion (3.17).

\[ z^{2} = h(z) \left( \frac{z_{m}^{2n}}{z_{c}^{2n}} - 1 \right) + E^{2}(z_{t}, z_{c}) \equiv H(z), \quad (7.1) \]

and the boundary condition at \( z_{c} \) (3.14),

\[ z_{c}' = -\left( 1 - \frac{g_{c}}{2} \right) \sqrt{\frac{z_{m}^{2n}}{z_{c}^{2n}} - 1} \quad (7.2) \]

where we have denoted

\[ g_{c} \equiv g(z_{c}) \quad (7.3) \]

and \( E \) has been obtained from (3.15). As discussed in Sec. IV, for \( t \gg z_{h} \), the extremal surface intersects the shell behind the horizon, i.e. \( z_{c} > z_{h} \), except possibly near saturation.

Equation (7.1) specifies a one-dimensional classical mechanics problem, with the qualitative behavior of \( z(\rho) \) readily deduced from properties of \( H(z) \). To acquire some intuition on such behavior, we proceed to work concretely with the Schwarzschild (or Reissner-Nordstrom) \( g(z) \). Since our discussion clearly applies to more than the examples of \( g(z) \) being examined, we maintain the general notation \( g(z) \) and \( h(z) = 1 - g(z) \) in all expressions. However, we do not attempt to characterize the most general class of \( g(z) \) for which \( H(z) \) exhibits properties discussed below, nor do we attempt to classify alternative possibilities.

To begin, note that from (7.2), when \( g_{e} > 2, z_{c}' > 0 \), i.e. after entering the black hole region, \( \Gamma_{\Sigma} \) initially moves away from the boundary to larger values of \( z \). We introduce \( z_{s} \) as

\[ g(z_{s}) = 2, \quad z_{s} > z_{h}. \quad (7.4) \]

\( z_{c}' \) changes sign when \( z_{c} \) crosses \( z_{s} \). Next, note that for Schwarzschild \( g(z) \), the first term in (7.1) is zero at \( z = z_{h} \) and \( z = z_{s} \), and negative in between. Thus \( H(z) \) has a minimum between \( z_{h} \) and \( z_{s} \) which we denote \( z_{m} \). Setting \( H'(z_{m}) = 0 \), we find \( z_{m} \) satisfies the equation

\[ z_{m}^{2n} = h'(z_{m}) \frac{z_{m}^{2n+1}}{z_{c}^{2n} h'(z_{m}) - 2nh(z_{m})}. \quad (7.5) \]

It is easy to see that such a minimum also exists for Reissner-Nordstrom \( g(z) \). The following discussion depends only on the existence of such a minimum. We now introduce \( z_{c}^{*} \) given by

\[ H(z_{m})|_{z_{c}=z_{c}^{*}} = 0. \quad (7.6) \]

Note \( z_{c}^{*} \) and \( z_{m} \) are functions of \( z_{t} \) only. Also note that there is a special value of \( z_{t} \), which we call \( z_{t}^{s} \), where \( z_{m}(z_{t}^{s}) = z_{s} \). Evaluating (7.5) at \( z_{m} = z_{s} \), we find that
\[ \varepsilon_t^{(s)} = \left( \frac{z_t h'(z_t)}{z_t h'(z_t) + 2n} \right) \varepsilon_t. \quad (7.7) \]

In fact, there are two additional occurrences at \( \varepsilon_t = \varepsilon_t^{(s)} \).
First, one can check
\[ \varepsilon_t^c = \varepsilon_t = \varepsilon_m. \quad (7.8) \]
Second, by taking the derivative of \( E^2 \) in (7.1) with respect to \( \varepsilon_t \) and plugging in the values \( \varepsilon_t^{(s)} \) and \( \varepsilon_t^c = \varepsilon_t \), we find
\[ \frac{dE^2}{d\varepsilon_t} \bigg|_{\varepsilon_t^c} = 0. \quad (7.9) \]

In the limit \( \varepsilon_t \to \infty \), assuming that \( \varepsilon_m \) remains finite [which is not always true; see e.g. (7.24) and (7.25)] below, Eq. (7.5) can be simplified to
\[ \varepsilon_m h'(\varepsilon_m) = 2n. \quad (7.10) \]
Similarly in the \( \varepsilon_t \to \infty \) limit, assuming that \( \varepsilon_m, \varepsilon_t \to \infty \), Eq. (7.6) can be simplified to
\[ \frac{g^2(\varepsilon_t^c)}{4\varepsilon_t^2Ln^2} = -\frac{h(\varepsilon_m)}{\varepsilon_m^2}. \quad (7.11) \]

In general, for a given \( \varepsilon_t \), there are multiple positive roots to Eq. (7.6). In fact, Eq. (7.9) suggests that two branches of roots of (7.6) are converging at \( \varepsilon_t^{(s)} \). However, for any \( g(\varepsilon) \) which satisfies \( g(\varepsilon_0) = 1 \) and \( g'(\varepsilon_0) > 0 \), it can be checked that as \( \varepsilon_t \to \varepsilon_h \) so that \( \varepsilon_t = \varepsilon_h(1 + \varepsilon), \varepsilon \ll 1 \), we have
\[ \varepsilon_m = \varepsilon_t \left( 1 - \frac{1}{2} \varepsilon + \cdots \right) = \varepsilon_h \left( 1 + \frac{1}{2} \varepsilon + \cdots \right), \quad (7.12) \]
and there is a unique \( \varepsilon_t^c \) satisfying
\[ \varepsilon_t^c = \varepsilon_t(1 - O(\varepsilon^2)). \quad (7.13) \]

Now, increasing \( \varepsilon_t \) and following this root, we note the following:

1. In region I given by \( \varepsilon_h < \varepsilon_t < \varepsilon_t^{(s)} \),
\[ \varepsilon_s > \varepsilon_t^c > \varepsilon_m > \varepsilon_h, \quad \frac{dE^2}{d\varepsilon_t} \bigg|_{\varepsilon_t^c} < 0, \quad (7.14) \]
and thus for \( \varepsilon_t < \varepsilon_t^c \),
\[ \varepsilon_t' < 0. \quad (7.15) \]

2. In region II given by \( \varepsilon_t > \varepsilon_t^{(s)} \),
\[ \varepsilon_s < \varepsilon_t^c < \varepsilon_m, \quad \frac{dE^2}{d\varepsilon_t} \bigg|_{\varepsilon_t^c} > 0, \quad (7.16) \]

See Fig. 5 for plots of \( \varepsilon_t^c \) and \( \varepsilon_m \) as functions of \( \varepsilon_t \) for Schwarzschild \( g(\varepsilon) \) and one instance of RN \( g(\varepsilon) \).

With the above properties established, the behavior of \( \varepsilon(\rho) \) can be read off from Figs. 6 and 7. In particular, for a given \( \varepsilon_t, \varepsilon_c \) only reaches the boundary for \( \varepsilon_t < \varepsilon_t^c(\varepsilon_t) \), and at \( \varepsilon_c = \varepsilon_t^c(\varepsilon_t) \), it asymptotes to a critical extremal surface \( \varepsilon = \varepsilon_m \). Note that this conclusion holds in the presence of other roots to (7.6) as long as the following are satisfied:

1. In region I there is no other root lying between \( \varepsilon_m \) and \( \varepsilon_t^c \).
2. In region II there is no other root lying between \( \varepsilon_s \) and \( \varepsilon_t^c \).

It can readily be checked that these conditions are satisfied by Schwarzschild and Reissner-Nordstrom \( g(\varepsilon) \) for general \( d \). In Figs. 8 and 9 we plot some examples of near-critical surfaces with \( \varepsilon_c \approx \varepsilon_t^c \).

Now let us mention some explicit results. For Schwarzschild \( g(\varepsilon) \) (2.11) and \( d = 2 \), the case discussed in Sec. V, one finds
\[ \varepsilon_s = \sqrt{2} \varepsilon_h, \quad \varepsilon_t^{(s)} = 2 \varepsilon_h, \quad \varepsilon_m = \sqrt{\varepsilon_t \varepsilon_h}, \quad (7.18) \]
and \(^4\text{Note that in this case there are two positive roots to Eq. (7.6). The root below is the branch chosen by (7.13).}\)
\[
\eta \equiv \frac{2n}{d},
\]

we find the following:

1. For \(\eta > 1\),

\[
\bar{z}_m = \left(\frac{\eta}{\eta - 1}\right)^{\frac{1}{2}} z_h,
\]

\[
\bar{z}_c = \left(\frac{4(\eta - 1)^{\eta - 1}}{\eta}\right)^{\frac{1}{(\eta - 1)^{\eta - 1}}} z_h.
\]

Note that both \(\bar{z}_m\) and \(\bar{z}_c\) remain finite as \(z_t \to \infty\) and \(\bar{z}_c \approx \bar{z}_m^{\frac{4(\eta - 1)^{\eta - 1}}{\eta^2}} < 1\).

2. For \(\eta < 1\),

\[
\bar{z}_m = (1 - \eta)^{\frac{1}{2}} z_t,
\]

\[
\bar{z}_c \sim \bar{z}_m^{\frac{4(\eta - 1)^{\eta - 1}}{\eta^2}} < \bar{z}_m.
\]

Note that both \(\bar{z}_m\) and \(\bar{z}_c\) approach infinity as \(z_t \to \infty\).

3. For \(\eta = 1\), i.e. \(n = \frac{d}{2}\),

\[
\bar{z}_m = \sqrt{\bar{z}_c} z_h, \quad z_s \leq \bar{z}_c = \frac{1}{2\pi} z_h \ll \bar{z}_m.
\]

Using (5.11) and (5.12), one finds that the critical line (7.19) is precisely equivalent to (5.29). Similarly, (7.20) maps to (5.20).

For Schwarzschild \(g(z)\) (2.11) in general \(d\), one has

\[
\bar{z}_s = 2^{\frac{d}{2}} z_h, \quad \bar{z}_t^{(s)} = \left(\frac{d}{d - n}\right)^{\frac{1}{2}} 2^{\frac{d}{2}} z_h,
\]

but the expressions for \(\bar{z}_m\) and \(\bar{z}_c\) get complicated. In the following discussion we will mostly be interested in the \(z_t \to \infty\) limit, for which introducing

\[
\bar{z}_s = z_h, \quad \bar{z}_t^{(s)} = \left(\frac{d}{d - n}\right)^{\frac{1}{2}} 2^{\frac{d}{2}} z_h,
\]

we find the following:

1. For \(\eta > 1\),

\[
\bar{z}_m = \left(\frac{\eta}{\eta - 1}\right)^{\frac{1}{2}} z_h, \quad \bar{z}_c = \left(\frac{4(\eta - 1)^{\eta - 1}}{\eta}\right)^{\frac{1}{(\eta - 1)^{\eta - 1}}} z_h.
\]

Note that both \(\bar{z}_m\) and \(\bar{z}_c\) remain finite as \(z_t \to \infty\) and \(\bar{z}_c \approx \bar{z}_m^{\frac{4(\eta - 1)^{\eta - 1}}{\eta^2}} < 1\).

2. For \(\eta < 1\),

\[
\bar{z}_m = (1 - \eta)^{\frac{1}{2}} z_t, \quad \bar{z}_c \sim \bar{z}_m^{\frac{4(\eta - 1)^{\eta - 1}}{\eta^2}} < \bar{z}_m.
\]

Note that both \(\bar{z}_m\) and \(\bar{z}_c\) approach infinity as \(z_t \to \infty\).

3. For \(\eta = 1\), i.e. \(n = \frac{d}{2}\),

\[
\bar{z}_m = \sqrt{\bar{z}_c} z_h, \quad z_s \leq \bar{z}_c = \frac{1}{2\pi} z_h \ll \bar{z}_m.
\]
\[ \frac{\partial^2 z}{\partial t^2} - \frac{1}{\rho^2} \left( \frac{n}{\rho} z' + \frac{n h}{z} \right) + \left( E^2 B^2 - z'^2 \right) \frac{\partial h}{\partial z} = 0 \] (7.28)

with

\[ E = -\frac{1}{2} \left( \frac{\rho_c}{z_c} \right) \frac{n}{n+1} \frac{g(z_c)}{z_t}, \quad B \equiv \frac{z^n}{\rho^{n-1}}. \] (7.29)

We again expect that for a given \( z_t \), there is a critical \( z_c^* \) beyond which \( \Gamma_S \) never reaches the boundary. For a given \( \rho(z) \), \( z_c^*(z_t) \) can readily be found by numerically solving (7.28). From the strip analysis (7.23)–(7.25), a natural guess for Schwarzschild \( h(z) \) is that for \( \eta = \frac{2n}{d} \geq 1 \), \( z_c^* \) remains finite as \( z_t \to \infty \). This appears to be supported by numerical results. In Fig. 10 we show some examples.

At \( z_c = z_c^* \), the critical solution \( z^*(\rho) \) should reach \( \rho = \infty \) along some constant \( z \) surface. Now, solving (7.28) for a constant \( z \) in the limit \( \rho \to \infty \), one finds the unique solution

\[ z = z_h. \] (7.30)

In other words, independent of the choice of \( z_t \) and the function \( g(z) \), the critical extremal surface approaches and runs along at the horizon to \( \rho = \infty \). Expanding about the solution (7.30) in Eq. (7.28), one finds a perturbation that grows exponentially in \( \rho \) (in Sec. XII we work this out explicitly). By tuning \( z_c \) to \( z_c^* \), one ensures that this exponentially growing perturbation is absent and \( z \to z_h \) as \( \rho \to \infty \). For \( z_c = z_c^*(1+\varepsilon) \), \( \varepsilon \ll 1 \), the perturbation acquires a small coefficient, and \( z(\rho) \) runs along the horizon for a while before eventually breaking away. Depending on the sign of \( \varepsilon \), it either approaches the boundary \( (\varepsilon > 0) \) or turns away from it \( (\varepsilon < 0) \). See Fig. 11.

\[ z_m \to z_h, \quad z^*_c \to \left( 1 - \frac{d-1}{d} \right)^{\frac{1}{d}} z_h, \] (7.27)

and that for sufficiently large \( Q \), \( z_m \) never reaches \( z_s \) for all \( z_t \).

**B. Sphere**

We now examine the case of \( \Sigma \) being a sphere with \( n \geq 2 \) (thus \( d \geq 3 \)). The analysis is more complicated as the equation of motion for \( z(\rho) \) given the black hole portion of

\[ \Gamma_S \] is now a second order nonlinear differential equation, (3.35). We copy it here for convenience,

\[ (h + E^2 B^2) z'' + (h + z'^2) \left( \frac{n-1}{\rho} z' + \frac{nh}{z} \right) + (E^2 B^2 - z'^2) \frac{\partial h}{\partial z} = 0 \] (7.28)

with

\[ E = -\frac{1}{2} \left( \frac{\rho_c}{z_c} \right) \frac{n}{n+1} \frac{g(z_c)}{z_t}, \quad B \equiv \frac{z^n}{\rho^{n-1}}. \] (7.29)

We again expect that for a given \( z_t \), there is a critical \( z_c^* \) beyond which \( \Gamma_S \) never reaches the boundary. For a given \( \rho(z) \), \( z_c^*(z_t) \) can readily be found by numerically solving (7.28). From the strip analysis (7.23)–(7.25), a natural guess for Schwarzschild \( h(z) \) is that for \( \eta = \frac{2n}{d} \geq 1 \), \( z_c^* \) remains finite as \( z_t \to \infty \). This appears to be supported by numerical results. In Fig. 10 we show some examples.

At \( z_c = z_c^* \), the critical solution \( z^*(\rho) \) should reach \( \rho = \infty \) along some constant \( z \) surface. Now, solving (7.28) for a constant \( z \) in the limit \( \rho \to \infty \), one finds the unique solution

\[ z = z_h. \] (7.30)

In other words, independent of the choice of \( z_t \) and the function \( g(z) \), the critical extremal surface approaches and runs along at the horizon to \( \rho = \infty \). Expanding about the solution (7.30) in Eq. (7.28), one finds a perturbation that grows exponentially in \( \rho \) (in Sec. XII we work this out explicitly). By tuning \( z_c \) to \( z_c^* \), one ensures that this exponentially growing perturbation is absent and \( z \to z_h \) as \( \rho \to \infty \). For \( z_c = z_c^*(1+\varepsilon) \), \( \varepsilon \ll 1 \), the perturbation acquires a small coefficient, and \( z(\rho) \) runs along the horizon for a while before eventually breaking away. Depending on the sign of \( \varepsilon \), it either approaches the boundary \( (\varepsilon > 0) \) or turns away from it \( (\varepsilon < 0) \). See Fig. 11.
and (7.11) for a strip. That is, provided the linear growth of entanglement entropy in Sec. IX. From (3.31), for a finite of the linear growth of entanglement entropy in Sec. IX. B this is indeed the case. We will show in Sec. IX B this is indeed the case.

The above equation is obtained from (7.28) by setting $\rho = z_t = O(1/z_t)$, $z_t \to \infty$. (7.31) Then for the range of $\rho$ satisfying $\rho \geq \rho_c$ and $\rho_c \gg 1$, Eq. (7.28) can be solved approximately by $z^2(\rho) \approx z_m$ with $z_m$ given by

$$\frac{n h^2(z_m)}{z_m} + \left(\frac{z_m}{\rho_c}\right)^{2n} \frac{g^2(z_c) h'(z_m)}{8} = 0.$$ (7.32)

The above equation is obtained from (7.28) by setting $z(\rho) = z_m$, $\rho_c = z_c^*$, and $\frac{\rho}{\rho_c} \gg 1$. This results in a plateau at $z = z_m$ for a range of $\rho \sim \rho_c$ as indicated in Fig. 12. Note Eq. (7.32) agrees precisely with Eqs. (7.10) and (7.11) for a strip. That is, provided the $z_c^*$ in (7.32) agrees with that of the strip, the $z_m$ determined from (7.32) agrees precisely with the location of the critical surface for a strip. We will show in Sec. IX B this is indeed the case.

In this section, we showed explicitly for cases of $\Sigma$ being a strip or sphere that in the Penrose diagram there exists a critical line $v_t^c(z_t)$: $\Gamma_\Sigma$ reaches the boundary only for $v_t < v_t^c$, with the critical extremal surface $\Gamma_\Sigma$ corresponding to $v_t^c(z_t)$ stretching to $R, t = \infty$. See Fig. 13. The same phenomenon should apply to general shapes.

In the numerical plots presented in Sec. IV (see Fig. 4), we saw that for $t \gtrsim O(z)$, constant $R$ trajectories of $\Gamma_\Sigma$ in the $(z_t, z_c)$ plane collapse onto a single curve. From the above discussion, we now understand that this is a consequence of the following: (i) a critical $z_t^c(z)$ exists on which $\Gamma_\Sigma$ asymptotes to a critical extremal surface that extends to infinite $R$ and $t$, and (ii) $z_c^*$ remains finite [of order $O(z)$] as $z_t \to \infty$. Thus at large fixed $R$, when $t$ becomes sufficiently large, i.e. of order $O(z)$, $(z_t, z_c)$ quickly approaches the critical line $z^c_t(z_c)$. This is clearly exemplified in the $(1 + 1)$-dimensional story in Sec. V D. There, $\epsilon$, parametrizing the distance to the critical line (5.29) [or (7.19)], gave the leading large $\epsilon$ and $t$ behavior, while $\phi$ in (5.29) [or $z_t$ in (7.19)], parametrizing the location on the critical line, mapped to $\epsilon - \tau$ or $t - \tau$.

In short, for large $R, t \gg z$, with corresponding $(z_t, v_t)$ lying very close to the critical line $v_t^c(z_t)$, $\Gamma_\Sigma$ closely follows $\Gamma_\Sigma^c$ before deviating away to reach the boundary. The evolution of $\mathcal{A}_\Sigma$ can then be largely determined from that of $\Gamma_\Sigma^c$. Again, this is seen in $(1 + 1)$ dimensions in the discussion of Sec. V. In higher dimensions, with much less analytic control, this feature provides a powerful tool for extracting the evolution of $\mathcal{A}_\Sigma(t)$.

For $\Sigma$ a strip, the critical extremal surfaces asymptote to a constant-$z$ hypersurface $z = z_m$ lying inside the horizon,

5Recall $v_t = z_c - z_t$. Thus statements regarding $z^*_c$ can immediately be translated to those about $v^*_t$.
i.e., \( z_m > z_h \) with \( z_m \) depending on the function \( h(z) \) in (2.5). It is important to keep in mind that \( z_i \) changes during the time evolution, and so does \( z_m \).

For \( \Sigma \) a sphere, the critical extremal surface for large enough \( z_i \) forms an intermediate plateau at some \( z = z_m \) before running along the horizon \( z = z_h \) all the way to \( \rho, v = \infty \); see Fig. 12. For moderate \( z_m > z_h \), the critical extremal surface runs along the horizon \( z = z_h \) to \( \rho, v = \infty \) with no plateau at \( z = z_m \); see Fig. 11.

We will see below that for a sphere, the plateau at \( z = z_m \) governs a linear growth in \( \mathcal{A} \) at early times, while the plateau at the horizon governs a memory loss effect at late times.

**VIII. LINEAR GROWTH: STRIP**

In this section, we show that with \( \Sigma \) given by a strip \( \mathcal{A}(R, t) \) grows linearly with \( t \) for \( R \gg t \gg z_h \). The evolution can be straightforwardly worked out from the discussion of Sec. VII A and as we will see is largely controlled by the critical extremal surface discussed in the last section. The same growth also applies to a sphere and other shapes as will be discussed in the next section.

**A. Linear growth**

To obtain the behavior for \( R \gg t \gg z_h \), we consider \( z_c \) close to \( z_c^c \) for some \( z_i \),

\[
\frac{z_c^c}{z_i} \approx (1 - \varepsilon), \quad \varepsilon \ll 1, \quad (8.1)
\]

and assume that

\[
\frac{z_c^c}{z_i} \ll 1, \quad \frac{z_c^c}{\log \varepsilon} \ll 1. \quad (8.2)
\]

In this regime we can expand \( t, R, \) and \( \mathcal{A} \) in a double expansion of \( 1/z_i \) and \( \varepsilon \).

We now proceed to evaluate the boundary quantities \( t, R, \) and \( \mathcal{A} \) using (3.19)–(3.23). Note that these equations should be modified when \( z(z) \) is not monotonic, which happens, for example, for \( z_i > z_i^c \). Then from (7.16), \( z_c \approx z_c^c \ll z_m \), i.e., after intersecting the shell, \( z(z) \) first moves to larger values of \( z \) before turning around as illustrated in Figs. 7(b) and 9. In this case Eq. (3.19) should be modified to

\[
R = \int_{z_c}^{z_m} dz \frac{1}{\sqrt{z_c^c - 1}} + \left( \int_{z_c^c}^{z_m} dz + \int_{z_m}^{z_c^c} dz \right) \frac{1}{\sqrt{H(z)}} \quad (8.3)
\]

and similarly for others. In the above equation \( z_c \) is the root of \( H(z) \) which is slightly smaller than \( z_m \) (i.e., point \( B \) of the second plot of Fig. 7), and \( z_c = z_m \) for \( \varepsilon = 0 \).

It is useful to separate \( z(z) \) into four regions (see Fig. 9): (i) AdS region from \( z_i \) to \( z_c \), (ii) from \( z_c \) to near \( z_m \), (iii) running along \( z_m \), and (iv) from near \( z_m \) to boundary \( z = 0 \). One can then check that contributions to \( t, R, \) and \( \mathcal{A} - \mathcal{A}_{\text{vac}} \) from regions (ii) and (iv) are at most \( O(z_c^c) \).

Now let us look at region (iii). Near \( z = z_m \), with \( z_c = z_m^c (1 - \varepsilon) \), we have

\[
H(z) = H(z - z_m) + b e, \quad (8.4)
\]

where

\[
H_2 = \frac{1}{2} H(z_m^c), \quad b = -\frac{dE}{dz_c} |_{z_c^c}. \quad (8.5)
\]

Note \( H_2 > 0 \) and that \( b < 0 \) \( (b > 0) \) for \( z_i > z_i^c \) \( (z_i < z_i^c) \). In (3.20) (or its nonmonotonic version), there is no contribution from region (i), while region (iii) contributes at order \( \log \varepsilon \), leading to

\[
t = -\frac{E(z_c^c)}{H(z_m^c)\sqrt{H_2}} \log \varepsilon + \cdots. \quad (8.6)
\]

In (3.19) [or (8.3)] there is an \( O(z_i) \) contribution from (i) in addition to a \( \log \varepsilon \) term from (iii),

\[
R = a_n z_i - \frac{1}{H_2^2} \log \varepsilon + \cdots, \quad (8.7)
\]

where \( a_n \) was introduced (2.27) [c.f. (4.2)]. Using (8.6), we can then rewrite (8.7) as

\[
z_i = \frac{1}{a_n} \left( R - \frac{H(z_m^c)}{E(z_c^c)} t \right) + \cdots. \quad (8.8)
\]

Now consider the evaluation of \( \mathcal{A} \) using (3.21)–(3.23). After subtracting the vacuum value \( \mathcal{A}_{\text{vac}} \), the diverging contribution near \( z = 0 \) in region (iv) cancels and the dominant contribution is again from region (iii),

\[
\frac{1}{K} \Delta \mathcal{A} = \frac{1}{K} (\mathcal{A} - \mathcal{A}_{\text{vac}}) = -\frac{z_i^c}{z_m^c} \log \varepsilon + O(1). \quad (8.9)
\]

Collecting (8.6) and (8.9), we find

\[
\Delta \mathcal{A} = \tilde{K} \lambda t \quad (8.10)
\]

with

\[
\lambda = \frac{z_i^c}{z_m^c} \frac{h(z_m^c)}{E(z_c^c)} = \sqrt{-\frac{h(z_m^c)}{z_m^c}} + \cdots, \quad (8.11)
\]

where in the second equality we have used (3.17) to express \( E(z_c^c) \) as.

\footnote{When \( z_m \to \infty \) as \( z_c \to \infty \), as for example in the case (7.25), one has to be careful because the integration range from \( z_c^c \) to \( z_m^c \) is large. One can check that divergent contributions from (ii) and (iv) cancel.}
\[ E(z^c_t) = -\sqrt{-h(z_m)^2 \left( \frac{z^c_t}{z_t} - 1 \right)} = -\sqrt{-h(z_m) \frac{z_t}{z_m}} + \cdots. \]  

(8.12)

Upon substituting the explicit form of \( \dot{K} \) (3.4), we have

\[ \Delta A = \sqrt{-\gamma(z_m)}A_{\text{strip}}k + \cdots, \]  

(8.13)

where \( \gamma(z_m) \) is the determinant of the induced metric on the critical extremal surface at \( z_m \), which is spanned by \( v \) and \( x_2, \ldots, x_d \), i.e. directions along \( \Sigma \). Using the equilibrium “density” \( a_{\text{eq}} \) introduced in (2.33), we can also write (8.10) as

\[ \Delta A = a_{\text{eq}}A_{\text{strip}}v_{E}k + O(1), \]  

(8.14)

where the velocity \( v_{E} \) is given by

\[ v_{E} = \left( \frac{z_h}{z_m} \right)^n \sqrt{-h(z_m)}. \]  

(8.15)

In particular, for \( n = d - 1 \), we have the entanglement entropy

\[ \Delta S = \frac{\Delta A}{4G_{N}} = s_{\text{eq}}A_{\text{strip}}v_{E}k + O(1), \]  

(8.16)

where \( s_{\text{eq}} \) is the equilibrium entropy density in (2.10), and

\[ v_{E} \equiv v_{d-1} = \left( \frac{z_h}{z_m} \right)^{d-1} \sqrt{-h(z_m)}. \]  

(8.17)

In the regime of (8.2) we can approximate the value of \( z_m \) in various equations above by that at \( z_t = \infty \). So to leading order in the large \( R \) limit, the evolution is linear. Note that in order for (8.2) to be satisfied we need \( t \) to be large enough so that \( z_c \) is sufficiently close to \( z_c^* \), but not too large such that \( z_t \) becomes comparable to \( z_c^* \) [see (8.8)] to invalidate (8.2).

**B. Example: Schwarzschild**

Let us now consider the Schwarzschild case for an explicit illustration. From (7.23)–(7.25), depending on the value of \( \eta = \frac{\alpha}{R}, z_c^* \) and \( z_m \) behave differently in the limit of a large \( z_t \). Below we consider these situations separately. While we are considering Schwarzschild, the discussion depends only on whether \( z_c^* \) and \( z_m \) have a finite limit as \( z_t \to \infty \). So we will still keep \( h(z) \) general in our discussion.

### 1. \( \eta > 1 \)

For \( \eta > 1 \), which covers the case of entanglement entropy \( n = d - 1 \) in \( d > 2 \), both \( z_c^* \) and \( z_m \) remain finite of order \( O(z_h) \) in the limit of large \( z_t \). The assumptions (8.2) then apply when \( R \gg k \gg O(z_h) \).

In this case we can show that the linear growth (8.14) in fact persists all the way to saturation, which happens via a discontinuous transition. We do this by assuming the conclusion, strongly suggested by Fig. 4, and checking self-consistency.

With the linear growth (8.14), \( A \) will reach its equilibrium value (2.33) at time

\[ t_s = \frac{R}{v_n} = \frac{R}{\left( \frac{z_h}{z_c} \right)^n \sqrt{-h(z_m)}}, \]  

(8.18)

when, from (8.8) and (8.12),

\[ z_t = \frac{R}{a_n} \left( 1 - \left( \frac{z_h}{z_c} \right)^{\alpha} \right)^{-\frac{1}{n}} + \cdots. \]  

(8.19)

From (7.23), for \( \eta > 1 \) the second term in parentheses is small for large \( z_t \), so we find that when the system reaches the equilibrium value, \( z_t \) is still very large.

When \( t \) is greater than (8.18), Eq. (8.14) exceeds its equilibrium value, and the extremal surface with the smallest area is no longer a near-critical extremal surface to which (8.14) applies, but one that lies solely in the black hole region. Thus the extremal surface jumps at \( t_s \), and the saturation is discontinuous. Note that for entanglement entropy, the saturation time is

\[ t_s = \frac{R}{v_{E}}, \]  

(8.20)

where \( v_{E} \) was given in (8.17).

### 2. \( \eta = 1 \)

For \( \eta = 1 \), which covers the case of entanglement entropy in \( d = 2 \) examined earlier in Sec. V and that of a spacelike Wilson loop in \( d = 4 \), \( z_c^* \) remains finite, but \( z_m \) increases with \( z_t \) in the large \( z_t \) limit. In this case, there is a still linear regime, with

\[ v_n = 1. \]  

(8.21)

Furthermore, because of (7.25), the expression inside parentheses in (8.19) becomes small at the time (8.18); i.e. \( z_t \) becomes comparable to \( z_c^* \) before (8.18) is reached. Thus the system exits the linear growth regime before saturation. This is consistent with what we saw in Sec. V for the \( d = 2 \) case. In Secs. XI and XII we discuss the behavior of the system after exiting the linear regime in higher dimensions.

### 3. \( \eta < 1 \)

For \( \eta < 1 \), from (7.24) both \( z_c^* \sim z_t^\alpha \) (with \( \alpha < 1 \)) and \( z_m \propto z_t \) grow with \( z_t \) in the limit \( z_t \to \infty \). Then since \( z_c^* \) is also very large for large \( z_t \), it may take a long time for \( z_c \) to reach \( z_t \). If \( z_t \) is still \( O(R) \) as \( z_t \) first approaches \( z_t^* \), the linear regime could still exist. Supposing such a regime exists, Eq. (8.15) gives for Schwarzschild \( h(z) \)
which is physically unreasonable and suggests that a linear regime does not exist. Explicit numerical calculation appears to be consistent with this expectation [47].

IX. LINEAR GROWTH: GENERAL SHAPES

In this section we generalize the linear growth found in the last section for a strip to general shapes. We show that for \( t > 0 \) and \( R > R_0 \), \( A(\tau) \) generically exhibits linear growth in \( t \) with a slope independent of the shape of \( \Sigma \). Again the technical requirement is that \( z_0 \) should remain finite as \( z_i \rightarrow \infty \), which for Schwarzschild \( g(z) \) amounts to \( 2n \geq d \).

We first revisit the strip story and rederive the linear growth from a scaling limit, which we can extend straightforwardly to general shapes. We will also extend results to the wider class of metrics (2.16).

A. Revisiting strip: A scaling limit

The linear growth of the last section occurs when \( z_i \) is large but \( z^*_i \) remains finite in the limit \( z_i \rightarrow \infty \). In this regime, with \( z_c \approx z^*_c \) we have [from (3.11)]

\[ x_c = x(z_c) = a_n z_i - \frac{z_i^{n+1}}{nz_i^2} + \cdots \quad (9.1) \]

Also from (8.8) and (8.12)

\[ a_n z_i = R - O(z_i^{-n}). \quad (9.2) \]

The above equations suggest that in the black hole region we should consider a scaling coordinate

\[ y = (R - x)z_i^n. \quad (9.3) \]

Indeed, in terms of \( y \) Eq. (7.1) [or (3.17)] has a scaling form independent of \( z_i \) to leading order as \( z_i \rightarrow \infty \),

\[ \left( \frac{dz}{dy} \right)^2 = \frac{h(z)}{z_i^{2n}} + a^2, \quad a^2 = \frac{g^2}{4z_i^{2n}}. \quad (9.4) \]

Similarly, to leading order in \( 1/z_i \), Eq. (3.18) becomes

\[ \frac{dv}{dz} = \frac{1}{h} \left( \frac{a}{\sqrt{h(z)/z_i^{2n} + a^2}} - 1 \right). \quad (9.5) \]

From (9.4) and (9.5), we conclude

\[ \frac{dx}{dz} \sim \frac{1}{z_i^n}, \quad \frac{dv}{dz} \sim O(1). \quad (9.6) \]

Then using \( z \) as the independent variable, the action (3.3) in the black hole region is

\[ I_{BH} = \frac{1}{z_i^{n+1}} \int_0^{z_i} \left[ \frac{1}{z_i^{2n}} \int_0^{h(z)/z_i^{2n} + a^2} \right]. \quad (9.9) \]

The linear growth of \( A(t) \) can now be immediately understood from (9.8) and (9.9). As before, for \( z_c = z^*_c \) with \( z^*_c \) given by (7.11), \( h(z^*_c)/z_i^{2n} + a^2 \) has a double zero at its minimum \( z_m \) which precisely coincides with (7.10). For \( z_c = z^*_c(1 - \epsilon) \) with \( \epsilon \rightarrow 0 \), both the integrals for \( t \) and \( A_{BH} \)

\[ \text{Fig. 14 (color online). In the limit of a large } z_i \text{ and a finite } z_c \approx z^*_c, \text{ the evolution in the black hole region is essentially solely in the time direction, with two sides of the strip evolving independently.} \]

\[ A_{BH} = L^n A_{strip} \int_0^{z_c} \frac{dz}{z_i^{n+1}} \int_0^{z_i} \left[ \frac{1}{z_i^{2n}} \int_0^{h(z)/z_i^{2n} + a^2} \right]. \quad (9.7) \]

where in the second equality we have dropped the term \( (\frac{dz}{dy})^2 \sim O(z_i^{-2n}) \). It may look odd that in (9.7) \( x(z) \) completely drops out. This in fact has a simple geometric interpretation: from (9.1) and (9.2), by the time the extremal surface reaches \( z_c, x(z_c) = R - O(z_i^{-n}) \) has essentially reached its boundary value \( R \), while \( v(z_c) \) is zero and still far away from its boundary value \( v(z = 0) = 1 \). Thus the evolution of the extremal surface in the black hole region (for \( z < z_c \)) is almost completely in the time direction. See Fig. 14 for an illustration. For purposes of calculating the area \( A \) to leading order in \( 1/z_i \), we can simply ignore the evolution in the \( x \) direction. As a consistency check, we indeed recover (9.5) by a variation of (9.7).

Integrating (9.5) we find that

\[ t = \int_0^{z_c} \frac{dz}{h} \left( \frac{a}{\sqrt{h(z)/z_i^{2n} + a^2}} - 1 \right). \quad (9.8) \]

and further substituting (9.5) into (9.7) we have

\[ A_{BH} = L^n A_{strip} \int_0^{z_c} \frac{dz}{z_i^{2n}} \int_0^{h(z)/z_i^{2n} + a^2}. \quad (9.9) \]

The expression \( b(z) + a^2 \) differs from \( H(z) \) of (7.1) only by an overall scaling and thus has the same minimum and zero.
are then dominated by the region around $z_m$, and we precisely recover (8.14).

Note that the action (9.7) as well as the linear growth of $\mathcal{A}$ is in fact identical to that of [25], where entanglement entropy between half spaces lying on two asymptotic boundaries of an eternal AdS black hole was considered. The agreement can easily be understood from Fig. 14; in the large $z$ limit, each half of the strip evolves independently in the black hole region solely in the time direction, which coincides with the setup of [25].

B. General shapes

The intuition obtained from the above discussion for a strip and Fig. 14 can now be generalized to arbitrary shapes. For arbitrary $\Sigma$, we again expect that in the limit $R \gg t \gg z_h$, the evolution of the extremal surface after entering the shell will be essentially solely in the time direction, as indicated in Fig. 15. In other words, in the large size limit, when $z_c$ is much smaller than the size of $\Sigma$, the curvature of $\Sigma$ should not matter in the black hole, and each point of the extremal surface essentially evolves like one on a strip. Below we present arguments that this is indeed the case.

Consider a smooth entangling surface $\Sigma$ which can be parametrized in terms of polar coordinates (2.22) as

$$\rho = R r(\Omega), \quad \varphi = 0,$$

(9.10)

where $\Omega$ denotes collectively the angular coordinates parametrizing $\Sigma$, $R$ is the size of $\Sigma$, and the function $r(\Omega)$ specifies the shape of $\Sigma$. The bulk extremal surface can then be parametrized in terms of $\rho(z, \Omega), v(z, \Omega)$ with boundary conditions

$$\rho(z = 0, \Omega) = R r(\Omega), \quad v(z = 0, \Omega) = t,$$

(9.11)

and regularity at the tip of the surface.

Writing [see (2.22)]

$$d\Omega^2 = \sum_i g_i(\Omega) d\theta^2_i, \quad d^{n-1}\Omega = \prod_i \sqrt{g_i} d\theta_i,$$

(9.12)

the area of $\Sigma$ can be written as

$$A_\Sigma = R^{n-1} \int d^{n-1}\Omega r^{n-1}(\Omega) \sqrt{1 + \frac{1}{r^2} \sum_i \frac{r_i^2}{g_i}},$$

(9.13)

where

$$r_i \equiv \partial_{\theta_i} r(\Omega).$$

(9.14)

Meanwhile, in the Vaidya geometry, the action for an $n$-dimensional extremal surface ending on the above $\Sigma$ can be written as

$$A_\Sigma = L^n \int_0^\infty dz \int d^{n-1}\Omega \frac{r^{n-1}(\Omega)}{z^n} \sqrt{Q}$$

(9.15)

with

$$Q = \rho'^2 - 2v' - f(v, z)v'^2 + \frac{1}{\rho'} \sum_i \frac{1}{g_i} G_i - \frac{1}{\rho^4} \sum_{i,j} (\rho_i v_j - \rho_j v_i)^2 \frac{1}{g_i g_j},$$

(9.16)

where we have used the notation

$$\rho' \equiv \partial_z \rho, \quad \rho_i \equiv \partial_{\theta_i} \rho, \quad v' \equiv \partial_z v, \quad v_i \equiv \partial_{\theta_i} v,$$

(9.17)

and

$$G_i = -f(v, z)(\rho' v_i - \rho_i v')^2 + 2\rho_i (\rho' v_i - \rho_i v') - v_i^2.$$

(9.18)

In (9.15) $\delta$ is a short-distance cutoff. It is readily found that in the black hole region $\rho$ and $v$ have the following small $z$ expansion (for $z \ll z_h$):

$$\rho(z, \Omega) = R r(\Omega) - \frac{z^2}{R} \tilde{r}(\Omega) + \cdots,$$

(9.19)

$$v(z, \Omega) = t - z + O(z^{n+1}),$$

(9.20)

where $\tilde{r}(\Omega)$ is a function which can be determined from $r(\Omega)$. For $R \gg 1$, to leading order in $1/R$, the part of the extremal surface in the AdS region can be approximated by that in pure AdS, which we denote $\rho(0)(z, \Omega)$ (and for which $t$ is constant). For $z/R \ll 1$, $\rho(0)$ has the expansion

$$\rho(0)(z, \Omega) = R r(\Omega) + O(R^{-1}).$$

(9.21)
Note that in contrast to (9.19) which applies only to \( z \ll z_h \), due to the scaling symmetry of pure AdS and that \( \Sigma \) as defined in (9.10) has a scalable form, Eq. (9.21) in fact applies to any \( z/R \ll 1 \) and in particular \( z \approx z_c \approx z_c^* \). Thus we conclude that when the extremal surface enters the shell at \( z_c \),

\[
\rho(z_c, \Omega) = R r(\Omega) - O(R^{-1}). \tag{9.22}
\]

From (9.19), (9.20), and (9.22), the extremal surface in the black hole region should then have the following scaling:

\[
\rho' \sim O(R^{-1}), \quad \rho_c \sim O(R), \quad v_i \sim O(R^{-1}), \quad v' \sim O(1). \tag{9.23}
\]

Plugging the above scaling into the action (9.15) we find that to leading order in \( 1/R \),

\[
A_{\Sigma, BH} = L^n R^{n-1} \int_{\delta}^{z_c} \int d\Omega r^{n-1}(\Omega) \int_{\delta}^{\infty} dz \sqrt{-2v' - h v'^2} \bigg[ 1 + \frac{1}{r^2} \sum \frac{r_i^2}{g_i} \bigg] \\
= L^n A_{\Sigma} \int_{\delta}^{z_c} \frac{dz}{z^n} \sqrt{-2v' - h v'^2}, \tag{9.24}
\]

which reduces to (9.7). In particular, all evolution in \( \rho \) and \( \Omega \) directions have dropped out. Thus we conclude that (8.14) in fact applies to all shapes with \( A_{\Sigma, BH} \) replaced by \( A_{\Sigma} \).

The above discussion encompasses the case of \( \Sigma \) being a sphere for which \( r(\Omega) = 1 \). In that case one can derive the above scaling limit explicitly from Eqs. (3.26) and (3.27). In particular, the linear growth regime is controlled by the first plateau of the critical extremal surface as indicated in Fig. 16.

**FIG. 16 (color online).** Cartoon: For a sphere, in the linear regime the extremal surface follows the critical extremal surface for a while but exits near the first plateau. The dashed curve is the critical extremal surface.

### C. More general metrics

The above discussion can readily be extended to more general metrics of the form (2.16)–(2.18). The action (9.24) is replaced by

\[
A_{\Sigma, BH} = L^n A_{\Sigma} \int_{\delta}^{z_c} \frac{dz}{z^n} \sqrt{-h(z) v'^2 - 2k(z) v'}, \tag{9.25}
\]

from which \( v(z) \) satisfies the equation

\[
\frac{1}{z^n} \sqrt{-h v'^2 - 2k v'} = \text{const}, \tag{9.26}
\]

which can be solved as (\( b \) is a positive constant)

\[
v' = \frac{k(z)}{h(z)} \left( \frac{b}{\sqrt{\frac{h(z)}{z^n} + b^2}} - 1 \right)
\]

with

\[
\frac{dA}{dz} = L^n A_{\Sigma} \frac{k(z)}{z^n} \frac{1}{\sqrt{\frac{h(z)}{z^n} + b^2}}. \tag{9.28}
\]

Other than a prefactor \( k(z) \) appearing in both equations, Eqs. (9.27) and (9.28) are identical to (9.8) and (9.9). The constant \( b \) should be determined by matching conditions at the null shell, i.e. be expressible in terms of \( z_c \) alone in the limit \( z_c \to \infty \). Its precise form is not important. As far as a \( z^*_c \) exists such that \( \frac{h(z^*_c)}{z^*_c} + b^2 \) is zero at its minimum \( z_m \), \( A \) will have a linear growth regime for \( z_c \) close to \( z^*_c \).

Since in the linear regime the leading behavior is given by the behavior of the right-hand sides of (9.27) and (9.28) near \( z_m \), the factor \( k(z_m) \) cancels when we relate \( A \) to \( t \), and we conclude \( A \) is still given by (8.14) with the same \( v_n \), i.e. the additional function \( k(z) \) in (9.25) cannot be seen in the linear regime.

### X. LINEAR GROWTH: AN UPPER BOUND?

In previous sections we found that for any metric of the form (2.16) and for \( \Sigma \) of any shape, provided that \( z^*_c \) remains finite in the limit \( z_c \to \infty \), there is a linear growth regime

\[
\Delta A(t) = a_{eq} A_{\Sigma} v_n t + O(1) \tag{10.1}
\]

for \( R \gg t \gg z_h \). In the above equation \( a_{eq} \) is the equilibrium density introduced in (2.33), \( A_{\Sigma} \) is the area of \( \Sigma \), and the velocity \( v_n \) is given by

\[
v_n = \left( \frac{z_h}{z_m} \right)^n \sqrt{-h(z_m)}. \tag{10.2}
\]

Here \( z_m \) is the minimum of \( \frac{h(z)}{z^2} \) and lies inside the black hole event horizon. In particular, for entanglement entropy we have \( n = d - 1 \) and
\[ \Delta S_\Sigma(t) = s_{eq} A_\Sigma v_E t + O(1), \quad v_E = v_{d-1}, \quad (10.3) \]

where \( s_{eq} \) is the equilibrium entropy density.

Now let us specialize to the evolution of entanglement entropy which has the cleanest physical interpretation. The linear growth regime \((10.3)\) sets in for \( t \gtrsim z_\eta \sim O(\ell_{\text{eq}}) \), i.e. after local equilibration has been achieved. This explains the appearance of the entropy density \( s_{eq} \) in the prefactor. In contrast, the pre-local-equilibration quadratic growth \((6.25)\) is proportional to the energy density \( \mathcal{E} \).

Indeed, at very early times before the system has equilibrated locally, the only macroscopic data characterizing the state is the energy density.

It is natural that in both regimes \( \Delta S_\Sigma \) is proportional to \( A_\Sigma \), as the time evolution in our system is generated by a local Hamiltonian which couples directly only to the local shape independence of \((6.25)\) and \((10.3)\).

Negligible at early times, which explains the area law and growth \((6.25)\) is proportional to the energy density \( \mathcal{E} \).

As discussed in \([21]\), Eqs. \((6.25)\) and \((10.3)\) suggest a simple geometric picture: entanglement entropy increases as if there was a wave with a sharp wave-front propagating inward from \( \Sigma \), with the region that has been covered by the wave entangled with the region outside \( \Sigma \), and the region yet to be covered but not yet entangled. See Fig. 17. This was dubbed an “entanglement tsunami” in \([21]\). In the linear regime, the tsunami has a constant velocity given by \( v_E \), while in the quadratic regime the front velocity increases linearly with time. The tsunami picture highlights the local nature of the evolution of entanglement. For quadratic and linear growth regimes, when the curvature of \( \Sigma \) can be neglected, different parts of the tsunami do not interact with one another. But as the tsunami advances inward, curvature effects will become important, and the propagation will become more complicated.

In a relativistic system, \( v_E \) should be constrained by causality, although in a general interacting quantum system relating it directly to the speed of light appears difficult. In the rest of this section we examine \( v_E \) for known black hole solutions and also various \( \hbar(\zeta) \) satisfying null energy conditions. We find support that

\[
\frac{v_E}{\mathcal{E}}(s) \leq \frac{(\eta - 1)^{2(\eta - 1)}}{2 \xi^3} = \begin{cases} 
\frac{\eta}{\xi^2} & d = 2 \\
\frac{\eta}{\xi^2} = 0.687 & d = 3 \\
\frac{\eta}{\xi^2} = 0.620 & d = 4 \\
\frac{\xi}{\eta} & d = \infty 
\end{cases}, \quad (10.4)
\]

where \( \frac{v_E}{\mathcal{E}}(s) \) is the value for a Schwarzschild black hole with \( \eta = \frac{2(d-1)}{d} \).

There are reasons to suspect that the Schwarzschild value in \((10.4)\) may be special. The gravity limit corresponds to the infinite coupling limit of the gapless boundary Hamiltonian, in which generation of entanglement should be most efficient. From the bulk perspective, it is natural to expect that turning on additional matter fields (satisfying the null energy condition) will slow down thermalization. From the boundary perspective, the corresponding expectation is that when there are conserved quantities such as charge density, the equilibration process becomes less efficient.

With Mezei, we generalized the free-streaming model of \([1]\) to higher dimensions and find that at early times there is linear growth as in \((10.3)\) with \( s_{eq} \) interpreted as giving a measure for quasiparticle density. For \( d \geq 3 \), quasiparticles can travel in different directions, and as a result although they travel at the speed of light the speed of the entanglement tsunami turns out to be smaller than 1 \([22]\),

\[
v_E(\text{streaming}) = \frac{\Gamma(d-1)\Gamma(\frac{d}{2})}{\sqrt{\pi \Gamma(d)}} \leq \frac{v_E(s)}{\mathcal{E}} < 1. \quad (10.5)
\]

Comparing with the Schwarzschild value \((10.4)\), we conclude that in strongly coupled systems, the propagation of entanglement entropy is faster than that from free-streaming particles moving at the speed of light.

It is important to examine whether \((10.4)\) could be violated from higher derivative corrections to Einstein gravity. As a preliminary investigation, at the end of this section we consider the example of a Schwarzschild black hole in Gauss-Bonnet gravity in \( d = 4 \), but as we explain there one cannot draw an immediate conclusion from it.

![FIG. 17](color online). The growth in entanglement entropy can be visualized as occurring via an “entanglement tsunami” with a sharp wave front carrying entanglement inward from \( \Sigma \). The region that has been covered by the wave (i.e. yellow region in the plot) is entangled with the region outside \( \Sigma \), while the white region is not yet entangled.
A. Schwarzschild, RN, and other black holes

Let us now consider some examples. For Schwarzschild $h(z)$ (2.11), plugging (7.23) into (10.2) we find

$$v_n^{(S)} = \frac{(\eta - 1)^{\frac{d-1}{d}}}{\eta^{\frac{d}{n}}}, \quad \eta = \frac{2n}{d}. \quad (10.6)$$

Recall that our current discussion applies only to $\eta \geq 1$, and it can readily be checked from (10.6) that

$$v_n^{(S)} < 1 \quad \text{for} \quad \eta > 1, \quad v_1^{(S)} = 1. \quad (10.7)$$

$v_n^{(S)}$ is a monotonically decreasing function of $\eta$. The maximal value of $\eta$ is for entanglement entropy, for which $\eta = \frac{2(d-1)}{d}$ and

$$v_1^{(S)} = \frac{d^2(d-2)^{\frac{d-1}{d}}}{(2(d-1))^{\frac{d}{2}}}. \quad (10.8)$$

The above expression and (8.17) were also obtained earlier in [25] in a different setup.

For Reissner-Nordstrom $h(z)$, from (7.26) the velocity for entanglement entropy is given by

$$v_1^{(RN)} = \sqrt{\frac{d}{d-2}} \left( \left( 1 - \frac{du}{2(d-1)} \right)^{\frac{2(d-1)}{d}} - 1 - u \right)^{\frac{1}{2}}, \quad (10.9)$$

where $u$ was defined in (2.15)—recall that $1 \geq u \geq 0$ with $u = 1, 0$ being the Schwarzschild and extremal limits, respectively. We note $v_1$ decreases with increasing chemical potential. For the extremal black hole, one finds $v_1 = 0$ which implies that the linear growth regime no longer exists.

We now consider the behavior of $v_1$ for more general black holes. Other than Schwarzschild and RN black holes there are no known examples of explicit supergravity solutions of the form (2.5). Given that (10.2) depends on some location $z = z_m$ behind the horizon, which could be shifted around by modifying $h(z)$, one may naively expect that $v_1$ could easily be increased by changing $h(z)$ arbitrarily. However, in the examples we studied, the null energy condition

$$z^2 h' - (d-1)zh' \geq 0 \quad (10.10)$$

appears to constrain $v_1 \leq v_1^{(S)}$. Here are some examples:

(i) Consider

$$h(z) = 1 - M z^d + q_1 z^{d+1} + q_2 z^{d+2}. \quad (10.11)$$

The null energy condition (10.10) requires $q \geq 0$, and in order for the metric to have a horizon (and not a naked singularity), $q \leq \frac{d}{p}$ (Here and below we set $z_h = 1$. ) This constrains $v_1 \leq v_1^{(S)}$, an example of which we show in Fig. 18. Note that for $q < 0$, $v_1$ does exceed $v_1^{(S)}$.

(ii) Consider a three-parameter example with

$$h(z) = 1 - M z^d + q_1 z^{d+1} + q_2 z^{d+2}. \quad (10.12)$$

The null energy condition (10.10) requires both $q_1$ and $q_2$ to be non-negative, and the existence of a horizon requires $q_1 + 2q_2 \leq d$. Then again $v_1 \leq v_1^{(S)}$, an example of which is shown in Fig. 18. We have also looked at some nonpolynomial examples and found $v_1 \leq v_1^{(S)}$. The phase space we have explored is not big, nor do we expect that the null energy condition is the only consistency condition. Nevertheless, the examples seem suggestive.

B. Other supergravity geometries

1. Charged black holes in $\mathcal{N} = 2$ gauged supergravity in AdS$_5$ [48]

$$ds^2 = \frac{L^2 H^2(y)}{y^2} \left( -h(y) dt^2 + dx^2 + \frac{dy^2}{f(y)} \right). \quad (10.13)$$

where
where
\[ y_m = \frac{\kappa_1 + \sqrt{\kappa_1^2 + 3(1 + \kappa_1 + \kappa_3)}}{1 + \kappa_1 + \kappa_3}. \]  

Note that for the temperature to be non-negative
\[ \kappa_3 \leq \kappa_1 + 2. \]

It can readily be checked analytically that for one- and two-charge cases with \( q_3 = \kappa_3 = 0 \), the bound is satisfied for any \((q_1, q_2)\), including regions that are thermodynamically unstable. After numerical scanning we find that (10.15) satisfies \( v_E \leq v_E^{(S)} \) in the full three-charge parameter space.

2. Charged black holes in \( \mathcal{N} = 8 \) gauged supergravity in AdS\(_4\) [49]

\[ ds^2 = \frac{L^2 H^4(y)}{y^2} \left( -h(y) dt^2 + dx^2 + \frac{dy^2}{f(y)} \right), \]  

where
\[ h(y) = \frac{f(y)}{H(y)}, \quad f(y) = H(y) - \mu y^4, \]  
\[ H(y) = \prod_{i=1}^{4} (1 + q_i y^2). \]  

We again set \( y_h = 1 \). Then \( \mu = \prod_{i=1}^{4} (1 + q_i) \) and requiring a non-negative temperature gives
\[ \kappa_4 \leq 2\kappa_1 + \kappa_2 + 3, \]  

where \( \kappa_i \) are defined analogously to (10.16), with e.g. \( \kappa_4 = q_1q_2q_3q_4 \). We then find that

\[ v_E^2 = \frac{3 + 2\kappa_1 y_m + \kappa_2 y_m^2 - \kappa_3 y_m^4}{1 + \kappa_1 + \kappa_2 + \kappa_3 + \kappa_4} y_m^4, \]  

where \( y_m \) is the smallest positive root of the equation
\[ (1 + \kappa_1 + \kappa_2 + \kappa_4)y^3 - 2\kappa_2 y^2 - 3\kappa_1 y - 4 = 0. \]

It can again be readily checked that for a single charge \( q_1 \neq 0 \), \( v_E \leq v_E^{(S)} \) is satisfied for any \( q_1 \). One finds after numerical scanning that the bound is in fact satisfied in the full four-parameter space.

3. Metrics with hyperscaling violation

Now let us consider metrics with hyperscaling violation [50,51]. Since we are interested in theories which have a Lorentz invariant vacuum, we restrict to examples with dynamical exponent unity,

\[ ds^2 = \frac{L^2}{y^4} \left( \frac{y}{y_F} \right)^{\frac{2}{\theta}} \left( -f(y) dt^2 + \frac{dy^2}{f(y)} + d\bar{x}^2 \right), \]

where \( f(y) = 1 - \left( \frac{2}{y_F} \right)^d \) and \( d = d - \theta \). \( y_F \) is some scale and \( \theta \) is a constant. Examples of (10.24) include dimensionally reduced near-horizon Dp-brane spacetimes for which \( d = p + 1 \) and \( \theta = -\frac{(d-4)^2}{6d} \). With the boundary at \( y = 0 \), such metrics are no longer asymptotically AdS, but our discussion can still be applied. We find in this case

\[ v_E^2 = \frac{\tilde{\eta} - 1}{\tilde{\theta} - 1}, \quad \tilde{\eta} = \frac{2(\tilde{d} - 1)}{\tilde{d}}. \]

The null energy condition now reads [51]

\[ \tilde{d} \theta \leq 0, \]  

which implies either \( \theta \leq 0 \) or \( \tilde{d} \leq 0 \). The former leads to \( \tilde{d} \geq d \) and thus \( v_E \leq v_E^{(S)} \), while the latter is inconsistent with small \( \theta \) describing UV physics. For examples coming from Dp-branes, \( \theta \) is clearly negative with \( d \leq 6 \), while for higher \( d \) the metric no longer describes a nongravitational field theory.

C. \( v_E \) from a Schwarzschild black hole in Gauss-Bonnet gravity

In this subsection as a preliminary investigation of the effect of higher derivative gravity terms, we compute the \( v_E \) from a Schwarzschild black hole in Gauss-Bonnet gravity [52].

\[ I = \frac{1}{16\pi G_N} \int d^3 x \sqrt{-g} \left[ R + \frac{12}{L^2} \right. \]  
\[ + \frac{\lambda}{2} L^2 (R^2 - 4R_{\mu\nu}R^{\mu\nu} + R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma}) \]  

(10.27)
We consider the following the Vaidya metric:

\[ ds^2 = \frac{\tilde{L}^2}{z^2} (-f(v, z) dv^2 - 2 dv dz + dx^2) \]  

(10.28)

with \( f(v < 0, z) = 1, f(v > 0, z) = h(z) \), and [53,54]

\[ \tilde{L}^2 = a^2 L^2, \quad a^2 = \frac{1}{2} (1 + \sqrt{1 - 4\lambda}). \]

\[ h(z) = \frac{a^2}{2\lambda} \left( 1 - \sqrt{1 - 4\lambda \left( 1 - \frac{z^4}{z_h^4} \right)} \right). \]  

(10.29)

Various thermodynamical quantities are given by

\[ T = \frac{a^2}{\pi z_h}, \quad s = \frac{1}{4G_N z_h^3}, \quad E = \frac{3}{4} T s. \]  

(10.30)

The entanglement entropy is obtained by extremizing the action [55–58]

\[ \mathcal{A} = \int d^3 \sigma \sqrt{\tilde{g}} (1 + \lambda L^2 \mathcal{R}), \]  

(10.31)

where \( \gamma \) is the induced metric on the extremal surface and \( \mathcal{R} \) is the intrinsic scalar curvature of the extremal surface. We have also suppressed a boundary term which will not be relevant for our discussion below.

As \( v_E \) is shape independent, it is enough to examine the external surface for a strip, whose induced metric can be written as

\[ ds^2 = \frac{\tilde{L}^2}{z^2} (Q dx^2 + d\tilde{y}^2) \]  

(10.32)

with

\[ Q = 1 - f v^2 - 2 v z', \quad \sqrt{\tilde{g}} = \frac{\tilde{L}^3}{z^3} \sqrt{Q}, \]

\[ \mathcal{R} = - \frac{2}{Q \tilde{L}^2} (3Q z'' + z Q' z' - 2Q z z''), \]  

(10.33)

where primes denote differentiation with respect to \( x \). We need to extremize the action

\[ \mathcal{A} = K \int_0^R dx \frac{\sqrt{Q}}{z^3} (1 + \lambda L^2 \mathcal{R}) \]  

(10.34)

with

\[ K = \tilde{L}^3 A_{\text{strip}}. \]  

(10.35)

It is convenient to split the Lagrangian as

\[ \mathcal{L} = \mathcal{L}_0 + \mathcal{L}_1, \quad \mathcal{L}_0 = \frac{\sqrt{Q}}{z^3}, \quad \mathcal{L}_1 = \lambda L^2 \frac{\sqrt{Q}}{z^3} \mathcal{R}. \]  

(10.36)

Note that \( \mathcal{L}_0 \) depends on \( \lambda \) through \( h(z) \). We focus on the black hole region where equations of motion can be written as

\[ \frac{z' + h v'}{z^3 \sqrt{Q}} + \mathcal{O}_v = \text{const}, \]  

(10.37)

\[ \partial_x \left( \frac{v'}{z^3 \sqrt{Q}} \right) = \frac{1}{z^3 \sqrt{Q}} \left( 3 \frac{Q}{z} + \frac{1}{2} h'(z) v'^2 \right) + \mathcal{O}_z, \]  

(10.38)

with

\[ \mathcal{O}_v = - \frac{\partial \mathcal{L}_1}{\partial v'} + \partial_x \left( \frac{\partial \mathcal{L}_1}{\partial v'} \right), \]  

(10.39)

\[ \mathcal{O}_z = - \frac{\partial \mathcal{L}_1}{\partial z} + \partial_x \left( \frac{\partial \mathcal{L}_1}{\partial z'} \right) - \partial_x^2 \left( \frac{\partial \mathcal{L}_1}{\partial z} \right). \]  

(10.40)

To identify the linear regime, we look for a solution with

\[ z = z_m = \text{const}, \quad v' = \text{const}, \quad Q = \text{const}. \]  

(10.41)

One can check explicitly that

(1) Every term in \( \mathcal{O}_v \) contains at least a factor of \( z' \) or \( z'' \). It will thus contribute zero.

(2) Every term in \( \mathcal{O}_z \) contains at least a factor of \( z' \) or \( z'' \). It will thus contribute zero.

So to find the value of \( z_m \) and \( v' \) we can simply ignore \( \mathcal{L}_1 \), and the story is exactly the same as before except that \( h(z) \) is now given by (10.29). That is, \( z_m \) is determined by

\[ z_m h'(z_m) - 6h(z_m) = 0 \]  

(10.42)

and

\[ Q = -h(z_m) v'^2. \]  

(10.43)

We find

\[ \frac{dA}{dv} = K \frac{\sqrt{Q}}{z_m v'} = K \frac{\sqrt{-h(z_m)}}{z_m}, \]  

(10.44)

and

\[ \frac{z_m}{z_m^3} = \frac{\sqrt{-h(z_m)}}{z_m^3}. \]  

(10.45)

Expanding in small \( \lambda \), we thus have

\[ v_E = \frac{\sqrt{2}}{3^3} - \frac{3^4}{\sqrt{2}} \lambda + \mathcal{O}(\lambda^2). \]  

(10.46)

Entanglement entropy in Gauss-Bonnet gravity was studied numerically in [59], and their results are consistent with the above.
While in principle $\lambda$ can take both signs, in all known examples $\lambda$ appears to be positive [60]. We should also note that in all known examples where the Gauss-Bonnet term arises, there are probe branes and orientifolds which backreact on the metric and give rise to additional contributions at the same (or a more dominant) order. Thus it seems one cannot draw a conclusion based on (10.46) alone.

XI. SATURATION

In this section we consider the saturation time and critical behavior in the case of continuous saturation. The basic strategy was outlined in Sec. IV near (4.4)—for continuous saturation, $z_t - z_c \to 0$ as one approaches the equilibrium, and one can expand $R, t,$ and $A$ in terms of small $z_t - z_c$. Such an expansion also provides a simple diagnostic of whether saturation is discontinuous. For continuous saturation, $t - t_s$ must be negative in the limit $z_t - z_c$ goes to zero. If it is positive, then saturation is discontinuous, and Eq. (4.4) does not give the saturation time.

A. Strip

We already saw in Sec. VIII B 1 that for Schwarzschild $g(z)$ and $\eta = 2n/d > 1$ (which includes the case of entanglement entropy for $d \geq 3$) saturation is discontinuous—at saturation time given by (8.18), $\Delta \Sigma$ jumps directly from a near-critical extremal surface whose area grows linearly in time, to one residing entirely in the black hole and corresponding to equilibrium. Here we consider general $g(z)$ and $n$.

Let us start by supposing that saturation is continuous with saturation time given by (4.4). In the large $R$ limit, $z_t$ is close to the horizon $z_h$, and (4.4) has the leading behavior

$$t_s = \frac{1}{h'(z_h)} \log(z_h - z_b) + \cdots. \quad (11.1)$$

In this limit $z_b$ can be found as in Appendix A [see (A1) and (A4)], from which

$$t_s = \frac{1}{c_n} R + O(R^0), \quad c_n = \sqrt{\frac{2 n z_h T}{h'(z_h)}} = \sqrt{\frac{2 \pi z_h T}{n}}. \quad (11.2)$$

Next, introducing the expansion parameter $\epsilon$,

$$z_c = z_t \left(1 - \frac{\epsilon^2}{2n}\right), \quad (11.3)$$

we find that $t$ given by (3.20) has the expansion (see Appendix 1 for details)

$$t - t_s = u_1 \epsilon + O(\epsilon^2) + \cdots, \quad (11.4)$$

where

$$u_1 = \frac{1}{2} g(z_b) \left(\frac{z_b}{n h'(z_b)} F'(z_b) - H(z_b)\right) \quad (11.5)$$

with

$$F(z_b) \equiv \int_0^1 dy \frac{z_b}{\sqrt{y^{-2n} - 1}} \sqrt{h(z_b y)}, \quad H(z_b) \equiv \int_0^1 dy \frac{z_b}{\sqrt{h(z_b y) (y^{-2n} - 1) h(z_b y)}}. \quad (11.6)$$

Note that $u_1 < 0$ implies $t < t_s$ as $z_c \to z_t$, as one expects for continuous saturation, while $u_1 > 0$ implies $t > t_s$ as $z_c \to z_t$, indicating that the saturation is discontinuous.

The sign of $u_1$ as given in (11.5) is not universal and depends on $d, n$, and $g(z)$. In the case of Schwarzschild $g(z)$, for $d = 2$ and $n = 1$, $u_1 = 0$, which agrees with the result of Sec. V C. For $d = 3, 4$, we find that $u_1 < 0$ for $n = 1$, but $u_1 > 0$ for $n > 1$. Thus for Schwarzschild $g(z)$, correlation functions in $d = 3, 4$ have continuous saturation, but a rectangular spacelike Wilson line and the entanglement entropy for a strip region have discontinuous saturation. For Reissner-Nordstrom $g(z)$ and $d = 3, 4$, $u_1$ can have either sign for $n = 1$ but again $u_1 > 0$ for $n > 1$, implying discontinuous saturation for Wilson lines and entanglement entropy.

Meanwhile, for $A$ given by (3.21)–(3.23), one finds the small $\epsilon$ expansion (see Appendix 1)

$$\Delta A - \Delta A_{eq} \propto \epsilon^2, \quad (11.7)$$

which for a generic continuous transition (i.e. one with $u_1 < 0$) gives

$$\Delta A_{eq} - \Delta A \propto (t - t_s)^2. \quad (11.8)$$

In the language of phase transitions, such a quadratic approach corresponds to mean-field behavior.

Note that for a given $R$, a solution which lies fully in the back hole region exists only for $t > t_s(R)$, so for a discontinuous saturation the “genuine” saturation time $t_s^{(true)}$ is always larger than that given by (8.18). See Fig. 19 for an explicit example.

To summarize, for $\Sigma$ as a strip the saturation leading to equilibrium is nonuniversal, with possibilities of both discontinuous and continuous saturation. When the saturation is continuous, one finds that $\Delta A$ approaches its equilibrium value quadratically in $t_s^{(true)} - t$ irrespective of $n$. In contrast, we will see below that for $\Sigma$ as a sphere, saturation is almost always continuous (except when $n = 2$), and there is a nontrival $n$-dependent critical exponent.

---

8See [61–63] for recent progress in computing contributions to entanglement entropy from probe branes.
in Appendix 2, we find that using the expression given by (3.36) has the expansion
\[ n = 2, \]
\[ n > 2. \]

where \( b_1, b_2, \) and \( I_0 \) are some constants which are defined in Appendix 2. Thus for \( n > 2 \), saturation is always continuous, while for \( n = 2 \) it is model dependent. Computing \( b_1, b_2, I_0 \) in (11.13) explicitly, one finds that the coefficient before \( \epsilon^2 \) is positive for Schwarzschild \( g(z) \) (saturation is continuous), but becomes negative for Reissner-Nordstrom \( g(z) \) at sufficiently large chemical potential and for sufficiently large \( R \) (saturation is discontinuous). Meanwhile, \( A \) given by (3.37) has the expansion

\[ \Delta A \propto \left\{ \begin{array}{ll}
\frac{R \rho^2}{h(z)} \epsilon^4 \log \epsilon + O(\epsilon^4) & n = 2 \\
-K \frac{g'(z)}{2(n-2)} \left( \frac{n-2}{n+2} + \frac{g'(z)}{h(z)} \right) \epsilon^{n+2} + \cdots & n > 2.
\end{array} \right. \]

We thus find

\[ \Delta A \propto \left\{ \begin{array}{ll}
-(t_s - t)^2 \log(t_s - t) + \cdots & n = 2 \\
(t_s - t)^{\gamma + 1} + \cdots & n > 2.
\end{array} \right. \]

Characterizing continuous saturation with a nontrivial scaling exponent

\[ S(R, t) - S^{eq}(R) \propto -(t_s - t)^\gamma, \quad t_s - t \ll \tau_{eq}, \]

we thus find that for an \( n \)-dimensional extremal surface

\[ \gamma_n = \frac{n + 2}{2}. \]

Note that the above exponent depends only on \( n \) and is independent of the boundary spacetime dimension \( d \). Also note that in (11.14), the \( n = 2 \) expression applies to cases of continuous saturation. There is a logarithmic prefactor by which the scaling barely avoids the “mean-field” exponent \( \gamma = 2 \). For \( d = 2 \), only \( n = 1 \) is possible and \( \gamma = \frac{3}{2} \) which was previously found in [46]. For entanglement entropy, \( n = d - 1 \), giving

\[ \gamma_E = \frac{d + 1}{2}. \]

C. More on the saturation time

Let us now collect the results we have obtained so far on saturation time. For a strip we showed in Sec. VIII B [see (8.19)] that for \( z_i \gg z_{\text{sat}} \), the linear regime persists all the way to discontinuous saturation, with saturation time in the large \( R \) limit given by

\[ t - t_s = \left\{ \begin{array}{ll}
-\left( \frac{z_b + g'(z_b)}{h(z_b)} \left( \frac{n}{b_2} + I_0 \right) \right) \epsilon^2 + \cdots & n = 2 \\
-\frac{1}{2} z_b \epsilon^2 + \cdots & n > 2.
\end{array} \right. \]
For a sphere, Eq. (11.22) may be understood heuristically. It is tempting to speculate that the above result applies to continuous saturation for all shapes.

For continuous saturation we found earlier in this section that up to logarithmic corrections, for both a strip and a sphere

$$t_s = \frac{R}{v_n} + \cdots, \quad v_n = \left(\frac{z_h}{z_m}\right)^n \sqrt{-h(z_m)}.$$  \hspace{1cm} (11.18)

This happens, for example, for Schwarzschild with $\eta = \frac{2d}{d} > 1$.

For continuous saturation we found earlier in this section that up to logarithmic corrections, for both a strip and a sphere

$$t_s = \frac{R}{c_n} + \cdots, \quad c_n = \sqrt{\frac{z_h h'(z_h)}{2n}}.$$  \hspace{1cm} (11.19)

It is tempting to speculate that the above result applies to continuous saturation for all shapes.

For Schwarzschild and RN black holes $c_n$ is given by

$$c_n^{(S)} = 1/\sqrt{\eta}, \quad c_n^{(RN)} = \sqrt{u/\eta} \leq c_n^{(S)}.$$  \hspace{1cm} (11.20)

In particular for entanglement entropy we have

$$c_{E}^{(S)} = \sqrt{\frac{d}{2(d-1)}}.$$  \hspace{1cm} (11.21)

We emphasize that since $t_s \propto R \rightarrow \infty$ in the large $R$ limit, such memory loss can happen long before saturation.

We will generalize this result to higher dimensions. At a heuristic level the existence of such a scaling regime is expected, as for large $R$ and $t$, $(z_t, z_c)$ very closely follows the critical line $z_c^*(z_t)$ as time evolves. Thus in the limit $R, t \rightarrow \infty$ the system is controlled by a single parameter along the line $z_c^*(z_t)$ rather than two separate variables $R$ and $t$. Recall that in the $(1 + 1)$-dimensional story in Sec. VD, $c_n$ parametrizing the distance to the critical line (5.29) [or (7.19)], gave the leading large $t$ behavior, while $\phi$ in (5.29) [or $z_t$ in (7.19)], parametrizing the location on the critical line, mapped to $\epsilon - \tau$ or $z_t - \tau$. In the limit $\epsilon, \tau \rightarrow \infty$ with their difference finite, $\epsilon$ drops out to leading order and $A - A_{eq}$ is determined by a single parameter $\phi$ only.

In general dimensions, the story becomes technically much more involved. For example, for $\Sigma$ as a sphere, even determining the scaling variable [the analogue of $\epsilon - \tau$ in (5.35)] is a nontrivial challenge. We will leave the explicit scaling functions [the analogue of $\lambda$ in (5.36)], which requires working out the $O(1)$ counterparts of (5.31)–(5.33), for future investigation.

### A. Strip

For definiteness we will restrict our discussion to Schwarzschild. With a given $R$, as $t$ increases, $z_t$ decreases. For $\eta > 1$, as discussed in Sec. VIII B, $z_t$ remains large compared to the $\log \epsilon$ term in (8.7) all the way to saturation, in which case the linear regime persists to the saturation. But this is no longer so for $\eta \leq 1$. For $\eta = 1$, in Sec. VIII B 2 we showed that before saturation $z_t$ will become comparable to $z_h$ and the system will eventually exit the linear growth regime. For $\eta < 1$, for which the linear regime appears not to exist, from discussion of Sec. XI A, we saw, at least for $d = 3, 4$, the saturation is continuous which implies that $z_t$ again has to become comparable to $z_h$ before saturation.

We will now focus on $\eta \leq 1$. We show below that for $\eta = 1$ there is another scaling regime prior to the saturation when $z_t$ is $O(1)$ (i.e. no longer scales with $R$).

We again consider $z_t = \frac{z_h}{z_t}(1 - \epsilon), \epsilon \rightarrow 0$. Following a discussion similar to that of Sec. VIII A we find that

$$t = -\frac{E(z_h)}{h(z_m)\sqrt{H_2}}\log \epsilon + O(1).$$  \hspace{1cm} (12.1)
\[ R = -\frac{1}{\sqrt{H_2}} \log \epsilon + O(1), \quad (12.2) \]
\[ \frac{1}{K} \Delta A = -\frac{z_n}{z_m \sqrt{H_2}} \log \epsilon + O(1). \quad (12.3) \]

Note that \( z_i \) is now considered to be \( O(1) \), which varies with \( R, t \) and both \( z_i^*, z_m \) are functions of \( z_i^* \).

For Schwarzschild with \( h(z) = 1 - \frac{\rho}{z_h} \), we find from (7.5)
\[ z_i^* = \frac{d z_m^d + 2n}{2n z_m^d + (d - 2n) z_m^d} \quad (12.4) \]
and from (7.6)
\[ E(z_i^*) = -\sqrt{-h(z_m)} \left( \frac{z_n^d}{z_m^d} - 1 \right) = \frac{h(z_m)}{\sqrt{1 + (\eta - 1) \frac{z_{nt}^d}{z_m^d}}} \].

For \( \eta = 1 \), we then have
\[ z_n^d = \frac{z_m^d}{z_h^d}, \quad E(z_i^*) = h(z_m). \quad (12.5) \]
Using these equations in (12.1)–(12.3) we find that
\[ t = -\frac{1}{\sqrt{H_2}} \log \epsilon + O(1), \quad (12.7) \]
\[ R = -\frac{1}{\sqrt{H_2}} \log \epsilon + O(1), \quad (12.8) \]
\[ \frac{1}{K} \Delta A = \frac{R}{z_h^d} + O(1). \quad (12.9) \]
Note that \( O(1) \) terms are evaluated in the \( \epsilon \to 0 \) limit \( z_c \to z_i^*(z_i) \) and therefore are functions only of \( z_i \). In other words,
\[ R - t = \chi(z_i), \quad \Delta A = \Delta A_{eq} + \alpha(z_i) \quad \text{as} \ \epsilon \to 0, \quad (12.10) \]
where \( \chi \) and \( \alpha \) are some functions whose explicit form we have not determined for general \( n \), and in the second equation we have used (2.33). We thus conclude that for \( t, R \gg R - t \gg z_h, A(R, t) \) has the scaling behavior
\[ A(R, t) - A_{eq}(R) = \lambda(R - t) + \cdots, \quad (12.11) \]
where \( \lambda(x) = \alpha(\chi^{-1}(x)) \) and \( \cdots \) are terms suppressed in the large \( R, t \) limit. Here we will not attempt to find these functions explicitly for general \( d \). For \( d = 2 \), functions \( \chi, \alpha, \) and \( \lambda \) are given in (5.34)–(5.36). The above discussion does not apply near saturation when \( R - t \ll O(z_h) \). Recall from Sec. VC that in \( d = 2 \) \( (n = 1) \) saturation is continuous. But in \( d = 4 \) with \( n = 2 \), the results in Sec. XI A show that saturation is discontinuous. In both cases the saturation time is given by \( t_s = R \) for large \( R \) and thus (12.11) can also be written as
\[ A(R, t) - A_{eq}(R) = \lambda(t_s - t) + \cdots. \quad (12.12) \]

For \( \eta < 1 \), from (12.1)–(12.3) we find that
\[ R - h(z_m) t = O(1), \quad \frac{\Delta A}{z_m} = \frac{z_n^d}{z_m^d} R + O(1), \quad (12.13) \]
but in this case from (12.4) and (12.5) the prefactor \( \frac{h(z_m)}{E(z_i^*)} \) before \( t \) as well as the prefactor before \( R \) on the right side of the second equations depends on \( z_i \). Thus a scaling regime does not appear to exist.

**B. Sphere**

We now consider \( \Sigma \) being a sphere. Since the discussion is rather involved, here we only outline the basic steps and final results, leaving details to Appendix C.

The basic strategy is the same as in previous sections; we consider \( z_c \) close to the critical line,
\[ z_c = z_c^*(1 - \epsilon), \quad \epsilon \ll 1, \quad (12.14) \]
and expand the quantities \( t, R, \) and \( A \) in \( \epsilon \). In contrast to the linear regime, where \( R \gg t \sim z_h \log \epsilon \gg z_h \) and we expressed all quantities in a double expansion of \( 1/R \) and \( \epsilon \), here we have instead
\[ R \to \infty, \quad -\log \epsilon \sim O(R) \to \infty, \quad z_i, \rho, z_i^* \sim O(1). \quad (12.15) \]
That is, the evolution of the extremal surface happens largely after the surface has entered the black hole region.

We denote the critical extremal surface for \( z_c = z_c^* \) as \( z^*(\rho) \). As discussed earlier in Sec. VII B, \( z^* \) asymptotes to the horizon \( z_h \) for sufficiently large \( \rho \). In the regime of \( z_i \sim z_c^* \), an example of \( z^* \) was given in Fig. 11. More explicitly, for large \( \rho \gg z_i \) we can write \( z^* \) as (see Appendix C for more details)
\[ z^*(\rho) = z_h + \chi_s(\rho), \quad (12.16) \]
where \( \chi_s \) has the asymptotic behavior
\[ \chi_s(\rho) = \frac{\alpha}{\rho^{n-1}} + O(\rho^{-n}), \quad \rho \gg \rho_c \quad (12.17) \]
with \( \alpha \) some constant.

With (12.14), we can expand solution \( z \) about \( z^* \),
\[ z(\rho) = z^*(\rho) - \epsilon z_i(\rho) + O(\epsilon^2). \quad (12.18) \]
At the shell $z_1$ satisfies the boundary conditions

$$z_1(\rho_c) = z_1^*, \quad z_1'(\rho_c) = \frac{\rho_c}{z_1^*} \left( 1 - \frac{1}{2} g(z_1^*) + \frac{1}{2} z_1^* g'(z_1^*) \right),$$

(12.19)

which can be obtained from the matching conditions discussed in Sec. III B. Focusing on large $\rho$ for which $z^*$ asymptotes to the horizon, we have

$$z(\rho) = z_h + \chi^*(\rho) - \varepsilon z_1(\rho) + O(\varepsilon^2).$$

(12.20)

The equation for $z_1$ can be obtained by inserting (12.20) into (3.35) and expanding in $\varepsilon$. Because of $h(z_h) = 0$, this expansion differs depending on the relative magnitudes of $\chi^*$ and $\varepsilon z_1$, and as a result, the near-horizon region for $z$ can be further subdivided into three regions in which $z_1$ can have distinct behavior (see Appendix C for details):

1. Region I: $\chi^* \gg \varepsilon z_1$. In this region, $z$ is well approximated by $z^*$ and approaches the horizon from the inside. Solving for $z_1$, we find it has the leading large $\rho$ behavior

$$z_1(\rho) = A_1 e^{\varepsilon \rho} \rho^{-\beta_1} (1 + O(\rho^{-1})), \quad \beta_1 = \delta n_2 \frac{|E| (h_2 - h_1)}{\sqrt{h_1}}.$$  

(12.21)

Here $A_1(\rho_c)$ is a positive $O(1)$ constant determined by the boundary conditions (12.19), and $\gamma_n, h_{1,2}$ are some constants given in (C8) and (C4). Equation (12.21) applies in the region

$$\frac{\rho_c}{\rho^{n-1}} \gg \varepsilon A_1 e^{\varepsilon \rho} \rho^{-\beta_1},$$

(12.23)

which translates into

$$\rho_c \ll \rho \ll \frac{1}{\gamma_1} \log \rho + \frac{b_1}{2\gamma_1} \log \log \frac{1}{\rho} + O(1) + \cdots,$$

(12.24)

which, when written using $R$ [see (12.30) below], is

$$\rho_c \ll \rho \ll R - \frac{1}{\gamma_1} \left( n - 1 - \frac{b_1}{2\gamma_n} \right) \log R + O(1).$$

(12.25)

2. Region II: $\chi^* \sim \varepsilon z_1$. Since $z_1$ grows exponentially with $\rho$, at a certain point $\varepsilon z_1$ surpasses $\chi^*$ and $z$ crosses the horizon. Close to this crossing $\chi^*$ and $\varepsilon z_1$ are comparable and need to be treated on equal ground, making the equation for $z_1$ complicated.

3. Region III: $\chi^* \ll \varepsilon z_1 \ll 1$. In this region, $z_1$ has grown sufficiently large that it dominates over $\chi^*$ and has leading large $\rho$ behavior

$$z_1(\rho) = A_2 \rho^{-(n-1)} e^{\varepsilon \rho} (1 + O(\rho^{-1})).$$

(12.26)

with $A_2(\rho_c)$ a positive $O(1)$ constant. The domain of the region is

$$\frac{1}{\rho^{n-1}} \ll \varepsilon z_1 \ll 1,$$

(12.27)

or more explicitly

$$- \frac{1}{\gamma_1} \log \varepsilon \ll \rho \ll - \frac{1}{\gamma_1} \log \rho + \frac{n-1}{\gamma_1} \log \frac{1}{\rho}.$$  

(12.28)

Note that $\varepsilon z_1$ should become $O(1)$ when $\rho \approx R$, and $z(\rho)$ then quickly deviates from the horizon to reach the boundary, i.e.

$$\varepsilon z_1(R) \sim O(1),$$

(12.29)

which leads to

$$- \log \varepsilon = \gamma_n R - (n-1) \log R + O(1).$$

(12.30)

This relation can be established rigorously by carefully matching (12.26) with an expansion of $z$ near the boundary following techniques developed in [42]. Using (12.30), we can rewrite (12.27) as

$$R - \frac{n-1}{\gamma_n} \log R \ll \rho \ll R.$$  

(12.31)

Note that for $n > 2$, $b_1 = 0$ in (12.22), and the leading behavior (12.21) and (12.26) in regions I and III match up to an overall constant factor. Consistently, the domain of the regions (12.25) and (12.31) are adjacent to each other, i.e. the width of region II is $O(1)$ as $\varepsilon \to 0$ or equivalently, $R \to \infty$. In contrast, for $n = 2$, $b_1 \neq 0$ so that the powers of $\rho$ in (12.21) and (12.26) do not match, and region II should be of width $O(\log R)$.

One can proceed to use $z_1$ obtained as above in the three regions to calculate the boundary quantities $t$ (3.36) and $A$ (3.37) (see Appendix C for details). We find that for $n > 2$

$$t = t_0(R) + O(1),$$

(12.32)

where $t_0(R)$ is the saturation time and was given before in (11.9), and

---

This is evidently the case when $b_1 < 0$, for example for Schwarzschild $h(z)$. However, $b_1$ can also be positive, for example for Reissner-Nordstrom $h(z)$ at a sufficiently large chemical potential. When $b_1$ is positive, even though naively it appears that (12.25) and (12.31) overlap with each other, it is likely that the width of region II is still $O(\log R)$ in order for the exponent of $\rho$ to evolve from that of (12.21) to that of (12.26).
\[ \Delta \mathcal{A} - \Delta \mathcal{A}_{\text{eq}} = O(1). \] (12.33)

Working in the \( \epsilon \to 0 \) limit, the \( O(1) \) terms in (12.32) and (12.33) can be functions of \( z_i \) only. Eliminating the \( z_i \) dependence between (12.32) and (12.33), we find the scaling behavior

\[ \mathcal{A}(t, R) - \mathcal{A}_{\text{eq}} = -a_{\text{eq}} \lambda (t, R) \] (12.34)

for some function \( \lambda \). In (12.34) we have included a prefactor \( a_{\text{eq}} \) as \( \mathcal{A}_{\text{eq}}(R) \propto a_{\text{eq}} \) and a minus sign, so that \( \lambda \) is positive and has the dimension of volume enclosed by \( \Sigma \). Finding the explicit form of \( \lambda \) requires computing the \( O(1) \) terms in (12.32) and (12.33), which is a rather intricate task and will not be attempted here.

For \( n = 2 \) (which gives the entanglement entropy in \( d = 3 \)), we cannot rule out a possible additional \( \log R \) term in (12.32), due to complications in region II mentioned earlier. Thus we do not yet have a clean answer in that case.

**C. Memory loss**

Let us again specialize to the case of entanglement entropy with \( n = d - 1 \). Given that \( S_{\text{eq}}(R) = V_{\Sigma} s_{\text{eq}} \), one can interpret \( \lambda \) in (12.34) as the volume which has not yet been entangled. Equation (12.34) then implies that the “left-over” volume depends only on the difference \( t_i - t \) and not on \( R \) and \( t \) separately. In other words, at late times of evolution, the size \( R \) has been forgotten. We again emphasize that with (12.34) valid for \( t_i \gg t, -t \gg \ell_{\text{eq}} \), such memory loss can happen long before saturation.

Note that the existence of the memory loss regime itself is not related to the tsunami picture discussed earlier. However, the tsunami picture does lend a natural geometric interpretation to the regime as the memory loss of the wave front of the entanglement tsunami. It is tempting to speculate that due to interactions among different parts of the tsunami wave front, for a generic surface \( \Sigma \) in the limit of large \( R \), the memory of both the size and the shape of \( \Sigma \) could be lost during late times in the evolution. See Fig. 20 for a cartoon. It would be interesting to understand whether this indeed happens.

If such “memory loss” as indicated in Fig. 20 indeed occurs, we expect that in the infinite size limit, the space of all possible \( \Sigma \) separates into different basins of attraction, defined by various attractors (or “fixed points”) such as the sphere and strip. For example, for a smooth compact \( \Sigma \), at late times the wave front of the tsunami may approach that of the sphere, while for an elongated surface \( \Sigma \) with topology that of a strip, it may approach that of the strip. This would also imply that the saturation behavior for general \( \Sigma \) could be classified using those of the fixed points.

**XIII. CONCLUSIONS AND DISCUSSIONS**

In this paper we considered the evolution of entanglement entropy and various other nonlocal observables during equilibration, in a class of quenched holographic systems. In the bulk the equilibration process is described by a Vaidya geometry, with different observables having a unified description as functions of the area of extremal surfaces of different dimensions \( n \). We were able to derive general scaling results for these observables without using the explicit bulk metric. Some of these lead to universal behavior in the boundary theory.

It is important to keep in mind that while the entanglement entropy is proportional to the area, for other observables the area appears in an exponential with a minus sign. So the boundary interpretation of the evolution of \( \mathcal{A} \) could be very different. We also see interesting differences in the evolution of \( \mathcal{A} \) for different \( n \). For example, there appears to be no linear evolution for \( n < \frac{d}{2} \), which includes correlation functions in \( d > 2 \). See Tables I and II for lists of the time dependence of various observables in \( d = 3 \) and \( d = 4 \).

In the rest of this section we discuss some future directions, using language for entanglement entropy.

**A. More general equilibration processes**

In this paper we restricted our discussion to the equilibration following a global quench. It is interesting to consider more general equilibration processes, in particular those with inhomogeneous or anisotropic initial states (see [64–66] for recent related work).

There are reasons to believe some of our results may apply to these more general situations. In particular, an important feature of the linear growth (10.3) is that the speed \( v_E \) characterizes properties of the equilibrium state, as it is solely determined by the metric of the black hole. This highlights the local nature of entanglement propagation. At corresponding times, locally, the system has already achieved equilibrium, although for large regions nonlocal observables such as entanglement entropy remain far from their equilibrium values. Thus \( v_E \) should be independent of the nature of the initial state, including whether it was isotropic or homogeneous. Similarly, the
TABLE I. Time dependence of nonlocal variables in $d = 3$ for Schwarzschild. # is used to denote some positive coefficient. To lowest approximation in the large $R$ limit, $t_c \propto R$, with coefficients as follows: for the equal-time two-point function, $t_i / R = \sqrt{2/3}$; for the rectangular Wilson loop and strip EE, $t_i / R = 2^{3/3}/3^{1/2}$; and for the circular Wilson loop and sphere EE, $t_i / R = 2/\sqrt{3}$.

<table>
<thead>
<tr>
<th>Time dependence of variables</th>
<th>$t \ll z_h$</th>
<th>$z_h \ll t \ll R$</th>
<th>$z_h \ll t_c - t \ll t_i$</th>
<th>Saturation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal-time two-point function</td>
<td>$G_{\text{EE}} \exp(-#t^2)$</td>
<td>No linear regime</td>
<td>No scaling</td>
<td>$G_{\text{EE}} \exp(#(t - t_i)^2)$</td>
</tr>
<tr>
<td>Wilson loop (rectangular)</td>
<td>$W_{\text{EE}} \exp(-#t^2)$</td>
<td>$W_{\text{EE}} \exp(-#t)$</td>
<td>Linear regime persists</td>
<td>Discontinuous</td>
</tr>
<tr>
<td>Wilson loop (circular)</td>
<td>$W_{\text{EE}} \exp(-#t^2)$</td>
<td>$W_{\text{EE}} \exp(-#t)$</td>
<td>Undetermined</td>
<td>$W_{\text{EE}} \exp(-#(t_i - t)^2 \log(t_i - t))$</td>
</tr>
<tr>
<td>EE (strip)</td>
<td>$S_{\text{EE}} + # t^2$</td>
<td>$S_{\text{EE}} + # t$</td>
<td>Linear regime persists</td>
<td>Discontinuous</td>
</tr>
<tr>
<td>EE (sphere)</td>
<td>$S_{\text{EE}} + # t^2$</td>
<td>$S_{\text{EE}} + # t$</td>
<td>Undetermined</td>
<td>$S_{\text{EE}} + #(t_i - t)^2 \log(t_i - t)$</td>
</tr>
</tbody>
</table>

memory loss regime occurs long after a system has achieved local equilibration, and we again expect that it should survive more general initial states.

The pre-local-equilibration stage is likely sensitive to the nature of initial states, including the value of the sourcing interval $\delta t$. Nevertheless, that the early growth (6.25) is proportional to the energy density is consistent with other recent studies of the entanglement entropy of excited states [67–70].

Finally with a nonzero sourcing interval $\delta t$, we expect the wave front of “entanglement tsunami” to develop a finite spread, but the picture of an entanglement wave that propagates may still apply as long as $\delta t$ is much smaller than the size of the region one is exploring. If $\delta t$ is comparable to or larger than the local equilibration scale $\varepsilon_{\text{eq}}$, the pre-local-equilibration and saturation regimes likely can no longer be sharply defined.

### B. Entanglement growth

It is interesting to compare the growth of entanglement entropy among different systems. For this purpose we need a dimensionless quantity in which the system size or total number of degrees of freedom has been factored out, since clearly for a subsystem with more degrees of freedom the entanglement entropy should increase faster. In [21], motivated by the linear growth (10.3) we introduced a dimensionless rate of growth

$$R_{\zeta}(t) = \frac{1}{s_{\text{eq}} A_\zeta} \frac{dS_{\zeta}}{dt}. \quad (13.1)$$

In the linear regime, $R_{\zeta}$ is a constant given by $r_E$, while in the pre-local-equilibration regime $t \ll \varepsilon_{\text{eq}}$, from (6.25),

$$R_{\zeta}(t) = \frac{2\pi}{d - 1} \frac{\varepsilon t}{s_{\text{eq}}} \quad (13.2)$$

grows linearly with time. In Fig. 21 we give numerical plots of $R_{\zeta}$ for some examples.

In all explicit examples we studied, it appears that after local equilibration (i.e., after the linear growth regime has set in), $R_{\zeta}$ monotonically decreases with time. Given that we also found earlier that $r_E$ appears to have an upper bound at the Schwarzschild value (10.4), it is tempting to speculate that after local equilibration

$$R_{\zeta}(t) \leq r_E^{(S)}. \quad (13.3)$$

Before local equilibration, the behavior of $R_{\zeta}$ appears to be sensitive to the initial state. In particular for a RN black hole with $\Sigma$ a sphere or a strip, we find $R_{\zeta}$ can exceed $v_E^{(S)}$ near $\varepsilon_{\text{eq}}$ (see Fig. 21). Also, for a highly anisotropic initial state, $R_{\zeta}$ could for a certain period of time resemble that of a $(1 + 1)$-dimensional system. As in $(1 + 1)$ dimensions $v_E^{(S)} = 1$, it then appears at best one can have

$$R_{\zeta}(t) \leq 1. \quad (13.4)$$

It is clearly of great interest to explore more systems to see whether the inequalities (10.4), (13.3), and (5.34) are valid, or to find a proof.
If true, the inequalities (10.4), (13.3), and (5.34) may be considered as field theory generalizations of the small incremental entangling conjecture [71] for ancilla-assisted entanglement rates in a spin system, which was recently proved in [72]. The conjecture states that \( \frac{d \rho}{dt} \leq c \|H\| \log D \) where \( S \) is the entanglement entropy between subsystems \( aA \) and \( bB \), \( \|H\| \) is the norm of the Hamiltonian \( H \) that generates entanglement between \( A \) and \( B \) (\( a, b \) are ancillas), \( D = \min(D_A, D_B) \) where \( D_A \) is the dimension of the Hilbert space of \( A \), and \( c \) is a constant independent of \( D \). In our case, the Hamiltonian is local and thus couples directly only the degrees of freedom near \( \Sigma \)—the analogue of \( \log D \) is proportional to \( \Lambda_\Sigma \), and the entropy density \( s_{\text{AD}} \) in (13.1) can be seen as giving a measure of the density of excited degrees of freedom.

**C. Tsunami picture: Local propagation of entanglement**

In [21] and Sec. X we discussed that the time evolution of \( S_\Sigma(t) \) suggests a picture of an entanglement wave front propagating inward from the boundary of the entangled region. See Fig. 17. We stress that at the level of our discussion so far this is merely a hypothetical picture to explain the time dependence of \( S_\Sigma(t) \). As mentioned earlier, from the field theory perspective, the existence of such an entanglement wave front may be understood heuristically as resulting from evolution under a local Hamiltonian. It would be very interesting to see whether it is possible to “detect” such local propagation using other observables. In the free-streaming quasiparticle model of [22], the picture of an entanglement tsunami does emerge at early stages of time evolution in terms of propagating quasiparticles. But as the system evolves, in particular toward the late stage, the picture becomes murkier.

On the gravity side it should be possible to make the tsunami picture more precise. It is tempting to interpret the black hole and pure AdS regions of the extremal surface as, respectively, corresponding to parts covered and not yet covered by the tsunami wave. The two bulk regions of the extremal surface are separated sharply at the collapsing shell and their respective sizes are controlled by the tip of the surface \( z_s(t) \) and its intersection with the shell \( z_c(t) \). It should be possible to describe the motion of the tsunami wave front in terms of these data.

**D. Application to black holes**

One striking feature of our results, which was also emphasized in [25,73] in different contexts, is that the growth of entanglement entropy as well as the evolution of other nonlocal observables, such as correlation functions and Wilson loops, is largely controlled by geometries inside the horizon of the collapsing black hole. In particular, the linear growth (10.1)–(10.3) is controlled by a constant-\( z \) hypersurface inside the horizon, while the memory loss regime discussed in Sec. XII B is controlled by an extremal surface which asymptotes to the horizon from the inside. In

![Graph](color online). \( R_\Sigma \) for \( \Sigma \) a sphere or a strip, for Schwarzschild and RN black holes. We use units in which the horizon is at \( z_h = 1 \). **Upper**: \( d = 3 \) and \( \Sigma \) a sphere. The dot-dashed curves are for the Schwarzschild black hole with \( R = 7, 13, \) and 50, respectively (larger values of \( t \) for the \( R = 13,50 \) curves are not shown due to insufficient numerics), with the top horizontal dashed line marking \( v_\Sigma^{(5)} \). Red, green, and blue curves are for the RN black hole with \( u = 0.5, R = 20 \), \( u = 0.2, R = 50 \), and \( u = 0, R = 50 \), respectively, and the two lower dashed horizontal lines mark \( v_\Sigma \) for \( u = 0.5 \) and 0.2. **Middle**: For \( d = 3 \) and \( \Sigma \) a strip. The dot-dashed curves are for the Schwarzschild black hole with \( R = 7,12,15 \). It is interesting to note their evolution is essentially identical with the exception of different saturation times. The visible end of the dot-dashed curves coincides with discontinuous saturation for \( R = 7 \). For \( R = 12 \) and 15 the curves have not been extended to saturation due to insufficient numerics. The red, green, and blue curves are for the RN black hole with \( u = 0.5, R = 5 \), \( u = 0.5, R = 6 \), and \( u = 0, R = 6 \), respectively. The \( u = 0.5 \) curve ends at saturation, but for \( u = 0.2 \) and 0, saturation happens at larger values of \( t \) than shown. **Lower**: For \( d = 4 \) and \( \Sigma \) a sphere. The color and pattern scheme is identical to the upper plot, but the Schwarzschild curves are at \( R = 7,12, \) and 50, respectively, and \( u = 0.5,0.2,0 \) curves are all at \( R = 20 \).
contrast, for a static eternal black hole an extremal surface whose boundary is at a fixed time always lies outside the horizon.\footnote{While for correlation functions separated in the time direction it is possible to relate the geometry inside the horizon to certain features of boundary correlation functions via analytic continuation \cite{75–80}, the relation is less direct.}

The relation between entanglement growth and certain spatial hypersurfaces inside the horizon is tantalizing. In particular, possible bounds on \( v_E \) (10.2) and the entanglement growth rate (13.1) impose nontrivial constraints on the geometry inside the horizon.
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\section*{APPENDIX A: EQUILIBRIUM BEHAVIOR OF EXTREME SURFACES}
Here we briefly review the behavior of \( \Gamma_\Sigma \) in a black hole geometry, corresponding to the equilibrium behavior of various boundary observables. In a black hole geometry, an extremal surface always lies outside the horizon \cite{74}, i.e. denoting the location of the tip of \( \Gamma_\Sigma \) by \( z_b, z_h < z_b \). In our regime of interest \( R \gg z_h, z_b \) is very close to the horizon, and we will write

\[ z_b = z_h(1 - \varepsilon), \quad \varepsilon \ll 1. \tag{A1} \]

\subsection*{1. Strip}
With \( \Sigma \) a strip, \( R \) and \( A \) in the black hole geometry can be obtained from (3.19) and (3.23) by setting \( E = 0 (z_c = z_t) \) and \( z_t = z_b \),

\begin{align*}
R &= \int_0^{z_b} \frac{dz}{\sqrt{h(z_b)}}, \tag{A2}\\
A_{eq} &= z_b^h \hat{K} \int_0^{z_b} dz \frac{1}{z^2 \sqrt{h(z) - 1}}. \tag{A3}
\end{align*}

Thus we find that in the large \( R \) limit, with \( z_b \) given by (A1),

\begin{align*}
R &= -\frac{1}{\gamma_n} \log \varepsilon + O(1), \quad \gamma_n = \frac{1}{z_h^2} \sqrt{2 n h_1}, \tag{A4}\\
h_1 &= -z_h h'(z_h).
\end{align*}

\section*{APPENDIX B: DETAILS IN THE SATURATION REGIME}

\subsection*{1. Strip}
Near saturation we expect both \( z_c \) and \( z_t \) of \( \Gamma_\Sigma \) to be close to \( z_b \), where \( z_b \) is the tip of the equilibrium \( \Gamma_\Sigma \) with the same boundary \( \Sigma \), i.e. the same \( R \). We thus write

\begin{align*}
\gamma_n &= \left( 1 - \frac{\varepsilon^2}{2 n} \right), \quad z_t = z_b \left( 1 + \frac{\delta}{2 n} \right), \tag{B1}
\end{align*}

where both \( \varepsilon \) and \( \delta \) are small parameters. Then from (3.13) and (3.15) we have

\[ E = -\frac{1}{2} g(z_t) \varepsilon + O(\varepsilon^3). \tag{B2} \]

First, we determine the relation between \( \delta \) and \( \varepsilon \) by equating (3.19) with (A2). For this purpose it is convenient to write (A2) as

\[ A_{eq} = -\frac{\hat{K}}{z_h^h} \log \varepsilon + O(1) = \frac{L^n V_{strip}}{z_h^n} + O(R^0). \tag{A5} \]

where \( V_{strip} = A_{strip} R \) is the volume enclosed by the strip \( \Sigma \).
To expand (3.19) in terms of $z_t - z_b$ and $E$, we write it as

$$R = A_1 - A_2 + A_3 + F(z_t),$$  \hspace{1cm} (B4)

where

$$A_1 = \int_{z_t}^{z_b} \frac{dz}{\sqrt{\frac{1}{\zeta_f^2} - 1}}, \quad A_2 = \int_{z_t}^{z_b} \frac{dz}{\sqrt{\frac{1}{\zeta_f^2} - 1} + E^2},$$  \hspace{1cm} (B5)

and

$$A_3 = \int_{z_t}^{z_b} \frac{dz}{\sqrt{\frac{1}{\zeta_f^2} - 1} + E^2}.$$  \hspace{1cm} (B6)

For small $\varepsilon$ we find that $A_1, A_2,$ and $A_3$ have the expansions

$$A_1 = \frac{\varepsilon}{n} (1 + O(\varepsilon^2)), \quad A_2 = \frac{\varepsilon}{n} (1 + O(\varepsilon^2)), \quad A_3 = -\frac{1}{2n} \frac{g(z_b)}{h(z_b)} \varepsilon + O(\varepsilon^2),$$  \hspace{1cm} (B7)

where in (B7) we used $h(z) = 1 - g(z)$. Then equating (B3) and (B4), we have

$$\delta = \frac{g(z_b)}{h(z_b)F'(z_b)} \varepsilon + O(\varepsilon^2).$$  \hspace{1cm} (B8)

Next, let us look at (3.20) which can be written as

$$t - t_s = B_1 + B_2 - B_3,$$  \hspace{1cm} (B10)

where

$$B_1 = \int_{z_b}^{z_t} \frac{dz}{h(z)}, \quad B_2 = \int_{z_t}^{z_b} \frac{dz}{h(z) \sqrt{\frac{1}{\zeta_f^2} - 1} + E^2},$$

$$B_3 = \int_{z_t}^{z_b} \frac{dz}{h(z) \sqrt{\frac{1}{\zeta_f^2} - 1} + E^2}.$$  \hspace{1cm} (B11)

The integrals can be expanded in small $\varepsilon$ as

$$B_1 = \frac{1}{h(z_b)} \frac{\varepsilon}{2n} + O(\varepsilon^2), \quad B_2 = H(z_t)E + O(\varepsilon^2),$$

$$B_3 = \frac{E}{h(z_b)} \frac{\varepsilon}{n} + O(\varepsilon^3).$$  \hspace{1cm} (B12)

To leading order the expansion of the above quantities is the same as that for (B5) and (B6),

$$C_1 = \frac{\varepsilon}{n} + O(\varepsilon^3), \quad C_2 = \frac{\varepsilon}{n} + O(\varepsilon^3),$$

$$C_3 = -\frac{1}{2n} \frac{\varepsilon}{h(z_b)} \varepsilon + O(\varepsilon^2).$$  \hspace{1cm} (B21)

Thus we find that

$$\frac{1}{K} (A - A_{\text{eq}}) = \frac{\varepsilon}{nh(z_b)^2} \left( \frac{\varepsilon}{h(z_b)^2} + \frac{1}{2n} \frac{\varepsilon}{h(z_b)^2} \right) \varepsilon + O(\varepsilon^3).$$  \hspace{1cm} (B22)

Note that while $G(z_b)$ is a divergent integral (i.e., depends on a cutoff at small $z$), $G'(z_b)$ should have a well defined limit when the cutoff is taken to zero. In fact, in (B22) the
coefficient of the $O(\varepsilon)$ term is identically zero, which can be seen by writing $G'(a)$ and $F'(a)$ as

\[
a^nG'(a) = \lim_{\delta \to 0} \left( -n \int_0^{1-\delta} \frac{y^n}{(1-y^{2n})^2 \sqrt{h(ay)}} + \frac{y^{1-n}}{\sqrt{h(ay)(1-y^{2n})_{1-\delta}}} \right),
\]

\[
F'(a) = \lim_{\delta \to 0} \left( -n \int_0^{1-\delta} dy \frac{y^n}{(1-y^{2n})^2 \sqrt{h(ay)}} + \frac{y^{1+n}}{\sqrt{h(ay)(1-y^{2n})_{1-\delta}}} \right),
\]

(B23)

from which we confirm that

\[
a^nG'(a) = F'(a)
\]

(B24)

for any $h(z)$. However, one can check that the $O(\varepsilon^2)$ term in (B22) whose coefficient is rather long and which we will not give here) is generically nonzero.

2. Sphere

Let $z_0(r)$ correspond to the equilibrium $\Gamma_S$ and denote the location of its tip as $z_b$. Then, near saturation, $z(r)$, corresponding to the black hole portion of the actual $\Gamma_S$, can be obtained by perturbing $z_0(r),$

\[
z(r) = z_0(r) + \delta z_1(r) + \delta^2 z_2(r) + \cdots,
\]

(B25)

where $\delta$ is a small parameter which we will obtain precisely later on. Note that near the boundary, $z_n$ should satisfy the boundary condition

\[
z_n(R) = 0, \quad n = 1, 2, \ldots
\]

(B26)

They should also satisfy the boundary condition (3.14) at the shell, order by order. For small $\delta$, $z_c$ and $z_t$ are close to $z_b$, and $\rho_c = \sqrt{z_c^2 - z_b^2}$ and $E$ are all small. It is convenient to introduce another small parameter $\varepsilon$ by

\[
\rho_c = z_c \varepsilon
\]

(B27)

after which from (3.31)–(3.33),

\[
\begin{align*}
z_t & = z_c \left( 1 + \frac{\varepsilon^2}{2} + O(\varepsilon^4) + \cdots \right), \\
E & = -\frac{\varepsilon^2 g(z_c)}{z_c} \left( 1 + O(\varepsilon^2) + \cdots \right).
\end{align*}
\]

(B28)

Note that specifying $R$ and $\varepsilon$ fixes $\Gamma_S$ entirely. Thus we can expand $t - t_1$ and $\mathcal{A} - \mathcal{A}_{eq}$ in terms of $\varepsilon$, and then $\mathcal{A} - \mathcal{A}_{eq}$ in terms of $t - t_1$. To do so we first need to relate $z_c - z_b$ and $\delta$ to $R$ and $\varepsilon$. This requires solving for $z_1$ near $\rho_c$ by expanding it as a power series in small $\rho$, but only after imposing the boundary condition (B26) at $z = 0$. We leave the detailed analysis of $z_1$ to Appendix 3, and for now merely list the results. We find that for $n = 2,

\[
\delta = -\frac{g(z_b)}{2r_2} \varepsilon^2 + O(\varepsilon^4 \log \varepsilon) + \cdots,
\]

\[
z_c = z_b \left( 1 + c_1 \varepsilon^2 \log \varepsilon + c_2 \varepsilon^2 + \cdots \right),
\]

(B29)

with

\[
c_1 = -\frac{g(z_b)}{2}, \quad c_2 = -\frac{g(z_b)}{2r_2} \left( r_1 - r_2 + r_2 \log z_b \right) - \frac{1}{2},
\]

(B30)

and for $n > 2,$

\[
\delta = \frac{g(z_b)}{2(n-2)r_2} \varepsilon^n + O(\varepsilon^{n+2}) + \cdots,
\]

(B31)

\[
z_c = z_b \left( 1 + d_2 \varepsilon^2 + \cdots \right),
\]

with

\[
d_2 = \frac{n - 1}{2(n-2)} \frac{g(z_b)}{2} - \frac{1}{2},
\]

(B32)

In the above equations $r_1$ and $r_2$ are numerical constants that we define in (B56). Note that $z_t > z_b$ while $z_c$ does not have to be greater than $z_b$.

Now let us look at the boundary time (3.36), writing it as

\[
t = t_1 + t_2
\]

(B33)

with

\[
t_1 = -\int_{\rho_c}^R dp_1 \frac{\rho_c}{h}, \quad t_2 = \int_{\rho_c}^R dp_1 \frac{EB}{h} \sqrt{1 + \frac{\varepsilon^2}{h}}.
\]

(B34)

Note that $t_1$ can be written as

\[
t_1 = \int_0^{z_c} dz \frac{dz}{h(z)} = t_s + \int_{z_b}^{z_c} dz \frac{dz}{h} = t_s + \frac{z_c - z_b}{h(z_b)} + \cdots,
\]

(B35)

where in the second equality we have used that $z_c - z_b$ is small. Meanwhile, from (B28) $E \sim O(\varepsilon^n)$, and to leading order in small $\varepsilon$, $t_2$ can be evaluated by replacing $z$ in its integrand by the equilibrium solution $z_0$. The resulting integral receives the dominant contribution from its lower end, and we have

\[
t_2 = \frac{E z_b^n}{h(z_b)} \left\{ -\log(z_b \varepsilon) + I_0 + \cdots \right\}
\]

(B36)

where

\[
I_n = \frac{(z_b \varepsilon)^n}{n-2} + \cdots, \quad n > 2,
\]
and we have replaced $z_c$ by $z_b$ wherever it appears. Collecting (B35), (B36) and using (B29), (B31), we find that

$$t - t_s = \begin{cases} \frac{-1}{2} E z_b + \frac{\dot{\theta}(z_b)}{h(z_b)} \left( \frac{L_1}{h_2} + I_0 \right) e^2 + \cdots & n = 2 \\ \frac{-1}{2} z_b e^2 + \cdots & n > 2 \end{cases}$$

(B38)

Next, we proceed to compute the area of $\Gamma_\Sigma$ given by (3.38) and (3.39). The AdS portion can easily be expanded as

$$\frac{1}{K} A_{\text{AdS}} = \frac{e^n}{n} - \frac{e^{n+2}}{2(n+2)} + \cdots$$

(B39)

while the black hole portion can be written as

$$A_{B_H} = A_1 + A_2 + O(E^4) + \cdots$$

(B40)

with

$$\frac{1}{K} A_1 = \int_{\rho_c}^{R} dp \mathcal{L}_0(z, z') = \int_{\rho_c}^{R} dp \frac{\rho^{n-1}}{z^n} \frac{\sqrt{1 + \frac{z'^2}{h}}}{h},$$

$$\frac{1}{K} A_2 = -\frac{1}{2} \epsilon^2 \int_{\rho_c}^{R} dp \frac{z^n}{\rho^{n-1}} h \frac{\sqrt{1 + \frac{z'^2}{h}}}{h}.$$ (B41)

Since $A_2$ is multiplied by $E^2 \sim O(e^{2n})$, it can be computed by replacing $z$ with $z_0$ in its integrand, and we find the leading order results

$$\frac{1}{K} A_2 = -\frac{E^2}{2} \frac{z^n}{h(z_b)} \left\{ -\log(z_b e) + I_0 + \cdots \right\} \begin{cases} n = 2 \\ n > 2 \end{cases}$$

(B42)

To compute $A_1$, we consider the variation of $\mathcal{L}$ under a variation about the equilibrium solution $z = z_0 + \Delta z$, which gives

$$\frac{1}{K} A_1 = \int_{\rho_c}^{R} dp \mathcal{L}_0(z_0, z_0') - \Pi(z_0) \Delta z |_{\rho_c} + \cdots,$$

$$\Pi = \frac{\partial \mathcal{L}_0}{\partial z'}.$$ (B43)

Note that in (B43) there is also a potential boundary term at $\rho = R$, but that it is zero due to $z$ and $z_0$ both ending at $\rho = R$. Meanwhile,

$$z_0(\rho) = z_b - \frac{h(z_b)}{2z_b^2} \rho^2 + \frac{h(z_b)((n+1)z_0 h'(z_b) - (n+2)h(z_b))}{8(n+2)z_b^3} \rho^4 + O(\rho^6).$$ (B50)

---

11This boundary term at $z = 0$ should be treated with some care as $\Pi$ is divergent there.
where near the boundary \( \rho = R \) with \( \sigma \equiv R - \rho \ll 1 \),

\[
z_0(\rho) = \sqrt{2R\sigma} + \left\{ \begin{array}{ll}
O(\sigma) & n = 2 \\
O(\sigma^2) & n > 2 .
\end{array} \right.
\] (B52)

Then we find that the leading terms in \( p \) and \( q \) are given by the following:

1. Near \( \rho = 0 \),

\[
p(\rho) = \frac{n-1}{\rho} + \left( (n-3)h(z_b) + zh_b'(z_b) \right) + O(\rho^3),
\]

\[
q(\rho) = \frac{n-h(z_b) + zh_b'(z_b)}{z_b^2} + O(\rho^2).
\] (B53)

where \( g_2 \) for even \( n \) the prime in \( \sum' \) indicates that the sum does not include \( m = (n-2)/2 \). Since we are dealing with a linear equation, the two bases are related by linear superposition,

\[
k(\rho) = r_1g_1(\rho) + r_2g_2(\rho), \quad \tilde{k}(\rho) = \tilde{r}_1g_1(\rho) + \tilde{r}_2g_2(\rho),
\] (B57)

where \( r_1, r_2, \tilde{r}_1, \tilde{r}_2 \) are constants which can be evaluated numerically.

Now we consider a particular solution to the full inhomogeneous equation (B46),

\[
z_0(\rho) = k(\rho) \int_{\rho}^{R} dp' \frac{S(\rho') k(\rho')}{W_k(\rho')} - \tilde{k}(\rho) \int_{\rho}^{R} dp' \frac{S(\rho') k(\rho')}{W_k(\rho')}
\]

\[
= g_2(\rho) \int_{\rho}^{R} dp' \frac{S(\rho') g_1(\rho')}{W_g(\rho')} - g_1(\rho) \int_{\rho}^{R} dp' \frac{S(\rho') g_2(\rho')}{W_g(\rho')},
\] (B58)

where

\[
\text{As is shown after the matching in (B28), (B29), and (B31),} \frac{\tilde{E}}{\tilde{R}} \approx \tilde{\sigma}, \text{and thus it is consistent to ignore} \ z_\gamma \text{ near} \ \rho = R. \ \text{However, it cannot be ignored near} \ \rho = 0 \ \text{because the source term} \ s \ \text{becomes singular. We find that as} \ \rho \to 0, \ z_\gamma \ \text{has the behavior}
\]

\[
z_\gamma(\rho) \sim \frac{\tilde{E}}{\tilde{R}} (\log \rho)^2 + \cdots \quad n = 2
\]

\[
\sim \frac{\tilde{E}}{\tilde{R}} \rho^{-2(n-2)} + \cdots \quad n > 2 .
\] (B63)

The actual matching that results in (B29)–(B32) is performed as follows. The boundary condition (B26)
requirements us to choose \( k(\rho) \) near \( \rho = R \). Then near \( \rho = 0 \), \( z_1 \) can be written as

\[
z_1 = r_1 g_1(\rho) + r_2 g_2(\rho) + z_2, \tag{B64}
\]

Plugging (B27) and (B28) into (B63) and (B55), we obtain \( z_2 \) and \( \delta \) in terms of \( z_1 \) and \( \epsilon \) as in (B29)-(B32). We note that at leading orders \( z_1 \) does not contribute.

**APPENDIX C: DETAILS IN THE MEMORY LOSS REGIME FOR \( \Sigma \) AS A SPHERE**

Here we give the equations underlying (12.21) and (12.26), and the derivation of (12.32) and (12.33). Recall the expansion parameter and expansion given in (12.14) and (12.18).

1. Critical extremal surface

Let us first examine in some detail the asymptotic behavior of \( z^*(\rho) \) for \( \rho \gg \rho_c \) where it approaches the horizon. Letting

\[
z^*(\rho) = z_h + \chi_*(\rho) \tag{C1}
\]

with \( \chi_* \) small and requiring it to decrease with increasing \( \rho \), we find that \( z^* \) has the asymptotic behavior

\[
\chi_*(\rho) = z^*(\rho) - z_h = \frac{\alpha}{\rho^{n-1}} + \frac{\alpha_1}{\rho^n} + \frac{\alpha_2}{\rho^{n+1}} + \cdots, \quad \rho \gg \rho_c, \tag{C2}
\]

where

\[
\alpha = \frac{|E|^2 z_h^{n+1}}{\sqrt{2n}h_1}, \quad \alpha_1 = \delta_{n,2} \frac{5E^2 z_h^5}{8h_1}. \tag{C3}
\]

Here we have used the notation

\[
h_1 \equiv -z_h h'(z_1), \quad h_2 \equiv z_h^2 h''(z_h), \quad \cdots. \tag{C4}
\]

Note that \( \alpha \) is positive; i.e. \( z^* \) approaches the horizon from above, or inside. The leading two terms in (C2) can be obtained by equating the two most dominant terms in (3.35) as \( \rho \to \infty \), i.e. [note \( B \) is defined in (3.34)]

\[
\frac{n h_1^2}{z} + \frac{1}{2} E^2 B^2 \partial_z h = 0 \rightarrow \chi_* = \frac{\alpha_2}{\rho^{2(n+1)}} \frac{z^{2n+1}}{h_1^{n+1}}, \tag{C5}
\]

while in order to obtain terms of \( O(\rho^{-(n+1)}) \) and higher in (C2), one needs to take into higher-order terms in (3.35). Note the leading term in (C2) can also be written as

\[
\chi_* = \frac{1}{\gamma_n} |E| B + O(\rho^{-n}) \tag{C6}
\]

or

\[
h(z^*(\rho)) = -c_n |E| B + O(\rho^{-n}), \tag{C7}
\]

where

\[
\gamma_n = \frac{1}{z_h} \sqrt{2n h_1}, \quad c_n = \frac{\sqrt{h_1}}{2n} = \frac{h_1}{z_h \gamma_n}. \tag{C8}
\]

Let us now calculate \( v^*(\rho; \rho_c) \) and \( \mathcal{A}^*(\rho; \rho_c) \) corresponding to \( z^*(\rho; \rho_c) \), where we have traded \( z_1 \) for \( \rho_c \) and made explicit in our notation that \( \rho_c \) is the only parameter. Evaluating (3.34) on \( z^* \), for large \( \rho \) we find that

\[
v^* = \frac{1}{c_n} \left( \frac{n-1}{4\pi T} - \delta_{n,2} \frac{|E|(3h_1 + h_2)z_h^2}{2h_1^2} \right) \frac{1}{\rho} + O(\rho^{-2}), \tag{C9}
\]

from which

\[
v^*(\rho; \rho_c) = \frac{c_n}{\rho} \left( \frac{n-1}{4\pi T} - \delta_{n,2} \frac{|E|(3h_1 + h_2)z_h^2}{2h_1^2} \right) \log \rho + O(1). \tag{C10}
\]

Note that the leading term, and for \( n > 2 \) the next-to-leading term also, are independent of \( \rho_c \). Similarly, evaluating the integrand of (3.24) on \( z^* \), we find

\[
\mathcal{L}^* = \rho^{n-1} \frac{E^2 (3h_1 + h_2)}{4h_1^2} + \delta_{n,2} \frac{z_h^2}{h_1^2} \log \rho + O(1). \tag{C11}
\]

from which

\[
\frac{1}{K} \mathcal{A}^*(\rho; \rho_c) = \frac{\rho^n}{nz_h^n} + \delta_{n,2} \frac{E^2 (3h_1 + h_2)}{4h_1^2} \log \rho + O(1). \tag{C12}
\]

The leading coefficients are again independent of \( \rho_c \) and there is a logarithmic term only for \( n = 2 \).

2. Equations

We now examine the equation for \( z_1(\rho) \) as introduced in (12.18). Let us first look at the region in which \( \chi^* \gg \epsilon z_1 \). Plugging (12.18) into (3.35) we find that \( z_1 \) satisfies a linear differential equation

\[
z_1'' + p_1(\rho) z_1' + p_2(\rho) z_1 = 0, \tag{C13}
\]

where \( p_1 \) and \( p_2 \) are some complicated functions of \( \rho \), expressed via \( \chi^*(\rho) \) and \( h(z_h + \chi^*(\rho)) \). They have the large \( \rho \) expansions

\[
p_1(\rho) = \frac{a_1}{\rho} + \frac{a_2}{\rho^2} + \cdots, \quad a_1 = 2(n-1), \tag{C14}
\]

\[
a_2 = \delta_{n,2} \frac{|E|^2 z_h^2}{4h_1^2} (13h_1 - h_2),
\]
and\(^{13}\)

\[
p_2(\rho) = -\gamma_n^2 + \frac{b_1}{\rho} + \frac{b_2}{\rho^2} + \cdots, \tag{C15}
\]

\[
b_1 = \delta_{n,2} \frac{|E|(h_2 - h_1)}{\sqrt{h_1}}.
\]

Equation (C13) can then be solved in terms of an expansion

\[
z_1(\rho) = A_1 e^{\gamma_1/\rho} - \rho^{\beta_1} \left( 1 + \frac{c_{11}}{\rho} + O(\rho^{-2}) \right) + \cdots \tag{C16}
\]

with

\[
\beta_n = n - 1 + \frac{b_1}{2\gamma_n},
\]

\[
c_{11} = \frac{1}{8\rho^3} (b_1^2 + 2\gamma b_1 + (2a_1 - a_1^2 + 4b_2)\gamma^2 + 4a_2\gamma^3),
\]

\[
(C17)
\]

where \(A_1(\rho_c)\) is a positive \(O(1)\) constant determined by boundary conditions (12.19) at \(\rho_c\), and in (C16) we have suppressed terms that are exponentially small, i.e. those proportional to \(e^{-\gamma_1/\rho}\).

In the region in which \(\gamma' \ll \epsilon \chi_1 \ll 1\), we can plug (12.18) into (3.35) while ignoring \(\gamma'\) and terms in (3.35) proportional to \(E^2\). We then find a nonlinear equation for \(z_1\),

\[
\frac{z_1}{z_1'} = \frac{1}{2} \frac{z_1'^2}{z_1^2} + \frac{n - 1}{\rho} \frac{z_1'}{z_1} - \frac{\gamma^2}{2} = 0, \tag{C18}
\]

which has the solution

\[
z_1(\rho) = \rho^{-1} (1 + O(\rho^{-1})) + \cdots, \tag{C19}
\]

where we have again suppressed exponentially small terms.

3. Time

In this subsection and the next, for purposes of clarity, will use a new symbol to denote the polynomial part of the large \(\rho\) limit of \(z^*\).

\[
P(\rho) \equiv \chi'(\rho), \quad z^*(\rho) = z_h + P(\rho). \tag{C20}
\]

Recall the labeling of regions I, II, and III given near (12.25) and (12.31). Delineating the regions more explicitly, the boundary time can be divided as

\[
t = v(R) = t_1 + t_{II} + t_{III}
\]

\[
= \left( \int_{k_0}^{R-k_1} + \int_{R-k_1}^{R-k_2} + \int_{R-k_2}^{R} \right) dp', \tag{C21}
\]

where the first equality holds up to \(O(1)\) terms and

\[
k_1 = \frac{1}{\gamma_n} (n - 1 - b_1/2\gamma_n) \log R + C_1,
\]

\[
k_2 = \frac{1}{\gamma_n} (n - 1) \log R - C_2. \tag{C22}
\]

Here \(C_1, C_2, k_0, k_3\) are all positive \(O(1)\) constants and \(k_0\) must be chosen sufficiently large that large \(\rho\) expansions apply in region I. We now proceed to calculate (C21), recalling (3.4)

\[
v' = \frac{1}{\hbar} (-\zeta' + EB \sqrt{Q}), \quad Q = \frac{1 + \frac{\zeta'}{\rho}}{1 + \frac{E^2B^2}{\hbar}}. \tag{C23}
\]

\[\text{a. Region I}\]

Here

\[
z = z_h + P + O(\epsilon z_1) + \cdots,
\]

\[
z' = O(\frac{P}{\rho}) + O(\epsilon z_1) + \cdots, \tag{C24}
\]

\[
1 + \frac{z_1'^2}{\hbar} = 1 + O(\frac{P}{\rho}) + O(\frac{\epsilon z_1}{\rho}) + \cdots,
\]

\[
1 + \frac{E^2B^2}{\hbar} = 1 - \frac{\gamma_n}{\epsilon_n} P \left( 1 - \frac{2a_1}{\alpha} \frac{1}{\rho} + \left( 2n + \frac{h_2}{2h_1} \right) \frac{P}{z_h} \right)
\]

\[
+ O(\epsilon z_1) + \cdots. \tag{C25}
\]

Then

\[
v' = \frac{1}{\epsilon_n} \left( 1 - \frac{n - 1}{\gamma_n} + \frac{a_1}{\alpha} \right) \frac{1}{\rho} + \left( n + \frac{h_2}{2h_1} + \frac{\gamma_n z_h}{2\epsilon_n} \right) \frac{P}{z_h}
\]

\[
+ O(\frac{1}{\rho^2}) + O(\frac{\epsilon z_1}{P}) + \cdots \tag{C26}
\]

from which

\[
t_1 = \frac{R - k_1}{\epsilon_n} - \frac{1}{4\pi T} \delta_{n,2} \frac{|E|(3h_1 + h_2)z_h^2}{2h_1^2} \log R
\]

\[
+ O(1). \tag{C27}
\]

Comparing with (C10), we see that the two leading terms come from the solution on the critical line, \(z^* = z_h + P\).
\( z = z_h + D, \quad \frac{\alpha}{\rho^{*2}} = P(1 - X), \)  
(C28)

and note
\[
D = P - \varepsilon z_1 + O(\varepsilon^2) + \cdots \lesssim O(P), \\
X = \frac{\alpha_1}{\alpha} + \frac{1}{\rho^2} + \cdots \sim O(P).
\]
(C29)

Using \( D \) and \( X \) we can expand
\[
h = -c_n\gamma_n D + O(D^2) + \cdots, \\
EB = -\gamma_n P(1 - X)(1 + O(D) + \cdots).
\]
(C30)

Also define \( Y \) by
\[
z' = -\gamma_n(P^2 - D)(1 + Y), \quad \text{noting} \\
Y = O\left(\frac{b_1}{\rho}\right) + O\left(\frac{1}{\rho^2}\right) + \cdots + O\left(\frac{D}{(P - D)\rho}\right) + \cdots, \\
Y(D = 0) \sim O(P).
\]
(C32)

Now we divide region II into three subregions\(^{14}\)
\[\begin{align*}
\Pi_1: & \quad |D| \ll O(P^2), \\
\Pi_2: & \quad |D| \sim O(P^2), \\
\Pi_3: & \quad |D| \gg O(P^2).
\end{align*}\]
(C33)

and focus on calculating
\[
Q_* = Q - 1 = \frac{z'^2 - E^2B^2}{f + E^2B^2}.
\]
(C34)

in subregions \( \Pi_1 \) and \( \Pi_3 \). Then
\[
f + E^2B^2 = \begin{cases} 
\tilde{\gamma}_n^2P^2(1 + O(\frac{\nu}{\rho^2}) + O(X) + \cdots) & (\Pi_1) \\
-c_n\gamma_nD(1 + O(D) + O(\frac{\nu}{\rho^2}) + \cdots) & (\Pi_3) 
\end{cases}
\]
(C35)

and\(^{15}\)

\[
z'^2 - E^2B^2 = \begin{cases} 
2\gamma_n^2P^2(1 + \cdots) & (\Pi_1) \\
2\gamma_n^2P(\frac{\nu}{\rho^2} + \cdots) & (\Pi_3) 
\end{cases}.
\]
(C36)

from which
\[
Q_* = \begin{cases} 
2(X + \cdots + O(\frac{\nu}{\rho^2}) + \cdots) & (\Pi_1) \\
2\gamma_n(\frac{D - P}{2} + \cdots) & (\Pi_3) 
\end{cases}.
\]
(C37)

Using expansions (C30), (C31), and (C37), we have
\[
-z' + EB\sqrt{Q} = \begin{cases} 
O(D) + \cdots & (\Pi_1) \\
-\gamma_n D + \cdots & (\Pi_3) 
\end{cases},
\]
(C38)

from which
\[
v' = \begin{cases} 
O(1) + \cdots & (\Pi_1) \\
\frac{1}{\gamma_n} + \cdots & (\Pi_3)
\end{cases}.
\]
(C39)

in subregions \( \Pi_1 \) and \( \Pi_3 \). But since the differential equation (3.35) does not contain any scales other than \( z_h \), \( v' \) should smoothly interpolate between subregions \( \Pi_1 \) and \( \Pi_3 \); i.e., it should also be \( O(1) \) in subregion \( \Pi_2 \). Thus we conclude
\[
\begin{align*}
t_{\Pi} = \begin{cases} 
\frac{k_{\nu} - k_{\gamma}}{\epsilon_z} + O(\log R) + O(1) & n = 2 \\
\frac{k_{\nu} - k_{\gamma}}{\epsilon_z} + O(1) & n = 3
\end{cases}.
\end{align*}
\]
(C40)

\[\begin{align*}
\text{c. Region III} \\
& \quad \text{Here} \\
& \quad z = z_h - \varepsilon z_1 + P + O(\varepsilon^2) + \cdots, \\
z' = -\gamma_n\varepsilon z_1 \left(1 + O\left(\frac{1}{\rho}\right) + O(\epsilon) + \cdots\right),
\]
(C41)

and
\[
1 + \frac{z'^2}{h} = 1 + \frac{2n}{z_h}(\varepsilon z_1 + P) + O\left(\frac{\varepsilon z_1}{\rho}\right) + O(\varepsilon^2) + \cdots, \\
1 + \frac{E^2B^2}{h} = 1 + O\left(\frac{p_0^2}{\varepsilon z_1}\right) + \cdots.
\]
(C42)

Then
\[
v' = \frac{1}{c_n} \left(1 + O(\varepsilon z_1) + O\left(\frac{P}{\varepsilon z_1}\right) + \cdots\right)
\]
(C43)

and
Finally, collecting (C27), (C40), and (C44), we have

\[ t = \begin{cases} \frac{R}{c_s} - \left( \frac{n-1}{4\pi} - \frac{|k(3h_1+b_2)|}{2h_1^2} \right) \log R + O(\log R) + O(1) & n = 2 \\ \frac{R}{c_s} - \frac{n-1}{4\pi} \log R + O(1) & n = 3 \end{cases}. \]  

(C45)

Note for \( n = 2 \) there is an \( O(\log R) \) piece that we were not able to determine.

4. Action

To calculate the action, we proceed in similar fashion. The action with its equilibrium value subtracted can be divided as

\[ A - A_{\text{eq}} = A_I + A_{\text{II}} + A_{\text{III}} \equiv \left( \int_{k_0}^{R-k_1} + \int_{R-k_1}^{R-k_2} + \int_{R-k_2}^{R-k_3} \right) d\rho (A' - A_{\text{eq}}'), \]  

(C46)

where the first equality holds up to \( O(1) \) terms including the contribution from the AdS portion of extremal surfaces, and from (3.39),

\[ A' = \frac{\rho^{n-1}}{z^n} \sqrt{Q} , \quad A_{\text{eq}}' = \frac{\rho^{n-1}}{z_{\text{eq}}^{n}} \sqrt{1 + \frac{z_{\text{eq}}'^2}{\bar{h}(z_{\text{eq}})}}. \]  

(C47)

Here \( A' \) is evaluated on the near-horizon expansion (12.18) of the near-critical solution, and \( A_{\text{eq}}' \) is evaluated on the near-horizon expansion (A7) of the equilibrium solution, where the \( \varepsilon ' \)s in the two expansions can be set equal.\(^\text{16}\) Note that from (A7),

\[ 1 + \frac{z_{\text{eq}}'^2}{\bar{h}(z_{\text{eq}})} = 1 + \frac{2n}{z_h} \varepsilon_{1,\text{eq}} + \cdots \]  

(C48)

and

\[ A_{\text{eq}}' = \frac{\rho^{n-1}}{z_h^n} \left( 1 + \frac{2n}{z_h} \varepsilon_{1,\text{eq}} + \cdots \right). \]  

(C49)

Then in region I, from (C24) and (C25),

\[ A' - A_{\text{eq}}' = \frac{\rho^{n-1}}{z_h^n} \left( 1 + O\left( \frac{P}{\rho} \right) + O(\varepsilon_{1,\text{eq}}) + \cdots \right) - \frac{\rho^{n-1}}{z_h^n} \left( 1 + O(\varepsilon_{1,\text{eq}}) + \cdots \right), \]  

(C50)

and one can check

\[ \int_{k_0}^{R-k_1} d\rho \frac{\varepsilon_{1,\text{eq}}}{P} \sim O(1), \quad \int_{k_0}^{R-k_1} d\rho \frac{\varepsilon_{1,\text{eq}}}{P} \sim O(R^{b_1/2r_1}). \]  

(C51)

so assuming \( b_1 < 0 \), we have

\[ A_I = O(1). \]  

(C52)

In region II, from (C28) and (C37),

\(^{16}\)Although the definition of the two \( \varepsilon ' \)s in (12.14) and (A1) are different, their expansions in large \( R \) (12.30) and (A4) show that fixing \( R \), they agree up to an \( O(1) \) factor. This factor then can be absorbed into \( z_{1,\text{eq}} \) in (A8).
\[ A' - A_{eq}' = \rho^{n-1}_n \left( 1 - n \frac{D}{z_h} + \cdots \right) \left( 1 + \frac{1}{2} Q + \cdots \right) - \rho^{n-1}_n \left( 1 - 2n \frac{\varepsilon z_1,eq}{z_h} + \cdots \right) \]
\[ = \rho^{n-1}_n \frac{\varepsilon z_1}{z_h} (X + Y) + \cdots \quad \text{(II)} \]
\[ = \rho^{n-1}_n \left( \frac{\varepsilon z_1}{z_h} P - \left( \frac{z_1}{z_h} - \frac{1}{z_h} \right) D + \cdots \right) \quad \text{(II)} \]
\[ \text{and from the order of magnitudes of } D, X, \text{ and } Y \text{ in (C29) and (C32), } A' - A_{eq}' \text{ is } O(1) \text{ in subregions II}_1 \text{ and II}_3. \]

But as was the case with \( \nu' \), \( A' - A_{eq}' \) must interpolate smoothly between subregions II\(_1\) and II\(_3\), so we conclude \( A' - A_{eq}' \) is \( O(1) \) throughout region II and that
\[ A_{II} = \begin{cases} 
O(\log R) + O(1) & n = 2 \\
O(1) & n = 3
\end{cases} \]  
(C54)

Last, in region III, from (C41) and (C42),
\[ A' - A_{eq}' = \rho^{n-1}_n \left( 1 + n \frac{(\varepsilon z_1 - P) + O(\varepsilon^2) + \cdots}{z_h} \right) \left( 1 + \frac{n}{z_h} (\varepsilon z_1 + P) + O\left( \frac{\varepsilon z_1}{\rho} \right) + O(\varepsilon^2) + \cdots \right) \left( 1 + O\left( \frac{\rho^2}{\varepsilon z_1} \right) + \cdots \right) \]
\[ - \rho^{n-1}_n \left( 1 + 2n \frac{\varepsilon z_1,eq}{z_h} + O\left( \frac{\varepsilon z_1,eq}{\rho} \right) + O(\varepsilon^2) + \cdots \right). \]  
(C55)

where from (A8) and (C19),
\[ z_{1,eq} \sim z_1. \]  
(C56)

One can check that the leading terms in (C55) contribute at
\[ \int_{R-k_3}^{R-k_2} dp \left\{ \frac{\varepsilon z_1}{\rho} \sim O(e^{-b_1 R^{2(n-1)}}) \right\} \]
\[ \int_{R-k_3}^{R-k_2} dp \left\{ \frac{1}{\rho} \sim O\left( \frac{\log R}{R} \right) \right\}, \]
so we have

\[ A_{III} = O(1). \]  
(C57)

Collecting (C52), (C54), and (C57), we arrive at
\[ A - A_{eq} = \begin{cases} 
O(\log R) + O(1) & n = 2 \\
O(1) & n = 3
\end{cases} \]  
(C58)

where for \( n = 2 \) we have an undetermined \( O(\log R) \) piece.\(^{17}\)

\(^{17}\)If \( n = 2 \) and \( b_1 > 0 \), there are also \( O(R^{b_1/(2r_1)}) \) contributions from (C51).
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