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Modeling of Travel Time Variations on Urban Links in London

Samiul Hasan, Charisma F. Choudhury, Moshe E. Ben-Akiva, and Andy Emmonds

An econometric framework was developed to combine data from various sources to identify the key factors contributing to travel time variations in Central London. Nonlinear latent variable regression models that explicitly accounted for measurement errors in the data were developed to combine data extracted from automatic number plate recognition cameras and automatic traffic counters. This procedure significantly differed from previous research in this area that was based primarily on traffic flow data and ignored measurement errors. The results indicate that nonlinear latent variable regression models can effectively explain travel time variations on a regular day by using variables related to vehicle type, traffic density, and traffic composition. Test results indicate that the proposed framework for correcting measurement errors yields significant improvements over base models, where such errors are ignored. The findings from the study validate some key hypotheses regarding influences of various factors on speed of urban traffic streams and can serve as a tool for investigation of the causes of traffic congestion. The model framework is general enough for application in other cases in which traffic data have similar measurement errors.

With the rapid increase in travel demands and constraints in resources to proportionately increase the supply, traffic congestion and delay have become unavoidable attributes of most of the major cities in the world. The relationship among demand, supply, and congestion level is complex (1, 2). For instance, traffic surveys show that in recent years, there has been a decline in travel demand in Central London in response to charges for congestion but a decline in speeds and an increase in congestion (3). The decline in speed has been attributed to various factors likely to affect the effective capacity, which ranged from reduction of the physical capacity to accommodate more bus lanes to lengthening of pedestrian phases in traffic signals. However, it is not clear how each of the factors affecting demand and supply contributed to increases or decreases in travel times.

Accurate predictions of travel times are important for transportation planning, as well as for operations of traffic management centers and traveler information systems. The practical importance of the research to model travel time variations in urban links has prompted increased research interest in investigating how the demand and supply parameters affect the speed and travel time variations. This has been fostered in recent years by the relative ease of nonintrusive data collection technologies that use a variety of sources, including automatic traffic counters (ATC), automatic number plate readers (ANPR), and vehicles equipped with the Global Positioning System and smartphone devices. Modeling travel time variations in the urban environment is much more challenging than that of freeways because of the more complex network topologies, greater heterogeneity of the vehicle fleet, effects of pedestrian and parking activities, increased frequency of traffic control measures, and so forth.

The simplest category of models of travel time variations for urban links select a probability distribution function and calibrate the parameters associated with the distribution such that it best fits the available data (4–6). Most of these models make use of data from loop detectors and deal with the additional complexity of inferring the travel times from the detector data. Commonly used methods of such inference include use of the speed–flow–density relationships (7–11), correlation analysis (12), platoon identification (13), dynamic input–output (14), and pattern recognition (15). These models mostly consider the effects of traffic characteristics on travel time, and the causal relationships between travel times and roadway attributes are ignored.

A second category of models focus on estimating the expected travel time over a link in the period of interest by using inputs such as static variables (e.g., road width, number of lanes, number of signals) or dynamic traffic characteristics (e.g., flow, occupancy). Sisiopiku et al. (16) and Sisiopiku and Rouphail (17) examined the use of detector output from simulation and field studies to improve the performance of arterial travel time estimation. They found that regression equations can be fitted for certain ranges of occupancies to model the observed relationships between arterial through travel time and detector occupancy. Turner et al. developed regression models to predict travel times on freeways and urban links where travel times in urban links were found to linearly vary with demand and spacing of traffic signals (18). Zhang modeled travel times as a linear combination of occupancy, flow, and signal parameters (19). An improved speed–flow relationship was developed by Skabardonis and Dowling (20) and was shown to be effective in calculating arterial link travel times (21). Xie et al. treated arterial link travel time as the summation of cruise time and signal delay estimated with a simplified intersection queuing diagram (22). Travel time models based on queuing theory were also developed by Young (23). Stephanopoulos and Michalopoulos developed a relationship between interrupted and uninterrupted speed with detector data based on shockwave...
theory (24), which was later enhanced by Pueboobpaphan et al. by combining probe vehicle data with detector data (25). Ruiz Juri et al. presented an approach of combining statistical forecasting techniques with traffic simulation for online short-term prediction of point-to-point freeway travel time (26).

In another variation of the travel time estimation model, the travel time for each individual vehicle traveling on a link is estimated. Use of these models requires consideration of factors such as individual vehicle characteristics, traffic light offsets, traffic density or volume, and position of vehicle in platoon. Robinson (27) and Robinson and Polak (28) developed a model for estimation of travel time on urban links that was based on the $k$ nearest neighbors method. This method estimates the travel time of an individual vehicle by using its features and the corresponding features of a particular number of its closest neighbors from a historical database. Although such a nonparametric method is useful for operational purposes, it provides little insight into the causal relationship between the network and traffic characteristics and the travel time.

Neural networks have been used to develop models for travel time prediction (29, 30). These methods require the appropriate selection of training data sets so that extensive training of the neural network models can be conducted. Also, they lack transparency, which makes it difficult to gain useful insight into the factors giving rise to variability in travel times. In addition, the literature suggests that more research is needed to optimize the architecture of the neural network for use in estimating travel times in urban links (28).

The preceding research focused primarily on recurrent delay. To model effects of incidents on travel time, Fu and Rilett used statistical distributions for incidents in dynamic stochastic networks (31). Hobeika and Dhulipala developed a rule-based model in which incident type and severity and vehicle type were used to estimate the range of time needed for traffic to reach normalcy (32). These models, however, needed very detailed incident data and ignored variations caused by recurrent delay.

This paper develops a framework to combine data from various sources (which have varying levels of errors) and perform econometric analysis to determine how factors contribute to travel time variations in Central London. A model framework is sought that will help Transport for London (TfL) quantify the share of delays caused by various roadway and traffic factors.

**BACKGROUND AND DATA**

Charging for congestion was introduced in London to reduce traffic congestion and make journeys quicker by encouraging people to choose other forms of transport. According to the sixth annual impacts monitoring report on Central London congestion charging (3), in the 2 years immediately following the introduction of the original scheme (2003 and 2004), there was a 30% reduction in congestion from the 2002 baseline. Further, the level of traffic for all vehicle types entering the central congestion charge zone was consistently 16% lower in 2006 than the precharge levels in 2002 (Figure 1). The congestion charge brought in an annual operating net income of £89.1 million for TfL during FY 2006–2007 (33).

However, recent measurements of congestion have indicated that conditions are deteriorating. Data from the monitoring program for congestion charging in Central London indicate a substantial loss of charging-related decongestion benefits in the past 18 months within the original charging zone. As shown in Figure 2, the average reduction in congestion for the 2005 calendar year was 22%, lower than 2003 and 2004; in 2006 and 2007, there was an accelerating loss of the original congestion benefits. Average congestion in 2006 was just 8% below precharging levels. Average congestion in 2007 was identical to representative precharging values. This is despite sustained reduction in the volume of traffic circulating within the original charging zone (3).

Because of the failure to reduce delays commensurate to reductions in traffic flow, a detailed analysis is needed that explores the causes of delay. In the current research, econometric models are developed to quantify how various factors contribute to fluctuations in speed and lead to variations in travel time.

The analysis was aided by extensive data from the ANPR cameras in the congestion charging zone. Central London has a good coverage of other data collection mechanisms as well. The available data sources from the congestion charging zone include the following:

1. ANPR camera data,
2. ATC traffic flow,
3. Cycle flow (in some parts of the zone),
4. London Traffic Information System incident data,
5. Split-cycle offset optimization technique (SCOOT) flow, and

---

**FIGURE 1** Average weekday 12-h (7:00 a.m. to 7:00 p.m.) traffic flow per kilometer on major roads (3).
ANPR and ATC data were used for the model estimation in this research. ANPR data from a particular camera pair reports the travel time of individual vehicles that travel between the camera pair. No incident occurrence was found in the respective days of available ANPR data. Some signal cycle length data are available, but these are very aggregate measurement of the cycle lengths (i.e., average over few days). In models of individual links, the presence of a bus lane is not a suitable variable for the model. If multiple links are modeled together, it can be used as an independent variable.

MODEL STRUCTURE

In this study, a latent variable regression model was developed that considered individual vehicle speed as the dependent variable. The candidate variables likely to influence the speed of a vehicle include road network characteristics (e.g., number of lanes, lane widths, presence of bus lanes), traffic characteristics like traffic density, traffic mix (e.g., proportion of buses, minibuses, taxis), and types of subject vehicle (e.g., car, bus). Within the study network, the number of lanes, lane widths, and other geometric characteristics remain unchanged. The traffic-related variables are derived from ANPR and ATC data. The ANPR data are used to calculate traffic densities, traffic volume, and proportion of kinds of vehicles (i.e., traffic mix). ATC data are used to obtain the traffic volumes. However, comparison of traffic volume from ANPR and ATC reveal some inconsistencies. It is assumed that two sources of errors may have contributed to the inconsistency present in the ANPR data: omitting the observations with origin destinations different than the ANPR link pair and incorrect reporting of numbers of vehicles in high congestion.

The first error occurs if a vehicle is captured in the first ANPR camera but not in the second ANPR camera. Therefore, vehicles that are taking a turn or that have both origins and destinations within the ANPR camera pairs are not recorded in the ANPR database. The second error occurs because in high congestion, ANPR often does not record all vehicles. The ANPR traffic densities therefore underestimate the true density of the road and, because of the nature of the errors, simple methods like use of a constant scaling factor are not usable for correcting the errors. In the proposed model, the true density is therefore considered to be a latent (i.e., unobserved) variable. An alternate indication of density can be derived from the ATC traffic flow data. However, these data can also have measurement errors, the extent of which is unknown.

Given these data limitations, a structural and measurement equation modeling approach was adopted for modeling an individual vehicle’s speed. This modeling approach, although common in psychology (34), marketing (35), and travel demand modeling (36–39), has not been used previously in traffic modeling.

The general model framework proposed in this research is an application of the structural and measurement equation modeling, shown in Figure 3. The equation capturing the relationship between individual vehicle speed and explanatory variables (including latent traffic density) (Equation 1) constitutes the structural model, whereas the relationships between ATC traffic flow and latent traffic density and ANPR density and latent traffic density (Equation 2) constitute the measurement model.

Structural model:

\[
\text{speed} = \beta'X + \gamma d + \epsilon 
\]  

(1)

where

- \(X\) = vector of explanatory variables,
- \(\beta\) = vector of estimable parameters or coefficients,
- \(d\) = latent (i.e., unobserved) traffic density of the road,
- \(\gamma\) = parameter for traffic density, and
- \(\epsilon\) = random error term.

Measurement model:

ANPR density = \(\lambda, d + \varphi\)

ATC traffic flow (for free-flow part) = \(\lambda, d + \omega\)

ATC traffic flow (for congested part) = \(\alpha + \lambda, d + \upsilon\)  

(2)

where \(\alpha, \lambda_1, \lambda_2\) and \(\lambda\) are estimable parameters and \(\varphi, \omega, \text{and } \upsilon\) are random error terms.
Vehicle characteristics considered in the model (Figure 3) represent the type of vehicle [e.g., heavy-goods vehicle (HGV), light-goods vehicle (LGV), bus, taxi]. Traffic composition represents the proportion of vehicle types in the traffic stream (e.g., HGV, LGV, bus, taxi). These traffic composition variables are calculated as the ratio between the numbers of vehicles for a specific type to the total number of vehicles obtained from ANPR data. This is not fully accurate because ANPR data might omit vehicles as discussed earlier; however, they are used in this model because there are no other indicators of vehicle composition. Moreover, it can be assumed that the ANPR data omissions are random (i.e., not specific to any particular vehicle type), and therefore missing observations do not substantially influence the vehicle compositions.

The relationship between ATC traffic flow and the latent traffic density (as expressed in Equation 2) will be nonlinear. The relationship between traffic flow and traffic density reported in existing literature is used, as is a slightly modified form of the following density–flow relationship for urban street developed by Leclercq (40).

For free-flow regime \( k \leq k_c \), flow

\[ q = ak^2 + bk \]

For congested-flow regime \( k > k_c \),

\[ q = c + dk \]  

where

\( k_c \) = critical traffic density,
\( k \) = traffic density, and
\( a, b, c, d \) = model parameters.

According to this relationship, there are two regimes, free-flow and congested, the first having a nonlinear and a linear part. However, the first part of Equation 3 was simplified because the ability of the estimation procedure to handle nonlinear terms was limited. The density–flow relationship therefore reduces to the following. For free-flow regime \( k \leq k_c \), flow

\[ q = bk \]

For congested-flow regime \( k > k_c \),

\[ q = c + dk \]  

where \( k_c \) is the critical traffic density determined from plotting the data.

During estimation, the data is therefore grouped into two parts, free-flow and congested, and parameters for two density–flow equations are estimated with the other model parameters. The parameters for structural equations remain same for two groups.

**RESULTS**

The preceding latent variable modeling approach was adopted to build a model for individual vehicle speed using the data from a street (Gower Street) in London. The ANPR data and ATC data for a typical work day (May 16, 2008) were collected and used for the model estimation. The estimation results of the best model specification (Equation 1) for Gower Street are given in Table 1. Model 1 assumes that ANPR density has measurement errors, and Model 2 assumes that ANPR density is error free. The parameter estimates obtained from both models are very close to their values. A statistical test was then used to determine if these differences are statistically significant.

Results show that all the explanatory variables except Dummy HGV and Dummy LGV are statistically insignificant at the .05 significance level. However, these variables are retained in the model specification so that the coefficients of the other dummy and proportion variables can be interpreted. All the variables have plausible signs.

The intercept of the model represents the average free-flow speed of a passenger car in the street. From the value of this intercept, it can be interpreted that the average free-flow speed of a passenger car for Gower Street is about 21 km/h. Similarly, for this street, the average free-flow speeds of HGV, LGV, taxi, and bus can be calculated by adding the corresponding with the intercept. The lowest free-flow speed for buses reflects the presence of several bus stops along Gower Street. Taxis in this street have a slightly greater free-flow speed than that of buses.

Results also indicate that traffic density has a significant negative influence on individual vehicle speed. Taxi proportions and bus proportions have negative a impact on individual vehicle speed. This finding reflects the greater level of bus and taxi movements in Gower Street and its associated effects on vehicle speed. HGV proportion has a positive impact on vehicle speed; however, this counterintuitive fact is probably explained by the very low HGV proportion present in Gower Street (average HGV proportion is 1.88%).

Overall, the model gives satisfactory results for predicting individual vehicle speed for an urban street. It shows some interesting effects of vehicle types and their proportions in traffic mix on vehicle speed. The model is also suitable compared with other speed (or travel time) prediction methods, because it provides better insights on the relative influences of different factors on vehicle speed. These insights, as well as the empirical relationships found in the model, can benefit urban traffic operations and management.

![FIGURE 3 Latent variable model structure. Observed variables are shown in rectangles; traffic density is an unobserved variable.](image-url)
This section presents a statistical test for evaluating the specification of the model. The Hausman specification test is used for this purpose (41). The Hausman specification test is a classical test of whether a particular model specification should be used. The question is whether there is significant measurement error in the ANPR data (i.e., the density calculated from ANPR data has errors). If ANPR data do not have any measurement errors, the model with ANPR density as an explanatory variable may be more powerful and parsimonious. However, if ANPR density data have measurement errors, then the parameters from this model will be inconsistent, and a model with measurement equations for ANPR densities will be preferable (i.e., treating density as a latent variable).

The null hypothesis for the test is that there is no measurement error in ANPR data. Under this hypothesis, the parameter estimates from the original model will be consistent. Here the original model is estimated restricting the coefficient of density equal to 1 (i.e., \( \lambda_1 = 1 \) in Equation 2). Let the vector of estimated parameters from this model be \( \hat{\beta}_1 \) and the variance–covariance matrix of the estimated parameters be \( \text{Var}(\hat{\beta}_1) \). Under the alternate hypothesis of the presence of measurement error in ANPR data, the parameter estimates from the model with measurement equation (i.e., \( \lambda_1 \) is free in Equation 2) will also be consistent but more efficient. Let the vector of estimated parameters from this model be \( \hat{\beta}_2 \) and the variance–covariance matrix of the estimated parameters be \( \text{Var}(\hat{\beta}_2) \). Then the Hausman test statistic can be defined as

\[
m = (\hat{\beta}_2 - \hat{\beta}_1)' \left( \text{Var}(\hat{\beta}_2) - \text{Var}(\hat{\beta}_1) \right)^{-1} (\hat{\beta}_2 - \hat{\beta}_1)
\]

(5)

This test statistic is asymptotically distributed as \( \chi^2 \) with degrees of freedom equal to the number of parameters in the model estimated with no measurement error in the ANPR data. The test statistic is obtained as \( m = 70.12 \) with degrees of freedom equal to 9. Because \( \chi^2 \) has a critical value of 21.67 at the .01 significance level, the null hypothesis of no measurement error in ANPR data can be rejected. This also provides strong evidence of the presence of error in the ANPR data. Therefore, the model, with structural and measurement equations, presented here is more preferable than a model that includes ANPR density, assuming that it has no measurement error.

### MODEL VALIDATION

To validate the test of the model, the ANPR and ATC data are used for the same road for a different date (May 15, 2008). The test involves estimation of two models. Model 1 uses the coefficients of the model estimated on the May 16 data. Here the model is estimated with the data of May 15 but with the coefficients restricted to be equal to those found in Table 1 (coefficients of the model with measurement error). Model 2 estimates the same model by using the data of May 15 without restricting the coefficients. The comparisons of the goodness-of-fit statistics between two models are as follows:

<table>
<thead>
<tr>
<th>Goodness-of-Fit Measure</th>
<th>Model 1 (restricted model)</th>
<th>Model 2 (unrestricted model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFI</td>
<td>0.9696</td>
<td>0.9596</td>
</tr>
<tr>
<td>AGFI</td>
<td>0.9362</td>
<td>0.8905</td>
</tr>
</tbody>
</table>

The goodness-of-fit measures suggest a reasonable fit of the proposed model to the data of a different day. However, a rigorous approach of model validation would be to predict the speed for a different day based on its traffic variables. However, this would require extracting the latent traffic density variable for which no straightforward approach exists.

### SUMMARY AND CONCLUSIONS

This paper presented a model for predicting individual vehicle speed to explain the travel time variations for an urban street in London by using data from multiple sources. However, at least one of the data sources (ANPR data) was assumed to have measurement errors (if not both); the model used an approach of structural and
measurement equations to correct the model estimates. The validity of the proposed modeling approach was demonstrated by use of a statistical test, which confirmed that the presence of measurement errors in the data is statistically significant. The test also established that adopting the proposed approach ensures statistically significant improvements over the base models (where measurement errors are ignored).

The findings provide valuable insights on influences of various factors on urban traffic conditions. Variables such as vehicle type, traffic density, and vehicle proportions were found to influence the traffic speed of a street. In particular, the negative impact of bus proportions and taxi proportions may explain the counterintuitive fact of speed reduction in the congestion charging zone of Central London despite a significant reduction in traffic volume. With the introduction of congestion charging, the number of buses and taxis has increased significantly. As a result, the traffic mix has changed for the congestion charging zone with increasing proportions of buses and taxis. The increasing proportions of buses and taxis and their corresponding negative impact on speed may explain the reduction of speed. These findings therefore have important implications for urban traffic operations and management.

Although the modeling methodology was developed to address a specific limitation of the available data in a particular case, the model framework is general enough for application in other cases in which traffic data have similar measurement errors. The presented methodology is also useful for combining multiple sources of traffic data.

The study had several limitations, however. For example, travel time in a street having multiple signalized intersections depends on turning movements at intersections and signal timing. These influences were not captured in this study, because it was not possible to extract such information from the available data sources. Availability of detailed trajectory data of all vehicles in a traffic stream could allow inclusion of these variables. Another alternative would be to use the simulation approach to generate the missing turning movement data and then enrich the current models with those data. Such approach will be a focus for future research. The methodology could also be applied in various scenarios with data from other networks and traffic conditions to test if the results can be generalized.
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